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Focus in production: Tonal shape, intensity
and word order
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Finland and Department of Psychology, University of Turku, Assistentinkatu 7, FIN-20014 Turku, Finland
martti.vainio@helsinki.fi, juhani.jarvikivi@utu.fi

Abstract: The effect of word order and prosodic focus on the tonal shape
and intensity in the production of prosody was studied. The results show that
the production of focus in Finnish follows a global pattern with regard to
tonal features. The relative pitch height difference between contrasted words
is the most important pitch-related factor in signaling narrow prosodic focus.
Narrow focus is not localized to prosodically emphasized words only but re-
lates to the utterance as a whole. It was also found that syntactic structure
with respect to both intensity and tonal structure modulated relative prosodic
prominence of individual words.
© 2007 Acoustical Society of America
PACS numbers: 43.70.Fq, 43.70.�h, 43.70.Bk �AL�
Date Received: August 14, 2006 Date Accepted: November 26, 2006

1. Introduction

The question investigated in the present study is whether and how prosody and syntactic struc-
ture interact in the production of information structure, particularly in the production of focus.
Focusing is used to draw attention, to contrast or to emphasize the importance of a particular
part of an utterance. In general, focus is signaled by the speaker by making one or another part
of an utterance prominent either syntactically or prosodically. Focus, as understood here, per-
tains to new propositional information evoked by the focused element and what is pragmatically
presupposed by the speaker and the hearer, i.e., to information which is not already presupposed
or talked about, and thus not shared by the speaker and hearer. In this sense, focus is seen as an
abstract proposition emerging from the combination of the presupposed or shared information
and a sentence element that is marked as more prominent by prosody or syntax. In the present
study the relation between syntactic and prosodic prominence and information structure in
Finnish is exploited in investigating whether changes in syntactic structure together with differ-
ent propositions are reflected in prosodic parameters of voice fundamental frequency �f0� and
intensity in production.

Finnish is an agglutinative-fusional language with flexible word order. The word order
in Finnish frequently serves to signal information structure. For example, in an unmarked case,
such as �1� “Menemme laivalla Jimille” �we go by boat to Jimi’s�, the canonical order of the two
adverbs laiva+lla �boat+with� and Jimi+lle �Jimi+to� �i.e., manner+place� conforms to its de-
fault information structure. Consequently, no propositions over and above what is already ex-
plicitly asserted is evoked by the word order. In contrast, changing the word order to marked �2�
“Menemme Jimille laivalla” highlights the last element laivalla �with boat�. Therefore, rather
than just asserting that we are in fact going to Jimi’s, this presupposed information together with
the marked position of “laivalla” evokes the proposition that it is by boat we are going to Jimi’s
and not by a car, for example—as if it were an answer to a question “how do you go to Jimi’s?.”
For the pragmatic use of word order in Finnish, see, e.g., Ref. 1.

In addition to word order, prosody can be used to mark any constituent under the do-
main of focus even in the syntactically unmarked case by increasing the accent or stress on the
part of an utterance that is intended to be brought into focus. Thus, a Finnish speaker can say
“Menemme Jimille laivalla” as well as “Menemme Jimille laivalla” �italics depict prosodic
focus�. An important question is, then, whether and how the two main means available for
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signaling focus in Finnish—syntactic and prosodic—interact in production when one or an-
other part of an utterance needs to be prosodically marked as focused.

Prosodic �narrow� focus is usually achieved by the speaker by increasing the promi-
nence of the focused constituent in the utterance. This is usually done by making the local f0
excursions bigger and attenuating others. Usually these are accompanied by respective in-
creases and decreases in intensity as well as segmental durations. The f0 and intensity changes
do not, however, correlate perfectly, and their interactions tend to be fairly complex. Thus, the
perception of prominence is tightly coupled with the perception of pitch in speech. For instance,
Pierrehumbert2 showed that a later f0 peak in an utterance has to be lower than the previous ones
to be perceived as having an equally high pitch in English. This has since been shown to hold in
many other languages �for instance Dutch3 and Finnish4�. The situation in tone languages seems
to be more complex, although declination has been attested for at least Mandarin Chinese.5

Vainio and Järvikivi4 studied the role of intensity and accentuation in the perception of
prominence in Finnish. On one hand, they found that ceteris paribus a word order reversal had
an effect on the perceived relative prominence of two words in a short Finnish utterance �verb
followed by two nouns inflected to act as adverbials of place and manner; we will use only the
term “noun” from now on except when we refer to both of them at once as an adverbial phrase�.
They explained this finding to reflect the fact that, since the word order reversal resulted in the
latter word being syntactically marked for focus, the participants perceived it as being also
prosodically more prominent, despite the fact that pitch and intensity were controlled with re-
spect to the unmarked word order condition. On the other hand, they also found that the promi-
nence of the two nouns in the utterance followed a so-called flat-hat pattern; i.e., the promi-
nence of the earlier word related to the f0 rise and the prominence of the latter words was related
to the f0 fall, with the relative heights of the peaks being the most important factor when sub-
jects were asked to indicate which word �if any� they perceived as the most prominent. In other
words, the fall of the earlier peak and the rise of the later peak �i.e., the transition between the
peaks� did not contribute significantly to the perception of prominence of either peak, which
both exhibit characteristic pointed-hat patterns.

We designed a production experiment to test hypotheses formed according to the find-
ings above: �1� If the perceptual bias in the Vainio and Järvikivi study was caused by the change
in information structure evoked by the change in word order, the same phenomenon should be
reflected in production as compensation with regard to prominence, which should be signifi-
cantly less pronounced with marked word order that already syntactically focuses one of the
critical words, and �2� the different narrow focus conditions should form a pattern where the
difference between the f0 peaks �usually referred to as top-line declination� is the most impor-
tant contributing factor together with a rise �in the case of “early focus”� and a fall �in the case
of “late focus”�. It is within these variables where the word order-induced compensation should
be visible.

2. Materials

A simple declarative sentence starting with a verb and ending with an adverbial phrase whose
word order could be reversed to mark the sentence for focus was used; the basic sentence “Me-
nemme laivalla Jimille” �go-we boat-by Jimi’s-to� or with a reversed word order “Menemme
Jimille laivalla” �go-we Jimi’s-to boat-by�, allows for three different focus conditions with re-
gard to the nouns laiva, and Jimi: broad focus �no specific prosodic marking for emphasis�,
narrow focus on the first noun, and narrow focus on the second noun. Two different words were
used for the vehicle �“laiva” �boat� and “juna” �train�� and three proper nouns for the person to
be visited �Jimi, Jani, and Lumi�. With three different focus conditions and two different word
order conditions, a set of 36 different sentences was created. Accordingly, a set of prompt ques-
tions matching the intended three focus conditions was created as follows: Broad focus; Mitä
teette tänään �what do you do today�?, Narrow focus on “laivalla;” Millä menette Lumille �with
what/How do you go to Lumi’s�?, and Narrow focus on “lumille;” Minne menette laivalla
�where do you go by boat�?. The question prompts were then recorded by a female speaker to be
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presented to the participants in order to elicit the desired prosodic focus in the reply which was
read from a sheet of paper.

2.1 Participants and procedure

Eight participants �seven female� took part in the experiment. All of the participants were choir
members living in the Helsinki area with similar backgrounds in eastern Finland. None of the
participants was familiar with speech research and none reported any hearing problems. All of
the speakers spoke with a neutral Helsinki area dialect/accent.

The 36 prompt-reply pairs were randomized for each participant and he or she was
given a sheet of paper with the corresponding replies. The focus was not indicated in any way on
the paper as it was intended to be elicited by the type of question to be presented to the partici-
pants. The participants were not informed of the nature of the experiment and were asked to
speak lively.

The prompt questions were played to the participants through a high-quality loud-
speaker �Genelec 1029A� in a sound-treated recording studio at the Department of Speech Sci-
ences at the University of Helsinki. The prompts were spaced so that the participants had ample
time to reply. The replies uttered by the participants were recorded directly to a computer hard
disk at 44.1-kHz sampling frequency and 16-bit quantization using a high-quality analog-to-
digital converter �Digi002 by Digidesign� and a high-quality condenser microphone �AKG
4000B�.

3. Results

Before data analyses each of the participants’ responses was labeled and both intensity and f0
were calculated using the PRAAT program.6 The utterances were then annotated manually. Three
points of interest for each word in the utterance were marked on the f0 curve and the segmental
contents were labeled on a syllable basis. The three points for a given word corresponded to the
basic pointed-hat pattern mainly used for accentuation in Finnish: the first point corresponding
to the start of the f0 rise, the second point to the peak, and the last point to the end of the f0 fall.
Both f0 and intensity were measured at these points for subsequent statistical analyses. An ex-
ample of the analysis points can be seen in Fig. 1.

Logistic regression analyses were conducted to determine which pitch-related factors
contributed to the pitch contours’ belonging to a given focus category. Several regression mod-
els were estimated using the pitch differences relevant to the formulated predictions. All models
were cross validated �40 repetitions� and backwards elimination was used to determine the
significant predictors. The predictors were also tested for nonlinearities using restricted cubic
splines7 �all of the predictors turned out to behave in a linear fashion�. We also tested the inter-
actions between the predictors.

Before the analyses were conducted, the first author marked all utterances considered
problematic with regard to f0 patterns by visually inspecting the curves. In total, 36 utterances
were identified as problematic and were played—together with the same number of filler

Fig. 1. A schematic illustration of the measured differences on an f0 contour. Vertical lines depict word boundaries,
and dotted lines with arrows marked with letters �a–e� show the differences �calculated in semitones� used in
analyses. The pitch contour is a time-normalized average of the broad focus items used in the analyses.
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utterances—to a group of 20 naive listeners who judged the focus condition of each utterance.
Utterances whose focus was judged to be the intended one by fewer than four listeners were
removed from the regression analyses as outliers. All in all, 12 trials used in the analyses were
rejected this way �4% of the data�. �Note that for the ANOVAs a different method of removing
outliers was used.� The rises, falls, and peak height differences used in the statistical analyses
were calculated in semitones. The intensities were calculated in decibels; the values were mea-
sured instantaneously at the peak f0 points.

3.1 Tonal pattern

The following predictions concerning the tonal pattern of accentuation were tested: �1� the most
important feature responsible for the focus conditions is the difference in peak heights of the
two accented words �a in Fig. 1�; �2� the rise of the first peak �line e� is more important than the
fall �d in Fig. 1�; and �3� the fall of the latter peak �b in Fig. 1� is more important than its rise �c
in Fig. 1�. The relative importance of the features was tested with logistic regression, using the
different pitch-related features as predictors and the given focus condition as the dependent
variable. Analysis was only performed on the two narrow focus conditions as there were no
predictions with regard to the broad focus condition. The measurements �marked with letters
from a to e� can be seen in Fig. 1. The semitone values are summarized in Table 1. The analyses
of the narrow focus conditions are discussed separately below.

3.1.1 Early focus

The early focus �condition N1� was best explained by a model that included only the peak height
difference �peakdiff a�, the last peak fall �lfall b�, and their interaction. The most important
predictor was the difference between the peak heights ��2�2�=42.99,p�0.0001�, followed by
the last fall ��2�1�=24.15,p�0.0001� and their interaction ��2�1�=20.28,p�0.0001�. The
whole model was naturally highly significant ��2�3�=74.55,p�0.0001,R2�3�=0.735�. That is,
more than 70% of the categorization can be accounted for by pitch alone.

3.1.2 Late focus

The late focus condition �N2� turned out to be more complex requiring two additional predic-
tors, mainly the ones describing the first peak �ffall d, and frise e�. The main predictor was again
the peak height difference ��2�2�=24.07,p�0.0001�, followed by the last fall ��2�2�
=10.24,p�0.0060�, and their interaction ��2�1�=8.41,p�0.0037�. The first peak rise and fall
were also highly significant ��2�1�=8.44,p�0.0037� and ��2�1�=6.41,p�0.0113�, respec-
tively. The overall model was again highly significant ��2�5�=44.46,p�0.0001,R2�5�
=0.833�.

Figure 2 shows the f0 contours in all focus conditions averaged over all speakers. The f0
contours can be summarized in terms of pitch range adjustments from the broad focus in order

Table 1. Pitch differences semitones as used in the regression analyses: Means �upper part� and standard deviations
�lower part�.

Condition peakdif a lfall b lrise c ffall d frise e

B 3.193 3.806 −1.179 3.311 −3.258
N1 6.928 1.406 −0.805 6.220 −3.784
N2 −1.437 6.275 −2.345 1.352 −2.275

B 2.139 2.399 1.493 2.392 2.463
N1 2.428 1.789 1.095 2.195 2.463
N2 2.215 2.067 1.169 1.337 1.581
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to maximize the difference between the peak heights without deaccenting the nonfocused word.
That is, the basic tonal shape is preserved. Similar results have been found for English by Xu
and Xu.8

3.2 Word order

To investigate whether the manipulation of word order interacted with intensity and tonal shape
�pitch� in the production of focus, 2�3 analyses of variance �ANOVAs� with word order
�marked, unmarked� and focus �broad, N1, N2� as factors were done with peak difference in
decibels �intensity� and semitones �pitch� as the dependent measure. Both by-subject �partici-
pant means averaged over items—F1� and by-item analyses �item means averaged over
participants—F2� are reported. Before analyzing the data for pitch, outliers were removed us-
ing 2.5 SDs below and above the condition means as a criterion. The outliers in the pitch ex-
periment accounted for 2.8% of all data points. As these outliers were mostly caused by pro-
duction errors, i.e., the speaker either interpreting the question incorrectly or producing a
clearly unintended response, these outliers were also removed from the analyses of intensity.
Additionally, all further data points 2.5 SDs over or above the condition means were removed
from the analyses of intensity. These outliers accounted for a further 4.2% of the data. The
condition means for intensity and pitch are summarized in Table 2. The results from all subse-
quent statistical analyses are given in Table 3.

In both analyses �pitch and intensity� word order �unmarked, marked� and focus
�broad=B, noun 1=Nl, noun 2=N2� were within variables in the subject analyses �F1�. In the
item analyses �F2� word order was a between-item factor. In what follows we discuss the results
of each of the analyses separately.

3.2.1 Intensity

As expected there was a significant main effect of focus. In addition, however, the results also
showed a significant interaction between word order and intended focus. Further pairwise com-

Fig. 2. �Color online� f0 contours averaged over all focus conditions: broad focus; black line, narrow focus on first
noun; light gray line, narrow focus on last word; red line. Word boundaries are depicted by vertical dashed lines.
Each word was time normalized and averaged separately using 60 equidistant time points.

Table 2. Peak differences in decibels �intensity� and semitones �pitch� for the emphasized and nonemphasized
prompts in the marked and unmarked word order conditions for broad focus �B�, narrow focus on the first word �N1�,
and narrow focus on the second word �N2�.

Pitch Intensity

Condition Unmarked Marked Unmarked Marked

B 2.68 �2.00� 4.06 �2.52� 2.25 �2.21� 3.83 �2.26�
N1 7.01 �1.99� 7.17 �2.14� 7.50 �3.92� 6.95 �4.32�
N2 −1.25 �1.94� −1.58 �2.00� 0.40 �3.67� 0.50 �3.71�
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parisons showed that the broad focus condition was significantly modulated by whether the
word order was marked or not �t1�7�=3.375,P=0.012; t2�5�=2.706,p=0.042�.

3.2.2 Pitch

Again the results showed a significant main effect of focus. Additionally, this effect was further
qualified by a significant interaction between focus and word order. Pairwise contrasts showed
that the interaction was mainly due to a significant difference between the marked and un-
marked broad focus conditions �t1�7�=3.062,p=0.018; t2�5�=2.274,p=0.072�, although the
difference was not statistically significant, most likely due to a lack of power; the tendency to
compensate for the word order reversal can be seen numerically in the N2 condition as well
�t�s�1.12,p�s�0.15� as well as graphically in Fig. 3.

4. Discussion

The results presented in this paper reveal a complicated phenomenon relating to the production
of focus in Finnish.4 First, the results regarding the overall tonal shape are in consonance with
results on perception of prominence. That is, the production of narrow focus in Finnish follows
a flat-hat pattern with regard to the tonal features used for increasing local prominence; a fall in
the final word of an utterance and a rise on a nonfinal word. However, the patterns are somewhat
more complex due to the fact that the participants mostly produced patterns with a so-called
sagging transition �a clear valley between the two peaks� between the two peaks, as a real flat-
hat pattern would signify a different pragmatic meaning in Finnish. More interestingly, the pat-
tern for the early focus only depends on the peak height difference and the fall of the latter, final
accent. It seems that in this case the speakers are controlling the pitch features in a holistic
manner and concentrate on the attenuation of parts more than on the intensification. In sum-
mary, the production of prosodic focus is not localized to the prominent or emphasized word
only but relates to the time domain of the whole utterance or at least to the part of it where the

Table 3. Results from the overall analyses of variance with decibels �intensity� and semitones �tonality� as the
dependent measures. Statistical significances are marked as follows: �*�p�0.1,*p�0.05,**p�0.01,***p�0.001.

Pitch Intensity

Condition F1 F2 F1 F2

WO. 3.768 �*� 1.116 �1 �1
Foc 103,62*** 423.29*** 31.29** 203.70***

WO�Foc 4.981* 4 .595* 5 .830* 3.645 �*�

Fig. 3. �Color online� f0 contours averaged over both word order conditions in the broad focus condition. Word
boundaries are depicted by vertical dashed lines. Each word has been time normalized and averaged separately using
60 equidistant time points. The compensation described in Sec. IV can be seen in the marked word order contour
�light gray line�.
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relative prominences are relevant; in our case the whole adverbial phrase. The results are, more-
over, in accordance with a somewhat similar study by Xu and Xu on the realization of focus in
English.8

Second, the results showed an effect of syntactic structure with respect to both inten-
sity and, most importantly, tonal shape. In other words, the word order of the produced utter-
ances modulated the difference between the two peaks, that is, their relative prominence.
Whereas in perception, marked word order modulates ceteris paribus the perceived relative
prominence of the two peaks by resulting in a decrease of prominence of the first peak and an
increase of the second peak compared with the neutral unmarked case, in production speakers
compensate, particularly in the broad focus condition, to keep the overall pattern neutral when
the word order in fact signals a narrow focus on the later word. That is, they compensate to keep
the whole utterance under sentence focus. The speakers clearly take into account the fact that
the marked word order itself already signals focus, and compensate by enlarging the difference
between the two peaks in the broad focus condition, in order to not end up unintentionally
signaling a narrow focus on either word.

Whether the observed relation between syntax and prosody in focus assignment is
specific to Finnish only remains for further investigation to find out. However, as Donati and
Nespor9 argue, prosodic focus and syntactic structure tend to be related, in that the more pro-
sodic prominence is allowed to move around in the phrase the more rigid the word order prop-
erties of the language tend to be. Thus, it may be that the interaction between syntax and
prosody in focus assignment is at its clearest with languages such as Finnish, where the trade-
off between intonation and syntactic structure for focus placement is sufficiently large due to
the well-defined pragmatic functions of the word order changes. Accordingly, the interaction
between syntactic structure and prosody in focus assignment may be less pronounced both in
languages with either syntactically more constrained word order or syntactically free but prag-
matically less-constrained word order.4 Be that as it may, the present study suggests that, as in
the perception of prosodic prominence, higher order structural information, word order, inter-
acts with the basic prosodic parameters in order to ensure a semantically and pragmatically
coherent interpretation of the utterance.
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1. System conductance

A system that has mode shapes �m�x�, density ��x�, resonance frequencies �m, and total mass M
has a drive point admittance �mobility� function1

Y��� =
V���
F���

=
j�

M
�
m

�m
2 �x�

�m
2 − �2 + j��m�

, �1�

where the mode shape functions are normalized so that ��m�x�2��=1. The real part of this func-
tion is

G��� =
�2

M
�
m

�m
2 �x��m�

��m
2 − �2�2 + �2�m

2 �2 , �2�

where � is the loss factor �the reciprocal of the quality factor Q and twice the critical damping
ratio ��. Each term in this expression has a “noise bandwidth” �n=��� /2 and a peak value
�m

2 /�m�M.2 Since the average number of modes that are resonantly excited �damping con-
trolled� in the bandwidth �n is the modal density times this bandwidth, then the average value
of the sum in Eq. �2� is

�G� = ��m
2 �n��m��n/�m�M = �n��m�/2M , �3�

which is the known result referred to above.3 It has been shown to be equal to the conductance
when the system in question has its boundaries infinitely extended for a variety of mechanical
and acoustical systems.

2. System susceptance

Now, we consider the imaginary part B��� of the admittance �or mobility� Y=G− jB. When
�m��, the mode is driven above its resonance frequency and its response is mass controlled,

Bm
− ��� = �m

2 /j�M . �4�

Modes that are driven at a frequency below their resonance frequency are stiffness controlled
with a stiffness value �m

2 M,4

Bm
+ ��� = j��m

2 /�m
2 M . �5�

We can then add up all of these nonresonant modes to obtain the total imaginary part of the
admittance �excluding the bandwidth of resonant modes�,
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�B���� =
��m

2 �
j�M�	

0

�−�n/2

n��m�d�m − 	
�+�n/2

	 �2n��m�
�m

2 d�m
 . �6�

Many average modal densities can be expressed in terms of a simple power law, n�����p. If
we use that fact and make the substitution 
��m /�, we get

�B� =
− j��2�n���

M �	
0

1−��/2


pd
 + 	
1+��/2

	


p−2d

 . �7�

We note that the second integral will diverge for p�1, which is no surprise since systems with
such dependence of modal density on frequency �3D acoustical fields, membranes, elastic
solids5� are known to have divergent reactances or susceptances �not resistances or conduc-
tances� for point-source excitation, although these become finite when transducer footprints are
finite and the integrals in Eq. �7� are truncated accordingly. Evaluating the integrals in Eq. �7�
and ignoring terms in �2 yields the following:

�B� = − j
��2�n���

M
R; R =

2p

p2 − 1
. �8�

3. Discussion

When Eq. �1� refers to an admittance function �velocity/force�, then a positive imaginary value
of �B� indicates compliance and a negative value indicates a mass. The situation is reversed, for
example, when we calculate an acoustical impedance �pressure/volume velocity�. The suscep-
tance vanishes for n=0, which is consistent with known results for 1D acoustical systems
�pipes� and 2D flexural plates.6

The ratio R=2p / �p2−1� is positive for p�0 �mass-like; modal density decreases with
frequency� and negative for p�0 �stiffness-like; modal density increases with frequency� for
admittance functions �opposite for impedance functions�. When p=−1/2 �the modal density for
flexural vibrations of a beam�, this factor is R=4/3. This result is not quite what we would
expect because the admittance for an infinite beam has equal real and imaginary parts given by
R=� /2=1.57, not 1.33.6 Some critical measurements could possibly resolve this uncertainty,
although the difference is only 15%.

Although the power-law assumption for modal density may seem too restrictive, we
note that many systems �rectangular rooms, plates with combinations of bending and in-plane
modes, etc.� have modal densities that are sums of power law terms in the form

n��� = �
i

Ai�
pi, �9�

in which case, the reactive part of the drive-point function is

�B� = − j
��2�
M

�
i

Ai�
piR�pi�; R�pi� =

2pi

pi
2 − 1

. �10�
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Abstract: The effect of correlated data errors on matched-field geoacous-
tic inversion for vertical array data is examined. The correlated errors stem
from the inability to model the inhomogeneities in the environment resulting
in an additional error term beyond ambient noise. Simulated data with these
correlated errors are generated and then inverted with or without using the
proper covariance matrix. Results show that the correlated error has a nega-
tive impact on geoacoustic parameter estimation if not accounted for
properly.
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1. Introduction

In experimental data with high signal-to-noise ratio, error in modeling the parametrized envi-
ronment is expected to be the dominant source of error in the inversion procedure. Because the
modeling error may be correlated across receivers, the assumption of independent and identi-
cally distributed �IID� complex Gaussian error1–3 in the likelihood function is no longer appro-
priate. Instead, a full data error covariance matrix CD is needed. Some efforts have been made to
estimate the error correlation, e.g., Dosso4 assumed the errors to be ergodic in space, leading to
a Toeplitz structure of CD.

We studied the effect of error correlation on matched-field geoacoustic inversion using
simulated complex-valued pressure fields with correlated errors added. A Bayesian approach is
adopted to solve the inversion where uncertainty in the inversion is described by the posterior
density �PPD� of the estimated parameters. Since the primary interest is the effect of the error
correlation on the geoacoustic inversion results, we assume the error covariance matrix is
known and originates from uncertainty in modeling the inhomogeneities in the environment.
These inhomogeneities could be due to a random environment such as internal waves �simu-
lated here� or they could result from the chosen parametrization of the environment. For the
latter case, the parametrization error must be so small that it can be modeled as a random field
component. These environmental errors will cause a correlated error that presents a smooth,
though random, shift in the fields.

Inversions were carried out first without, and subsequently with the full covariance
matrix. In the former case, only the diagonal elements of the covariance matrix were assumed
nonzero. As expected, inversions that did not take account of the full covariance matrix were
poor, producing a deviation from the true solution for each environmental parameter. On the
other hand, using the proper covariance matrix led to a substantially better result.

2. Theory

For matched-field geoacoustic inversion problems, the relationship between the observed
complex-valued pressure field sampled at an N-element array and the predicted pressure field, at
the frequency of interest, is described by the signal model
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d = D�m� + n , �1�

where d is the observed data, D�m� is the modeled data based upon a parametrized environ-
mental model, and the vector n represents the error terms, that is, the residual variations in the
data that are not deterministically reproducible.1

Let the operator Gth denote an exact forward modeling operator from model to data
domain. The results of measurements that consist of the response of the physical system and the
measurement errors can be described by

d = Gth + nobs, �2�

where nobs is an unknown residual which may result from mechanisms that are not consid-
ered in the exact theory, such as ambient noise.

Another source of errors is that we never have access to Gth. Thus, the simplified pa-
rametrization with model parameter m of the true geoacoustic environment is the other source
of error,

Gth = D�m� + nmod. �3�

Thus, from Eqs. �2� and �3�, we obtain

d = D�m� + nmod + nobs. �4�

Therefore, the total error is the sum of modeling and observational errors, n=nmod+nobs. The
likelihood function L�m� is the conditional probability density function �pdf� of d given m
and can be related to the pdf of the total error by

L�m� = p�d�m� � p�d − D�m�� = p�nmod + nobs� . �5�

Suppose that nmod and nobs are Gaussians and statistically independent; then, the sum is also
a Gaussian, in which the means and covariances add.5 Thus, the likelihood is

L�m� =
1

�N�CD�
exp�− �d − D�m��†CD

−1�d − D�m��� , �6�

where �·� and † denote, respectively, determinant and complex conjugate transpose. The data
error covariance matrix, CD, is the sum of the modeling covariance matrix Cmod and observa-
tional covariance matrix Cobs,

CD = Cmod + Cobs. �7�

For a single deterministic signal, D�m� is represented by w�m�s, where w�m� is the
normalized signal field computed using an acoustic propagation model for a model m and s is
the complex source signature at the frequency of interest. The maximum likelihood �ML� esti-
mate of m and s is found by minimizing the exponent of Eq. �6�.

We factorize the inverse of the data error covariance matrix, via the singular value
decomposition expression of CD=U�U†, as follows:

CD
−1 = A†A , �8�

where A=�−1/2U†, in which the columns of U are the eigenvectors of CD and � has the corre-
sponding eigenvalues along the main diagonal. Prewhitening d and w, via the transformation:

d̃=Ad and w̃=Aw, the likelihood function can be rewritten as

L�m,s� =
1

�N�CD�
exp�− �d̃ − w̃s�†�d̃ − w̃s�� . �9�

The above equation has the same form as one in the IID case, except that the observed and
replica vectors are replaced by their prewhitened counterparts. The ML estimate of s can be
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found by setting �� /�s�log L�m ,s�=0, and the solution is sML= w̃†d̃ / 	w̃	2. After substituting
this relationship into Eq. �9�, the following equation is obtained:

L�m,CD� =
1

�N�CD�
exp�− ��m�� , �10�

where ��m� denotes an objective function defined as

��m� = d†CD
−1d
1 −

�w†CD
−1d�2

�d†CD
−1d��w†CD

−1w�� . �11�

The second term in the braces is a generalization of the conventional Bartlett processor. When
the error terms at the receivers are assumed IID, the objective function reverts to the Bartlett
power objective function2 for then CD is proportional to the identity matrix.

3. Setup: Background and perturbed environments

We use synthetic data so that the true environmental model is known in advance and can be
compared with the inversion results. Figure 1�a� shows the baseline model that consists of a
downward-refracting sound-speed profile overlying a positive-gradient sediment layer atop of a
homogeneous subbottom layer.

3.1 Modeling uncertainty

An exact theory of the geoacoustic environment �deterministic� is highly complex, and requires
unrealistic demand on our ability to model the environment. Stochastic descriptions are needed
because many parameters are unknown. For example, the ocean sound-speed field might be
better described statistically such as by use of the internal wave spectrum. The variations be-
tween acoustic fields generated from ocean sound-speed realizations constitute the modeling
uncertainty. Inspired by Gouveia and Scales,6 the covariance matrix of data error �neglecting
Cobs in Eq. �7�� is assumed to be the sum of various sources of modeling error,

CD � Cmod = Cmod
SSP + Cmod

WD + Cmod
SED + ¯ , �12�

where the superscripts SSP, WD, and SED represent uncertainties not captured in the param-
etrized environment due to variations in ocean sound speed, water depth, and sediment sound
speed, respectively. All the errors are assumed to be additive; the final CD matrix is the sum of
the individual covariances.

Covariances are computed for each source of error by Monte Carlo simulation,

Cmod = �p − p���p − p��†� , �13�

where p is the acoustic field from a realization of the range-dependent environment.

Fig. 1. �a� The sdc baseline environment from the Geo-Acoustic Inversion Workshop 1997 �Ref. 10�. �b� One
realization of the range-depth ocean sound-speed perturbation.
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To describe ocean sound-speed variability, we use the root mean square �rms� to mea-
sure the magnitude of deviation from its reference value and the correlation lengths to control
the rate of change of deviation along the range �Lr� and depth �Lz�. Figure 1�b� shows a realiza-
tion of the range-depth ocean sound-speed perturbation, idealized from the internal wave spec-
trum, with an rms speed 2 m/s and a Gaussian correlation function of Lr=100 m and Lz
=10 m.

3.2 Data uncertainty

Uncertainty due to a lack of knowledge of the sound speed is then mapped into the acoustic
field. Data uncertainty induced from the random ocean sound speed is quantified via Eq. �13�
with 1000 Monte Carlo runs. To propagate the acoustic field through the range-dependent en-
vironment, we use Collins’ higher-order energy-conserving parabolic equation7 with 2.5-m
range and 0.15-m depth grid spacing, and four Padé terms. The grid spacing is verified by using
a finer grid spacing with the same result obtained. The acoustic fields are simulated on a vertical
array with 20 hydrophones equally spaced over 95 m with first phone at 5-m depth, and the
source located at 1-km range and 20-m depth, transmitting a 100-Hz tone.

Figure 2�a� shows the structure of data error covariance resulting from ocean sound-
speed modeling uncertainty. The error-free signal to modeling error power ratio �SER� averaged
across the array is 15 dB. Since the error covariance matrix is Hermitian, the magnitude of the
covariance matrix is symmetric �top� about its diagonal elements and the phase is antisymmet-
ric �bottom�. Note that the error covariance matrix does not have a Toeplitz structure as assumed
in Ref. 4.

Correlation in errors may result in a smoother �although random� pattern in the errors
across the array. The top panel of Fig. 2�b� shows three realizations of the error vector resulting
from ocean sound-speed modeling error. The bottom panel shows the same total error power
distributed independently and identically across the array. The patterns in the top panel appear
to be smooth, are intrinsically random, and could be interpreted as a component of the signal.

4. Impact of data error correlation on inversion results

To investigate the influence of data error covariance matrix on inversion in the presence of
correlated errors, we consider three approaches for CD in Eq. �10�.

�1� diagonal matrix with equal variances ��I�;
�2� diagonal matrix with unequal variances �diag�CD��;
�3� full covariance matrix �CD�.

Fig. 2. �a� Magnitude �normalized by its trace� and phase for the error covariance matrix Cmod
SSP at the source-receiver

range of 1 km for frequency of 100 Hz. �b� The correlated error vectors �top� resulting from the ocean sound-speed
error for three realizations of the environment and the equivalent error vectors made IID �bottom�. Heavy and light
lines indicate the magnitude and phase, respectively.
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To compare these three approaches, a total of 60 independent inversions is carried out
for each approach. The solution of an inversion is represented by both the maximum a poste-
riori �MAP� estimate and 1D marginal PPD for each model parameter. For each inversion, the
observed data vector is generated by computing the pressure field from the baseline environ-
ment and adding a realization of the correlated error vector from the full CD in Fig. 2�a�, e.g.,
the three realizations shown in the top panel of Fig. 2�b�.

The estimated parameters are water depth WD, sediment thickness h, top and bottom
sediment sound speeds csed,top and csed,bot, and subbottom sound speed csub, with the search
bounds being the same as the horizontal axis for each parameter in Fig. 3. Each inversion was
carried out using Markov chain Monte Carlo sampling8 and ORCA �Ref. 9� was used for
forward-field calculations.

Figure 3�a� shows histograms of the MAP estimates from all 60 inversions for each
model parameter. Each column represents one of the above approaches for CD. Using the full
CD �Fig. 3�a-3��, the MAP estimates have less spread. Without including the correlation struc-
ture in the objective function �Figs. 3�a-1 and 2��, the smooth pattern of the error vector can be
mistaken as a component of the signal. The inversion process treats the error as signal, resulting

Fig. 3. �a� Histograms of the maximum a posteriori �MAP� estimates and �b� uncertainty of the marginal 1D
posterior probability densities �PPDs� for the model parameters computed from 60 independent inversions. Vertical
dotted line indicates the true value for the model parameter. The columns represent from left to right �1� diagonal CD
with equal variances; �2� diagonal CD with unequal variances; and �3� full CD, respectively.
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in a biased MAP estimate. With full CD �Fig. 3�a-3��, the bias induced by the correlated error is
eliminated; the MAP estimates are more centered around the true solution.

Figure 3�b� shows the superimposed 1D marginal PPDs for each of the model param-
eters from the 60 independent inversions. A gray scale is used to indicate the distribution of the
PPD curves. The darker color represents more curves falling into a particular bin of the grid. It
displays uncertainty of the marginal 1D PPDs for each model parameter. When the full error
covariance matrix is properly accounted for in the likelihood function, the parameter uncer-
tainty derived from an observed data set is more reliable.

5. Conclusions

We have described an approach for modeling data error correlations on matched-field geoa-
coustic inversion for vertical array data. The data error correlations considered here originate
from inhomogeneities that are not included in the environmental model. These inhomogeneities
could be due to a random environment or result from the chosen parametrization of the envi-
ronment. We have only simulated modeling errors resulting from our inability to model the
inhomogeneities in the ocean sound-speed structure.

In the presence of error correlation, the smooth pattern of the error vector can be
mistaken as a component of the signal. This influences the posterior probabilities if not taken
into consideration. By including the data error covariance matrix CD in the likelihood function,
the impact of the smooth pattern induced by the data errors may be reduced. Consistent 1D
PPDs are obtained and MAP estimates are more centered around the true solution.

Multifrequency inversions might have a mitigating effect on the geoacoustic inversion
results presented here. However, the environmental perturbations might result in cross fre-
quency correlation.
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An acoustic wave traveling through an unconsolidated granular medium is often modeled
as an elastic wave in a uniform elastic solid, using the following expressions:

cp
2 =

KHM +
4

3
GHM

�
, cs

2 =
GHM

�
, �1�

where GHM is the shear modulus, KHM bulk modulus, � density, cp and cs the pressure and shear
wave speeds. It will be shown that this procedure will lead to significant inaccuracies because
of grain-to-grain interactions in a randomly packed structure. The conservation of energy ap-
proach will be used because it is the most insightful. Starting with a propagating wave of the
form

u = Aucos��x

cp
− �t� , �2�

where u is the displacement in the +x direction, Au displacement amplitude, � angular fre-
quency, and t time, the kinetic and potential energies in an elastic solid are given by

Ekinetic =
�

2
�du

dt
�2

=
�

2
�2Au

2sin2��x

cp
− �t� , �3�

Epotential = − �KHM +
4

3
GHM�u

2

d2u

dx2 = �KHM +
4

3
GHM� �2

2cp
2Au

2cos2��x

cp
− �t� . �4�

In the lossless case, conservation of energy requires that the sum of the two energies be a con-
stant. The resulting solution is the expression for the pressure wave speed in Eq. �1�. A similar
analysis yields the expression for the shear wave speed.

In a granular medium, with the same values of bulk and shear moduli �GHM and KHM�, it is
postulated that there are additional terms in the kinetic energy equation, due to orthogonal
linear and angular motion at the grain level. To put this concept into its proper perspective, it is
necessary to understand the underlying assumptions that are commonly used and their implica-
tions. A qualitative description will be given, with the aid of the diagrams in Fig. 1. A regular
arrangement of five grains, in the equilibrium state, is shown in Fig. 1�a�. The grains are spheri-
cal and each grain-to-grain contact region is outlined by a rectangular boundary. Consider the
situation where the outer grains are pushed horizontally toward the center grain by external
forces. If one assumes a homogeneous and elastic medium, the strain must be evenly distrib-
uted. The implication is that grains deform into ovals and the contact rectangles are compressed
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and slightly sheared, as illustrated in Fig. 1�b�. The porosity remains constant and the Poisson’s
ratio of the frame is equal to that of the grain material. This assumption is often used in the
application of Biot’s theory to the modeling of porous rocks and sandstones,1,2 and it is implicit
in Stoll’s equations.3 This is usually referred to as the uniform, isotropic elastic frame assump-
tion.

In practice, the grains are much stiffer than the contacts; therefore, they retain their spheri-
cal shape and almost all the strain is absorbed by the contacts, mostly in the form of additional
shear deformation, as illustrated in Fig. 1�c�. For small strains, this case corresponds to the
Hertz-Mindlin model.4 It predicts a Poisson’s ratio for the skeletal structure that is lower than
that of the grain material, and the porosity changes as a function of volumetric strain. This case
will be referred to as the symmetric elastic contact model. Due to randomness in packing and
imperfections, contact stiffness is expected to vary randomly, strain is unevenly distributed, and
the center grain will be subjected to rotation and displacement in random directions orthogonal
to the applied forces, as illustrated in Fig. 1�d�. In this illustration, the upper right contact is the
stiffest, and consequently the center grain is displaced to the lower left and rotated anticlock-
wise. This case will be referred to as the asymmetric elastic contact model. It has some simi-
larities to a micropolar material.5 Finally, if the number of contacts are more numerous than the
minimum number necessary to determine its position and orientation, as is often the case, there
will be additional stresses due to conflicts between the contact forces. The weaker contacts may
be overcome by the stronger ones, and suffer plastic deformation and slippage. This case is
illustrated in Fig. 1�e�, in which two contacts are shown divided into two quadrilaterals with
relative slip. The slippage is also a loss mechanism. The total frame resembles a complicated
Maxwellian system.6 This case will be referred to as the asymmetric inelastic contact model.
This study addresses the asymmetric elastic model of Fig. 1�d�. The inelastic model and slip-
page will be addressed in a later study.

In comparison to Eq. �3�, the expression for the kinetic energy of a sound wave in a granular
medium is expected to include an additional term,

Egranular_kinetic =
�

2
�2Au

2sin2��x

cp
− �t��1 + mp� , �5�

where mp represents the additional linear and angular kinetic energy in orthogonal directions at
the grain level, as a fraction of the linear acoustic energy. It also has the appearance of a virtual
mass term. The resulting expressions for wave speeds are of the form

cgp
2 =

KHM +
4

3
GHM

��1 + mp�
, cgs

2 =
GHM

��1 + ms�
. �6�

The subscript “g” is added to distinguish the granular medium from the uniform elastic solid.
The virtual mass coefficient ms for the shear wave may have a different value than that of the
pressure wave.

Expressions for the virtual mass coefficients will be derived, for a randomly packed granu-
lar medium with approximately spherical grains, by considering the coupling of translational
and angular motion at the grain level. Each grain is mechanically connected to its neighbors at
a number of contact points. If it were subjected to linear and angular displacements ��x, �z, �y,

Fig. 1. Illustration of important classes of grain-to-grain interactions.
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�x, �z, �y�, it would experience a combination of reactive forces and torques �Fx, Tz, Fy, Tx, Fz,
Ty�. For small displacements, the vectors are related by a coupling matrix.

�
Fx

Tz

Fy

Tx

Fz

Ty

� = �
bxx qzx byx qxx bzx qyx

axz hzz ayz hxz azz hyz

bxy qzy byy qxy bzy qyy

axx hzx ayx hxx azx hyx

bxz qzz byz qxz bzz qyz

axy hzy ayy hxy azy hyy

��
�x

�z

�y

�x

�z

�y

� . �7�

The inverse coupling matrix defines the displacements produced by applied forces and torques.
Capital letters are used to distinguish the terms in the inverse matrix.

�
�x

�z

�y

�x

�z

�y

� = �
Bxx Qzx Byx Qxx Bzx Qyx

Axz Hzz Ayz Hxz Azz Hyz

Bxy Qzy Byy Qxy Bzy Qyy

Axx Hzx Ayx Hxx Azx Hyx

Bxz Qzz Byz Qxz Bzz Qyz

Axy Hzy Ayy Hxy Azy Hyy

��
Fx

Tz

Fy

Tx

Fz

Ty

� . �8�

In a perfectly regular crystalline structure or an elastic solid, all the contacts have identical
stiffness and are evenly spaced over the grain’s surface. A linear displacement �x will only
generate a collinear force Fx. Similarly, a rotation �z will cause only a collinear torque Tz.
Conversely, a linear force will only generate a collinear displacement. Therefore, only the di-
agonal terms would be nonzero. The corresponding terms in the forward and inverse matrices
can be shown to be inversely related, i.e., bxx is equal to 1/Bxx, etc.

In the case of a granular medium with random packing, such as sand, the contacts between
each grain and its neighbors are not perfectly balanced. Consequently, the off-diagonal terms of
the matrices are generally nonzero. Consider a grain connected at N points to its neighbors. The
ith contact point �where “i” is a number between 1 and N� is at polar coordinates �ri ,�i ,�i�
relative to the center of the grain and it has a compressive stiffness Sni and shear stiffness Sti. Let
the grain move a distance �x from its equilibrium position. In this case, it is convenient to have
the +x direction coincident with �i=−� /2, the +y direction coincident with �i=0 and �i=0, and
the +z direction with �i=0 and �i=� /2. Within the context of the coupling matrix, the collinear
reactive force Fx is given by

Fx = bxx�x. �9�

With reference to Fig. 2, it can be shown that the diagonal terms bxx and hxx are given by

Fig. 2. Grain contact forces.
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bxx = 	
i=1

N

Snisin2��i� + Sticos2��i�, hxx = 	
i=1

N

Stiri
2cos��i� . �10�

Similar expressions may be derived for the remaining diagonal terms. Representative off-
diagonal terms are given by

bxy = 	
i=1

N

�Sni − Sti�cos��i�sin��i�cos��i�, hxy = 	
i=1

N

Stiri
2cos��i�sin��i�cos��i� , �11�

axy = 	
i=1

N

Stiricos��i�sin��i�, qxy = 	
i=1

N

Stiricos��i�sin��i� . �12�

Similar expressions may be derived for the remaining off-diagonal terms. For spherical grains,
a linear force normal to the surface must pass through the center of the sphere and, therefore,
cannot produce a collinear rotation, and vice versa. Therefore the remaining off-diagonal terms
axx, ayy, azz, qxx, qyy, and qzz are zero. For approximately spherical grains, they will be nonzero
but still negligible.

The dominant random variables are expected to be variations in the compressive and shear
stiffnesses Sni and Sti. Experimental studies indicate that the variations are large. The contacts
with higher values of stiffness are randomly connected in “force chains” and the magnitude of
the contact stiffness appears to follow an exponential distribution.7 The contact points on each
grain are more or less evenly distributed, because of the geometrical constraint that the separa-
tion between adjacent grains be at least one grain diameter. The probability density function
�pdf� of the contact point angles, �i, and �i, may be represented by uniform probability densi-
ties,

dP��i� = d�i/�2��, �i from 0 to 2� �13�

dP��i� = cos��i�d�i/2, �i from − �/2 to + �/2. �14�

Integrating the product of each diagonal term with the appropriate pdf, one obtains the first
moments.


bxx� = 
byy� = 
bzz� =
N

3
�
Sni� + 2
Sti��; 
hxx� = 
hyy� = 
hzz� =

�N

4

Sti�ro

2, �15�

where 
. . .� indicates the first moment or average value and ro is the average value of ri. Since
spherical grains of approximately the same size are assumed, variations in the value of ri are
negligible to first order. Each off-diagonal term contains a multiplication by cos��i� or sin��i�,
and its average value must be zero. This means that a traveling wave is not refracted by the
grain contact physics. The stiffnesses Sni and Sti at each contact point are related by the
Poisson’s ratio � of the contact material by the Hertz-Mindlin model,4

Rnt =
Sti

Sni
= 2

1 − �

2 − �
. �16�

At this point, it is convenient to consider the stiffness terms Sni as the sum of an average value
and a zero-mean random deviation,

Sni = Sno + Sndi, �17�

such that


Sni� = Sno, 
Sni
2 � = Sno

2 + 
Sndi
2 �, 
SndiSndj� = 0, except when i = j . �18�

It can be shown that the second moments of the diagonal terms are given by
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bxx
2 � =

N2

9
�1 + 2Rnt�2Sno

2 +
N

15
�8Rnt

2 + 4Rnt + 3�
Sndi
2 �, 
hxx

2 � = ro
4Rnt

2 ��2N2

16
Sno

2

+
2N

3

Sndi

2 �� . �19�

The second moments of the off-diagonal terms are expressible as double integrals of the form


bxy
2 � = N
Sndi

2 ��1 − Rnt�2� cos2��i�sin2��i�dP��i� � cos2��i�dP��i� . �20�

The solutions are


bxy
2 � = 
bxz

2 � =
N

15

Sndi

2 ��1 − Rnt�2, 
hxy
2 � = 
hxz

2 � =
N

15

Sndi

2 �ro
4Rnt

2 , �21�


axy
2 � = 
axz

2 � =
N

3

Sndi

2 �ro
2Rnt

2 , 
qxy
2 � = 
qxz

2 � =
N

3

Sndi

2 �ro
2Rnt

2 . �22�

Using these expressions, it is possible to formulate the kinetic energy in the orthogonal direc-
tions that must exist at the grain level and derive expressions for the virtual mass terms. Con-
sider a wave traveling in the +x direction as defined by Eq. �2�. The displacement of a particle of
mass m relative to its neighbors is given by

uf = m
d2u

dt2 Bxx. �23�

This displacement, in combination with the random imbalances in the contact stiffness, will
couple into orthogonal directions. The coupled motion is incoherent from one grain to the next;
therefore, it can only be treated statistically. For example, the mean-square linear force in the y
direction is given by


fy
2� = 
�bxyuf�2� = 
bxy

2 �
uf
2� . �24�

Since bxy is a grain-level medium property, and uf is the macroscopic result of an external force,
they are uncorrelated. The corresponding mean-square kinetic energy is given by

m

2

vy

2� =

fy

2�
2m�2 , �25�

where 
vy
2� is the mean-square velocity in the y direction. It may be expressed as a fraction of the

particle kinetic energy in the wave direction,

mply =

vy

2�

�du/dt�2�

. �26�

This term represents a component of the virtual mass term mp due to the linear kinetic energy in
the y-direction, hence the subscript “ply.” Substituting from the above equations, one obtains an
expression in terms of the second moments of the coupling coefficients,

mply = Bxx
2 
bxy

2 � . �27�

For coupling of linear energy into angular motion about the y axis, a similar result is obtained,
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mpay =
m
axy

2 �
�bxx

2 , � =
3mro

2

5
, �28�

where � is the moment of inertia of a spherical grain. The subscript “l” for linear motion is
replaced by “a” to indicate angular motion. Finally, the small perturbation approximation is
invoked, given that the off-diagonal terms in Eq. �7� are small compared to the diagonal terms,

Bxx 
1

bxx
, Hxx 

1

hxx
, etc. �29�

In the case of an elastic solid, the off-diagonal terms would be zero and these relationships
exact. The total virtual mass is given by the sum of the angular and linear kinetic energies in the
orthogonal directions, as a fraction of the linear kinetic energy in the wave direction,

mp = mply + mplz + mpay + mpaz. �30�

By symmetry mplz=mply and mpaz=mpay. The total is given by

mp 
	2�6�Rnt − 1�2 + 50Rnt

2 �
5N�2Rnt + 1�2 , 	2 =


Sndi
2 �

Sno
2 , �31�

where 	2 is the scintillation index of the contact stiffness. For the shear wave, a similar analysis
yields

ms 
128	2

15N�2 . �32�

The virtual mass terms are proportional to the scintillation index 	2 of the contact stiffness, and
inversely proportional to the number of contacts per grain N. For an exponential distribution,
which is common for positive random quantities, 	2 is exactly 1. For spherical grains of the
same size, the value of N has an upper limit of 12, which corresponds to tetrahedral close
packing, and a lower limit of 6 for cubic packing. Most sands and bead packs have porosity
values in between these limits. The value of mp also depends on the ratio Rnt, which is related to
the Poisson’s ratio of the grain material. For quartz, the Poission’s ratio8 is 0.08, giving a value
of 0.96 for Rnt. Since this is very close to 1, the coupling into orthogonal linear grain movement,
as represented by bxy and bxz in Eq. �21�, will be relatively small, compared to angular motion
represented by axy and axz. Values of mp and ms from Eqs. �31� and �32�, and the corresponding
wave speed ratios cgp /cp and cgs /cs, are shown in Fig. 3, for a Poisson’s ratio of 0.08, and for
values of 	2 between 0.25 and 4, as a function of N.
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Fig. 3. Computed values of mp, ms, cgp /cp, and cgs /cs, as functions of N, at �=0.08, for a number of selected values
of 	2.
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Abstract: This work presents a speech quality evaluation method which is
based on Moore and Glasberg’s loudness model and Bayesian modeling. In
the proposed method, the differences between the loudness patterns of the
original and processed speech signals are employed as the observed features
for representing speech quality, a Bayesian learning model is exploited as the
cognitive model which maps the features into quality scores, and Markov
chain Monte Carlo methods are used for the Bayesian computation. The per-
formance of the proposed method was demonstrated through comparisons
with the state-of-the-art speech quality evaluation standard, ITU-T P.862, us-
ing seven ITU subjective quality databases.
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1. Introduction

Speech quality evaluation is an important topic in the field of speech processing. A good speech
quality measure can be used as an effective assessment tool for analyzing and optimizing
speech processing devices and algorithms. In general, speech quality can be measured through
subjective listening trials, or through objective measurement. The most widely used subjective
test is the absolute category rating �ACR� method,1 which results in mean opinion score �MOS�.
While subjective opinions of speech quality are preferred as the most trustworthy criterion for
speech quality, they are also time-consuming, expensive, and not readily reproducible. In con-
trast, objective measures, which assess speech quality using parameters extracted from the
speech signal, are less expensive to administer, save time, and therefore are highly desirable in
practical applications. In the past two decades, objective quality measures have received con-
siderable attention.2,3 Generally objective measures can be divided into two groups. One is
intrusive evaluation, which assesses speech quality by measuring the “distortion” between the
input and output signals.4–6 The other is nonintrusive evaluation, which assesses speech quality
only based on the output speech signal of a system under test.7–11 Regardless of the type of
measurement, there are two key issues for the objective quality evaluation: �i� the identification
of a set of features extracted from the speech signal that effectively represent the perceived
speech quality and �ii� the development of a cognitive model that maps the feature set into a
corresponding speech quality score. Previous studies have shown that the speech features ex-
tracted using perceptual models exhibit a higher degree of correlations with subjective quality
ratings.4–11 The challenge is therefore to develop a model to transform the extracted features
into speech quality scores. The main problem in developing this model is its complexity or
dimensionality: a model with low complexity will not accurately capture the underlying rela-
tionship between the features and the quality scores, and a model with a high complexity will
result in overfitting and reduced prediction accuracy. In this paper, we address this issue by
developing a model based on Bayesian methodology that utilizes Markov chain Monte Carlo
�MCMC� methods, which handles the model complexity issue in a natural and consistent way.
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We propose an objective speech quality measure, termed loudness pattern-based Bayesian
speech quality evaluation method �LP-BSQE�, which employs features extracted using Moore
and Glasberg’s auditory model �the MG model�12 and the aforementioned Bayesian modeling
methodology.13

2. The LP-BSQE method

The speech quality evaluation is separated into two parts in the LP-BSQE method. In the first
part, the loudness pattern distortions are extracted as the speech quality features based on the
MG model. A description of the feature extraction procedure is given in Sec. III. In the second
part, a cognitive model is developed to transform the extracted features into the speech quality
scores. Essentially, the cognitive model determines the relationship between the quality score y
and the observation features X, i.e., y=Q�X�+�, where � is a zero-mean error distribution. The
true function Q is unknown and needs to be approximated. To do this we must make use of the
observed data set, D, which consists of n observed quality scores with the associated input
features, i.e., D= ��yi ,Xi��, i=1, . . . ,n. The main difficulty in the modeling is how to control the
complexity of the cognitive model, as a model with low complexity will not accurately capture
the underlying relationship and a model with a high complexity will result in overfitting. In the
LP-BSQE method, we develop a cognitive model by using Bayesian modeling and Markov
chain Monte Carlo methods, which can elegantly handle the model complexity problem. The
basic concept behind Bayesian modeling is to calculate the posterior predictive distribution of
new output yn+1 for the new input Xn+1 given the training data set D, i.e.,

p�yn+1�Xn+1,D� =� p�yn+1�Xn+1,W�p�W�D�dW , �1�

where W denotes all the model parameters and hyper-parameters of the prior structures, and
p�W �D� represents the posterior probability of the parameters of the model Q given the training
data set D. Note that the hyper-parameters stand for the noninformation priors for the model
parameters, such as the parameters a, b, and v as defined as in Eq. �6�. The estimation of speech
quality can be obtained by

ŷn+1 = E�yn+1�Xn+1,D� =� Q�Xn+1,W�p�W�D�dW . �2�

In the meantime, we also wish to take into account the uncertainty between models M of dif-
ferent dimension �e.g., the number of basis functions�, and we make this fact explicit by writing
the expectation as

ŷn+1 = 	
j=1

J � Q�Xn+1,Wj,Mj�p�Wj�D,Mj�p�Mj�D�dWj, �3�

where M= �M1 , . . . ,MJ� is the set of models considered. In order to achieve this goal, a revers-
ible jump MCMC sampling strategy14 was exploited by the LP-BSQE to approximate the inte-
grals in Eq. �3� when the dimensions of the set of models M are unknown. It is worth noting that
the samples from the posterior distribution are drawn during the “learning phase,” which may
be computationally very expensive, but predictions for the new data can be calculated quickly
using the same stored samples and Eq. �3�.

3. The feature extraction

The block diagram of the feature extraction of the loudness pattern distortion is shown in Fig. 1.
The time delay information is first estimated using the cross-correlation method.6 After the time
delay information is calculated, both the original speech s and its processed version s� are then
separately analyzed by identical operations, leading to what we shall refer to as the loudness
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patterns, Ls and Ls�, respectively. The quality features are then defined by an appropriate dis-
tance between these two specific loudness patterns. The procedure is briefly described as fol-
lows and details can be found in Ref. 6.

First, the level of the input speech is normalized and then the input speech signal was
transformed into the frequency domain. The outputs are the short-time power spectral values,
denoted by P1�i ,k�, where k and i represent the frequency scale and frame index, respectively.
Next, the power spectrum is weighted by a frequency-dependent weighting function,6 which is
used for simulating the transmission through the outer and middle ear. Using the weighted
power spectrum P2�i ,k�, the excitation pattern can be calculated by E�fc�
=
0

���f , fc ,P2�P2�f�df, where ��f , fc ,P2� is the auditory filter and fc is the center frequency of
each auditory filter. Subsequently, the excitation patterns are transformed into the loudness
patterns,6 denoted by L�i , fc�. Finally, the loudness pattern distortions �i.e., the observed fea-
tures� are obtained by

X�fc� =�	i=1

I
�Ls�i,fc� − Ls��i,fc��2

	i=1

I
�Ls�i,fc��2

, �4�

where I is the total number of speech frames.

4. The cognitive model

In the LP-BSQE method, following the strategy introduced in Ref. 13, a Bayesian generalized
linear model was chosen as the cognitive model and a reversible jump MCMC method was
exploited for Bayesian computation. We assume that the known data consist of the n observa-
tions on the speech quality estimations y= �y1 , . . . ,yn�� and the corresponding features
�X1 , . . . ,Xn��, and that the cognitive model is represented by yi=Q�Xi�+�i, where Q is the re-
gression function and the errors �i follow independent normal probability distributions
N�0,�2�. The regression function Q is unknown, but we assume that it can be expressed as a
linear combination of basis functions, Bj, i.e.,

yi = 	
j=0

k

�jBj�Xi� + �i i = 1, . . . ,n , �5�

or, in matrix notation, Y=B�+�. In general, there are many permissible forms of basis func-
tions that the function B�� can take. Three different types of radial basis functions �RBFs� �Ref.

Fig. 1. The block diagram of the feature extraction.
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15� were used in this work: �i� linear, B�z�=z; �ii� cubic, B�z�=z3; and �iii� thin plate spline,
B�z�=z2 log�z�, where z= �Xi−µi�, µi is the knot or position of a RBF and � · � denotes a
distance metric, usually the Euclidean distance.

Assuming that we have fully specified the set of basis functions, B, the only unknown
parameters in the model are the set of coefficients, �, and the regression variance �2. It is
convenient to choose mathematically convenient forms of prior distributions which result in
computationally tractable posterior distributions.13 In the LP-BSQE method, we used a conju-
gate prior distribution for � and �2, i.e., the normal inverse-gamma �NIG� distribution, which
we shall denote by

�2  Inv-gamma�a,b�, ���2  N�m,�2V� ,

p��,�2� = p����2�p��2� =
ba��2��−a+�k/2�+1�

�2��k2�V�1/2��a�
exp�−

�� − m��V−1�� − m� + 2b

2�2 � , �6�

where V=vI, I is the identity matrix, ��� represents the standard gamma function, and a, b, and
v are the hyper-parameters. Based on the above conjugate prior distribution, the likelihood
p�D /� ,�2�, or alternatively, p�Y �X ,� ,�2�, can be written as

p�D��,�2� = N�B�,�2I� = �2��2�−n/2exp�−
�Y − B����Y − B��

2�2 � . �7�

In terms of Bayes’ theorem, the posterior distribution of the model parameters satisfies

p��,�2�D� =
p�D��,�2�p��,�2�

p�D�
. �8�

With the combination of Eqs. �6�–�8�, we can obtain the posterior density as

p��,�2�D� =
�b*�a*

��2��−a*+�k/2�+1�

�2��k2�V*�1/2��a�
exp�−

�� − m*���V*�−1�� − m*� + 2b*

2�2 � , �9�

where

m* = �V−1 + B�B�−1�V−1m + B�Y�, V* = �V−1 + B�B�−1,

a* = a + n/2, b* = b + �m�V−1m + Y�Y − �m*���V*�−1m*�/2.

The marginal likelihood of a model M can also be obtained by

p�D�M� =
�V*�1/2��a*��b�a

�V�1/2��a��b*�a*�n/2 . �10�

In addition, it is often the case that a number of competing models exist to describe the rela-
tionship between the quality scores and the observation features. The Bayes factor13 is used to
quantify the relative merits of model Mi over Mj, which can be expressed as

BF�Mi,Mj� =
p�D�Mi�
p�D�Mj�

=
�Vj�1/2�Vi

*�1/2�bj
*�a*

�Vi�1/2�Vj
*�1/2�bi

*�a* . �11�

In the Bayesian modeling approach, the complex integrals generally cannot be calculated using
analytical methods. Instead, they are approximated by drawing samples from the joint probabil-
ity distribution of all the model parameters, i.e., the Markov chain Monte Carlo �MCMC�
methods.16 In the proposed LP-BSQE method, a reversible jump Metropolis-Hastings method14

was employed to approximate the integral in Eq. �3� where the number of basis functions of
each model is unknown. This reversible jump sampling technique proceeds by augmenting the
usual proposal step of a conventional Metropolis-Hastings sampler with a number of other
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possible move types surrounding a change in the dimension of the density. At each iteration, in
addition to the possibility of attempting a move within a particular parameter subspace, the
sampler can propose to “jump” dimension, either up or down, by adding or removing a basis
function from the cognitive model. We refer to these jumps as BIRTH, DEATH, and MOVE
steps. The probability of attempting a BIRTH or DEATH or MOVE step when the current state
has k basis functions is given by bk, dk, and mk, respectively. In this work, we set the proposal
probabilities as bk=dk=mk=1/3 for k=1, . . . ,K−1 and bk=d0=m0=0, b0=1, and dK=mK
=1/2, where K is the maximum number of basis functions. Under this specification, the accep-
tance probability in the Metropolis-Hastings algorithm for a proposed move from a model M
�of dimension k� to another model M� �of dimension k�� can be derived to be

Acceptance probability = min�1,
p�D�M��
p�D�M�

	 R� , �12�

where R is a ratio of probabilities given by dk� /bk for a BIRTH, bk� /dk for a DEATH, and
mk� /mk for a MOVE step. The detailed derivation can be found in Ref. 13. The reversible jump
Metropolis-Hastings algorithm starts with one basis function with unity values for the input
features. For each successive iteration, the MOVE step selects a basis function at random and
resets its location to another value drawn randomly from the data set. The BIRTH step adds
another basis function at a randomly selected point in the data set. The DEATH step selects just
one basis at random and removes it. An initial portion of the chain �i.e., burn-in� is discarded to
ensure convergence, and the final stored samples are used to make predictions using Eq. �3�.
The whole algorithm is written in pseudocode as follows:

Initialize: Set t=1, k=1, a=0.01, b=0.01, v=100, and M�t� with B0�X�=1;
Calculate the initial mean of �, m= �X�X�−1X�Y;
Draw ��2��t� from Inv-Gamma�a,b� and draw ��t� from N�m ,�2V�;
Calculate the marginal likelihood p�D �M�t��;

Repeat: Set u1 to a draw from a U�0,1� distribution;
IF �u1
bk� THEN M�=BIRTH step �M�t��
IF �bk
u1�bk+dk� THEN M�=DEATH step �M�t��
OTHERWISE M�=MOVE step �M�t��
Calculate the marginal likelihood p�D �M��;
Set u2 to a draw from a U�0,1� distribution;
IF �u2
min�1,BF�M� ,M�t��	R�� THEN M�t+1�=M�;
OTHERWISE M�t+1�=M�t�;
Updated the parameters to a*, b*, m*, V* using Eq. �9�
raw ��2��t+1� from Inv-Gamma�a* ,b*� and draw ��t+1� from N�m* , ��2��t+1�V*�
t= t+1 and store M�t� after the initial burn-in;

End Repeat.

5. Experimental results and conclusions

The effectiveness of the proposed LP-BSQE method was demonstrated through comparisons
with the state-of-the-art speech quality evaluation standard, ITU-T P.862 �PESQ�.4 The experi-
mental data consist of 1328 subjective MOS ratings that come from seven subjective MOS
databases �English, French, Japanese, and Italian� obtained in the subjective listening tests
which are described in experiment 1 �three databases� and experiment 3 �four databases� of the
ITU-T P-Series supplement 23. Each of these databases contains a number of speech sentence
pairs spoken by four talkers �two female and two male� and each sentence pair stands for one
condition under test. In experiment 1, each database contains 44 sentence pairs while in experi-
ment 3 each database contains 50 sentence pairs. The correlation coefficient ��� between sub-
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jective and objective values and the standard deviation of error ��, which are widely used for
evaluating the performance of an objective speech quality measure,2 are employed in our ex-
periments. Generally, a subjective MOS test contains different testing conditions and it is typi-
cal to use the correlation coefficient and the standard deviation of error per condition to dem-
onstrate the resultant performance. These are obtained as

� =
	i=1

N
�ti − t̄��di − d̄�

�	i=1

N
�ti − t̄�2	i=1

N
�di − d̄�2

 =�	i=1

N
�ti − di�2

�N − 1�
, �13�

where ti is the MOS ratings for condition i �averaged over all sentences and listeners�, t̄ is the

average over all ti’s, di is the estimated quality by an objective measure for condition i, d̄ is the
average of all di’s, and N is the number of conditions.

The performance of the LP-BSQE with three types of radial basis functions �i.e., lin-
ear, cubic, and thin plate� on the seven databases is shown in Table 1. It can be seen that the
correlation coefficients of the LP-BSQE for all databases are above 0.89. In particular, the
correlation coefficients of the LP-BSQE with linear radial basis function are all over 0.90. For
comparison, the performance of the standardized ITU-T P.862 �PESQ� is also included in the
table. The percentage within the parentheses in italic type shows the performance of the LP-
BSQE relative to that of the PESQ, i.e., the ratio of the correlation coefficients of the LP-BSQE
to those of the PESQ. As shown in Table 1, for four tests �Exp1A-French, Exp1O-English,
Exp3A-French, and Exp3O-English�, the performance of the LP-BSQE is superior to that of the
PESQ. For the other three tests �Exp1D- Japanese, Exp3D-Japanese, and Exp3C-Italian�, the
performance of the LP-BSQE is slightly lower than that of the PESQ. Interestingly, it can be
observed that the LP-BSQE performed better than the PESQ for the French and English data-
bases but not for the Japanese and Italian databases. For the entire databases, the performance
of the LP-BSQE shows the averaged correlation coefficient of about 0.929, which is better than
0.864 of the performance of the PESQ. These results show that the proposed LP-BSQE method
can effectively predict the speech quality scores highly correlating with the subjective speech
quality.
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Abstract: Modulation-filterbank models discard phase information above
very low rates of amplitude modulation �AM�. The present work evaluated
this restriction by measuring thresholds for discriminating the starting phase
of sinusoidal modulators of wideband-noise carriers. Results showed a low-
pass characteristic with some listeners unable to perform the task once the
modulation rate was greater than 12.5 Hz. For others, however, thresholds
were obtained with AM rates of up to one to two octaves higher. Intersubject
variability may in part relate to the presence of multiple discrimination cues,
with only some based on comparison of the ongoing pattern of envelope
fluctuation.
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1. Introduction

Current psychophysical models of auditory processing of amplitude modulation �AM� are often
based on a modulation filterbank �MF�. Following envelope detection, stimuli in MF models are
processed by an array of broadly tuned, overlapping bandpass filters that span the range of
envelope fluctuation rates detectable by human observers. Past work has shown MF models
successful at accounting for a variety of results, including AM detection with various carrier
types and bandwidths, AM depth discrimination, and modulation masking �Dau et al., 1997,
1999; Verhey et al., 2003; Ewert and Dau, 2004�. While some model applications base decision
statistics solely on integrated envelope power, others retain temporal response features of filter-
bank channels centered at 10 Hz and below. The basis of this low-pass restriction comes from
work by Dau �1996�, who for three listeners measured performance at discriminating envelope
starting phase with sinusoidal modulators.

The temporal pattern of low-rate envelope fluctuation can play an important role in
envelope perception, most notably with speech for which intelligibility depends on both the
magnitude and phase of the low-rate modulation spectrum �Greenberg and Arai, 2004�. Under-
standing of the basis and limitations of envelope-pattern processing can be important when
applying MF models to complex stimulus configurations �Viemeister et al., 2004�. With varia-
tion of envelope starting phase, discrimination may be cued by either the temporal pattern of the
envelope or processing of some related consequence of the stimulus manipulation �e.g., inten-
sity discrimination between observation intervals at a specific stimulus time�. The goal of the
present work was to gain insight into the cues that listeners might use to discriminate envelope
phase. To minimize possible involvement of specific cues, some conditions involved random-
ization of stimulus parameters. Either individually or in combination, possible randomizations
included overall level, stimulus duration, and the starting phase of the reference modulator.

2. Method

Thresholds for discriminating the starting phase of sinusoidal modulators of gated wideband-
noise carriers were measured in terms of radians. The modulation index was always 1.0. In the
cued two-interval forced-choice task, the nonsignal interval repeated the cue modulator with
the phase increment added to the signal-interval modulator. Independent noise samples were
used for the carrier on each stimulus presentation. In the audio-frequency domain, the short-
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term amplitude spectrum of a specific carrier varies with modulator phase. Use of independent
noise carriers precludes this variation from providing a discrimination cue.

In each condition, the starting phase of the cue modulator was either fixed in sine
phase or randomized across trials. Random phases were selected from a uniform distribution
ranging from 0.0 to 2� radians. Duration and level were also either fixed or randomized. With
duration randomization, the cue duration was always 400 ms, with the stimulus duration of each
observation interval randomly selected from a uniform distribution extending from 200 to
600 ms. In conditions without duration randomization, the common duration of all stimulus
presentations of a trial varied from 50 to 800 ms. Across AM rates, duration was limited so that
a minimum of one full cycle of modulation was presented. The interstimulus interval was al-
ways 400 ms with all stimuli shaped with 5-ms cos2 rise/fall ramps. In the fixed-level condi-
tions, overall stimulus level was 65 dB SPL, corresponding to a pressure spectrum level of
24.5 dB. Conditions with level randomization employed a 20-dB rove �+/−10 dB� about a
mean level of 65 dB SPL. Dell PCs with 24-bit Echo Gina 3G soundcards were used for stimu-
lus generation and experimental control. Following analog conversion at a 44.1-kHz sampling
rate, stimuli were low-pass filtered at 12 kHz and presented diotically through Sennheiser HD
520 II headphones, with the subjects seated in a double-walled soundproof booth.

Thresholds were measured with a three-down, one-up tracking procedure with feed-
back �Levitt, 1971�. The initial tracking step size varied phase by a factor of 1.25. Following two
reversals, the factor was reduced to 1.125. A run was terminated after 16 reversals with thresh-
old estimated as the geometric mean of the last 12 reversals. Reported threshold values are the
geometric mean of at least six threshold estimates. If the tracking procedure called for a phase
increment equal to or greater than � radians, threshold was not calculated for that run. In Sec. 3,
results which indicate that a threshold could not be obtained in a specific condition represent at
least four attempts. Data were collected from six listeners, though only four participated in all
conditions. Experimental protocol was approved by the Institutional Review Board of Loyola
University Chicago.

3. Results and discussion

Individual differences characterized results from all conditions. Figure 1 shows individual
thresholds as a function of AM rate with the cue modulator either in sine �circles� or random
�triangles� phase. Stimulus duration was 400 ms. With increasing AM rate, the first rate at
which threshold could not be obtained with the adaptive procedure is indicated by the appropri-
ate symbol shape with a slash. For both configurations of cue-modulator phase, results indicate
a low-pass characteristic, that is, threshold values rose with AM rate. The highest AM rate at
which threshold could be obtained varied across subjects from 10 to 50 Hz. Except for subject
S2, randomizing cue modulator phase had little effect on this upper cutoff rate. The low-pass
result is in general agreement with the findings of Dau �1996�. In that study, performance was
measured for detecting a modulator-phase increment of � radians with randomization of the
reference phase. Results showed that all three subjects were at chance performance once the
modulation rate was increased to 12 Hz. The present work, however, indicates that for some
subjects, the highest AM rate at which starting phase is discriminable can be one to two octaves
higher, despite randomization of the reference phase angle.

In Fig. 1, the effect of phase randomization on threshold values was more pronounced
than on rate limitation, and in almost all cases, covered the entire range over which individual
thresholds could be measured. This result suggests that randomization of cue-modulator phase
disrupted use of a discrimination cue�s� that was used at all AM rates. Potentially, there are
multiple cues that could be used to discriminate envelope phase with the effect of phase ran-
domization, or more generally starting phase angle per se, dependent on specific cue. Listeners
could compare or cross correlate the temporal pattern of envelope fluctuation. Alternatively,
they could focus on a specific stimulus time and attempt to detect a cross-interval intensity
difference. Finally, the “effective” or perceived stimulus duration may vary with modulator
phase if in some cases the envelope begins and ends near trough values. The effect of phase
randomization may then be from either actual disruption of the information of a specific dis-
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crimination cue or from a reduction in the frequency of occurrence of “optimal” cue presenta-
tion. While the present data sets do not distinguish these possibilities, the intent of the remain-
ing conditions was to evaluate possible involvement of the various detection cues.

Dau et al. �1997� modeled AM detection with a decision statistic based on cross cor-
relation of the signal with a stored template. Use of a correlation receiver for envelope-phase
discrimination predicts that performance in terms of d’ should improve by the square root of
duration. Figure 2 shows thresholds obtained as a function of stimulus duration in conditions in
which cue-modulator phase was randomized. The parameter is AM rate. With 20-Hz AM, con-
ditions in which thresholds could not be measured were at the longer, not shorter, stimulus
durations. In conditions with measurable thresholds, the functions were all relatively flat. Both
results contrast with predictions based on discrimination by a correlation receiver. Dau �1996�
reported no significant dependence of envelope-phase-discrimination performance on duration
in the range of 300–700 ms. With duration discrimination showing an approximate Weber re-
lationship �Abel, 1972�, absence of an effect of duration in both past and present results dis-
counts the suggestion of phase discrimination cued by change in perceived stimulus duration.

Cross-interval intensity discrimination at specific stimulus times is another potential
cue that represents processing of a consequence of envelope modulation rather than of the on-
going modulation per se. In this scheme, listeners would for example estimate the time of the
first peak of the cue modulator, and judge for which of the two observation intervals level has
varied at the estimated time from stimulus onset. Results from the first data set indicated a
substantial effect of randomizing the reference envelope phase. Though most likely having im-
pact by varying from trial to trial the times relative to onset of the cue-modulator peaks, phase
randomization does not eliminate the ability to base decisions on cross-interval intensity dis-
crimination. Randomization of the overall level of each stimulus presentation of a trial can
eliminate this cue. In the final condition set, level and duration were randomized, both individu-
ally and in combination with cue-modulator phase.

Results for three subjects are shown in Table 1. The ability to perform the task in
conditions of parameter randomization varied dramatically among subjects. Subject S1 was
able to complete all but two of the conditions, while for S2, thresholds could not be obtained in

Fig. 1. Individual phase-discrimination thresholds as a function of AM rate with a 400-ms stimulus duration. The cue
modulator was either in sine �circles� or random �triangles� phase. Unconnected symbols with a slash indicate that a
threshold could not be obtained in that condition. Error bars represent 1 standard deviation �s.d.� of the mean
threshold.
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18 of the 30 conditions that involved randomization. As observed in the data of Fig. 1, random-
ization affected sensitivity in a way that varied across subjects. For individual listeners, data
trends were similar with either level or duration randomization. Though impoverished by phase
or duration randomization, only level randomization eliminates the cross-interval intensity-
discrimination cue. Results suggest that this cue was often not effectively used. Concurrent
randomization of several stimulus parameters generally made the task more difficult. Results
from conditions in which stimulus duration was varied �see Fig. 2� suggest that the effect of
duration randomization relates to neither variation in threshold with duration nor loss of a
duration-discrimination cue. Along with restricting potential involvement of various discrimi-
nation cues, randomization introduces uncertainty which can increase the variance of the dis-
crimination process. Overall data trends suggest that by introducing uncertainty, randomization
itself affects performance.

The absence of an effect of stimulus duration was interpreted as inconsistent with use
of a decision statistic based on cross correlation. Alternatively, listeners may, at least in some
conditions, perform a limited pattern matching of distinctive stimulus features. By subject re-
port, one cue that varies with phase is irregularity of envelope pattern near stimulus onset. With
periodic modulation, the time between envelope peaks is not dependent on starting modulator
phase. However, the time from stimulus onset to the first envelope peak does vary with phase.
This variation may be perceived as altering the regularity of the envelope pattern. Perception of
envelope rhythm requires resolution of the individual envelope peaks, that is, a perception of
envelope fluctuation rather than roughness. The low fluctuation strength associated with AM
rates of greater than 20 Hz �see Fastl, 1983� is consistent with involvement of a rhythm cue in
current results. It is unclear whether this cue would persist for AM rates of 30 Hz and greater for
which some subjects were still able to perform the phase-discrimination task.

In the modulation domain, change in the starting phase of the modulator affects the
short-term amplitude spectrum. At stimulus onset, the effect is observed in terms of amplitude

Fig. 2. Individual thresholds as a function of stimulus duration in conditions with randomization of cue-modulator
phase. Symbol shape indicates AM rate of either 5 �squares�, 10 �circles�, or 20 �triangles� Hz. Unconnected symbols
with a slash indicate that a threshold could not be obtained in that condition. Error bars represent 1 s.d. of the mean
threshold.
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splatter, which conceivably is discriminable with frequency-selective modulation processing.
Sheft and Yost �2004� demonstrated that variation in the envelope-phase spectrum can be dis-
criminated for durations as brief as roughly 16 ms �shorter durations were not considered�. To
evaluate the potential utility of short-term spectral cues at stimulus onset, simulations were run
using the ten-channel MF-model parameters of Sheft and Yost �2004�. To estimate best-case
performance, model predictions ignored potential cross-MF-channel masking �see Sheft and
Yost, 2004� with the decision statistic based solely on change in channel-output power calcu-
lated over a 10-ms window at stimulus onset. Without internal noise added to the simulations,
model performance is limited solely by the intrinsic envelope fluctuations of the independent
carrier samples. In conditions with the cue modulator in sine phase, model performance in-
creased with AM rate in contrast to the trend for low-pass subject performance. At 40 Hz, the
simulated d’ value was 4.1 with a delta phase of � radians. However, model performance
dropped to a d’ value of no greater than 0.3 when adding the internal noise level needed to
account for the discrimination results of Sheft and Yost �2004�. Randomization of the cue-
modulator starting phase also adversely affected simulations, with model performance never
significantly exceeding chance performance. Overall, these results discount potential involve-
ment of short-term spectral cues in the current discrimination conditions.

Along with cross-MF-channel masking of short-term spectral-amplitude differences,
another source of likely masking is temporally based, that is masking of onset splatter by sub-
sequent stimulation. Due to the intrinsic envelope fluctuations of the WBN carriers, wideband
modulation is present throughout the stimulus duration and is not just a result of onset splatter.
Temporal masking most likely would degrade the information derived from a 10-ms window at
stimulus onset in the previous simulations. A second effect of intrinsic carrier fluctuations is the
introduction of second-order modulation when the carrier is sinusoidally modulated. The higher

Table 1. Individual subject thresholds in radians. The conditions labeled “fixed” refer to the cue modulator in sine
phase; labels “dB,” “ms,” and “rad” indicate randomization of level, duration, and starting phase, respectively. An
asterisk indicates that threshold could not be measured adaptively in that condition.

AM Rate �Hz�

Subj Condition 5 10 20 30 40

S1 fixed 0.37 0.56 0.61 0.78 0.96
dB 0.42 0.69 0.83 0.9 1.21
ms 0.92 0.52 0.77 0.75 0.84
rad 1.02 1.19 1.18 1.60 1.56

rad, dB 1.06 1.41 1.67 2.20 *
rad, ms 1.46 1.27 1.01 1.41 1.92

rad, dB, ms 1.46 1.24 1.89 1.88 *
S2 fixed 0.56 0.88 0.73 0.59 0.87

dB 0.85 1.5 * * *
ms 0.7 1.32 * * *
rad 1.29 1.30 1.83 * *

rad, dB 1.08 1.66 * * *
rad, ms 1.70 2.05 * * *

rad, dB, ms 1.52 * * * *
S3 fixed 0.37 0.48 0.58 1.37 *

dB 0.74 1.11 0.96 1.14 *
ms 1.11 0.98 0.85 1.16 1.33
rad 1.06 1.55 1.44 * *

rad, dB 1.33 1.94 2.06 * *
rad, ms 1.89 1.80 * * *

rad, dB, ms * * * * *
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MF channels show significant response to the intrinsic carrier fluctuations. The Hilbert enve-
lope of this response temporally follows the pattern of the lower-rate sinusoidal modulators,
thus a function of modulator phase. As with onset cues considered above, the addition of inter-
nal noise into model simulations eliminated the efficacy of this potential discrimination cue.

From a modeling standpoint, the key issue concerning the present work is the extent to
which MF models should retain envelope-phase information. Regardless of the specific dis-
crimination cue�s� used by listeners, results are relevant to this concern as long as the decision
statistic is based on MF output. MF models incorporate a low filter Q and shallow filter-skirt
slopes. With significant response to stimuli well removed from the filter center frequency �CF�,
ability to discriminate envelope phase would be expected at AM rates which exceed the CFs of
MF channels which retain temporal response features. The current results indicate a need for
upward revision of the upper cutoff for preserving phase information in MF models. Using the
model parameters of Sheft and Yost �2004� with one additional MF channel centered at 18 Hz
preserving phase information, envelope-phase discrimination can be simulated for AM rates of
up to 35 Hz. Preservation of phase information in a second additional channel is required to
model the best performance of the current data set, that of subject S1. In either case, intersubject
variability is assumed to represent suboptimal processing by some listeners.

In contrast to present results, both lateralization and synchrony-detection procedures
demonstrate an ability to utilize envelope-phase information at moderate to high AM rates �e.g.,
Yost and Sheft, 1989; Bernstein and Trahiotis, 2002�. Conceivably, the envelope processing
required by these tasks may precede or operate in parallel to an MF stage. Alternatively, restric-
tions on MF models may be task dependent. Though modeling of auditory masking is often
based on signal and masker power levels, the intent is not to argue for a general loss of fine-
structure phase information that would leave lateralization ability unaccountable. A similar task
dependency may be required when considering AM processing.
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Abstract: Rivenez et al. �J. Acoust. Soc. Am. 119 �6�, 4027–4040 �2006��
recently demonstrated that an unattended message is able to prime by 28 ms
a simultaneously presented attended message when the two messages have a
different F0 range. This study asks whether a difference in vocal-tract length
between the two messages rather than a difference in F0 can also produce
such priming. A priming effect of 13 ms was found when messages were in
the same F0 range but had different �15%–30%� vocal-tract length, suggest-
ing that the processing of unattended speech strongly relies on the presence
of perceptual grouping cues.
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1. Introduction

It is established that speech intelligibility is largely influenced by perceptual cues differentiating
the voices such as pitch, timbre, or level �see for instance Brungart, 2001; Brungart et al., 2001;
Darwin, Brungart, and Simpson, 2003�. However, very few researches have investigated the
implication of such cues on the processing of unattended speech. The purpose of this study was
to extend this finding to the processing of an unattended message simultaneously presented
with an attended message. Specifically, we asked whether a difference in the vocal-tract length
between two speakers can improve the processing of an unattended message.

Since a thorough and influential review by Holender �1986�, it has been generally
accepted that there is no lexical processing of unattended speech. Claims that such processing
had occurred were attributed to experimental paradigms that allowed attention to be switched
transiently to the nominally unattended message. Further support for this consensual view came
recently from Dupoux, Kouider, and Mehler �2003� using a lexical decision task. Listeners
made lexical decisions on words presented in lists to the attended ear. Their decisions were
primed �about 100 ms faster� when a lexically identical word �same word but different acous-
tically because of their respective pronunciation� rather than an unrelated word had just oc-
curred on the unattended ear. However, such priming occurred only when the prime in the
unattended ear was presented as an isolated word; it did not occur when the prime was part of a
continuous sentence. According to the authors, the abrupt onset of words presented in isolation
probably attracted an involuntary switch of attention.
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This consensus has recently been challenged by Rivenez, Darwin, and Guillaume
�2006�. They used a dichotic priming paradigm similar to Dupoux’s and found a small, but
significant, priming effect of 28 ms when the priming word was presented as part of a sentence
to the unattended ear. However, this priming effect was only found when the voices in the two
ears had different fundamental frequency �F0� ranges—their mean F0 differed by 4.2 semi-
tones. When the voices had the same F0 range, there was no priming. Rivenez et al. �2006�
postulated that the F0 range difference increased the perceptual separation of the two messages
and hence the clarity of the �20-dB quieter� unattended message.

It is well known that a difference in F0 between two concurrent messages can enhance
the simultaneous and the sequential grouping of speech signals �Assmann and Summerfield,
1990; Bird and Darwin, 1998; Broadbent and Ladefoged, 1957; Brokx and Nooteboom, 1982;
Darwin, 1981; Darwin, Brungart, and Simpson, 2003; Darwin and Hukin, 2000; Scheffers,
1983�. If the effect of F0 observed in Rivenez et al. �2006� is explained by an improvement in
the perceptual organization of the unattended message when the messages are in a different F0
range, then providing a different cue that distinguishes the attended and unattended messages
should also improve the processing of the unattended message and increase the priming effect.

The intelligibility of two simultaneous messages can be improved if their voices differ
sufficiently in vocal-tract �VT� length. The acoustic consequence of a modification of VT length
is a modification in formant frequencies by a constant amount. Using two messages in the same
F0 range, speech intelligibility can be improved with a 13% �Darwin et al., 2003� or a 20% VT
length difference �Culling and Poster, 2004; Assmann, 1999�. It is likely that a substantial part
of the improvement produced by a difference in VT length relies on the ability to track a sound
source across time by providing a qualitative difference between the two voices �Darwin and
Hukin, 2000�. A difference in VT length is less likely to be effective at grouping sounds simul-
taneously rather than sequentially �Assmann, 1999; Culling and Poster, 2004; Darwin et al.,
2003; Darwin and Hukin, 2000�. In contrast, a difference in F0 between voices can substantially
aid both types of grouping �Bird and Darwin, 1998; Culling and Darwin, 1993�. The relative
effectiveness of VT length and F0 differences in improving the intelligibility of a target mes-
sage in the presence of a simultaneous competing message has been systematically explored by
Darwin et al. �2003� using a task �coordinate response measure, CRM� that is very substantially
weighted towards sequential rather than simultaneous perceptual grouping. When the target
message was 6 dB quieter than the competing message, a difference of 4 semitones in theF0
range of the voices produced an improvement of about 20% in task performance. Further in-
creases in F0 difference produced no additional improvement. For VT length, an 8% or a 16%
difference gave only a small improvement of about 10% and performance only increased by
around 20% for a VT length difference of 34%. Comparing these changes in F0 and VT length
with those found between male and female speakers indicates that natural differences in F0 are
more useful for sequential grouping than are differences in VT length: on average, female F0’s
are 70%–90% higher than male, and their VT 15%–20% shorter �Peterson and Barney, 1952�.
The 34% difference in VT length needed to obtain substantial improvement in the CRM task is
an extreme difference, whereas the 4-semitone difference in F0 is within the normal range of a
single voice.

The purpose of this experiment was to assess the effect of a difference in VT length on
the priming of an attended by an unattended message delivered with the same F0 range using
the dichotic priming paradigm developed by Rivenez et al. �2006�. We anticipate that substan-
tial differences in VT length will be needed to obtain performance changes comparable to those
found previously with a 4-semitone difference in F0 range.

2. Method

Each attended message was made up of a list of about 18 monosyllabic words presented at an
average speed of 2.1 words per second. Each list included one or two target words belonging to
a specific semantic category. Attended messages were recorded by a native English speaker
�CJD�. F0 was held constant at its average value across the sentence �140 Hz�, using the
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PSOLA algorithm implementation running on PRAAT 4.1 �Kortekaas and Kohlrausch, 1999;
Moulines and Charpentier, 1990�, in order to increase the task difficulty in the attended ear and
minimize the number of attentional switches to the unattended ear.

Each unattended message was made up of four nonsense sentences, adapted from
Freyman et al.’s �1999� material, spoken with natural prosody by the same talker as for the
attended messages �average F0=140 Hz�. They were not pitch flattened in order to avoid any
signal degradation which could have decreased their perceptual clarity. Related primes could
either be the same word as the target �primed condition�, or a word totally unrelated to the target
�unprimed condition�. Unrelated primes were selected randomly among the other content words
in the sentences. Related and unrelated primes were embedded into one of the unattended non-
sense sentences. Further details of the materials used are given in Rivenez et al. �2006�.

There were three VT length differences between the attended and unattended mes-
sages: 0%, 15%, and 30%. The data for the 0% difference have already appeared in Rivenez et
al. �2006�1. With the 15% difference, two experimental conditions were produced which in-
creased the VT length of either the attended or the unattended message by 15%. To obtain the
30% difference, we chose to manipulate the VT length of the two messages by +/−15% to
minimize any degradation caused by the change of VT length �e.g., reduced naturalness of the
voices due to a mismatch between F0 and VT length parameters�. Thus, there were four experi-
mental conditions: �a� the VT length of the attended message was increased by 15% and the
unattended message one was unchanged; �b� the VT length of the attended message was re-
duced by 15% and the unattended message one was unchanged; �c� the VT length of the at-
tended message was increased by 15% and the unattended message one was reduced by 15%;
and �d� the VT length of the attended message was reduced by 15% and the unattended message
one was increased by 15%. Two sound files illustrate the conditions with a 0% and a 30% VT
length �condition �c�� difference between the attended and unattended messages. Each partici-
pant was allocated to one of these four experimental conditions. Two lists of items were set up to
counterbalance the priming factor �list A vs list B�.

Mm 1. Sf 1. 0% VT length difference condition. This is a file of type .wav �715 KB�.

Mm 2. Sf 2. 30% VT length difference condition. This is a file of type .wav �715 KB�.

The apparent VT length of the talker was modified using the PRAAT 4.1 implementation
of the PSOLA algorithm to change the F0 and duration of the original speech material. The aim
of the technique, which was previously used by Darwin and Hukin �2000�, is to rescale the VT
length �more precisely, the spectral envelope� without changing the F0 or the duration of the
speech �see Fig. 1�. To achieve, say, a 15% increase in formant frequencies, the original speech
has its F0 lowered and its duration increased by 15% using PSOLA �leaving the formants un-
changed� and is then resampled to give a 15% higher rate to bring the duration and F0 back to
their original values, resulting in a 15% increase in formant frequencies. A similar process is
now built into the Change Gender. . . command of PRAAT.

Sounds were digitized in 16-bits quantization at 22.05-kHz sampling rate and were
presented through an Audiomedia III Soundcard in a Macintosh G3 running PsyScope under
MacOS 9.2 and played binaurally through Sennheiser HD 414 headphones at an average level
of 72-dB SPL Lin �sound-pressure level� for the attended ear and 60-dB SPL Lin for the unat-
tended ear, as measured with an artificial ear. Response times �RTs� were recorded through a
PsyScope button box.

Participants were instructed to listen to the message in the left ear, while ignoring the
message in the right ear, and press a button whenever they detected a word in the left ear be-
longing to a specific semantic category displayed on a computer screen in front of them. The
next trial started 500 ms after the response. The order in which primed and unprimed condi-
tions, as well as categories, were presented was randomized across trials and participants.

The 120 listeners in this study �for the conditions with a 15% and a 30% VT length
difference� were student volunteers from the University of Sussex who were paid for their par-
ticipation. They were native English speakers with no reported hearing, language, or attentional
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impairment.

3. Results

For each participant’s RTs, we first discarded RTs that were above 1500 ms or below 300 ms,
and then discarded RTs above or below 2 standard deviations from the new average, replacing
the missing values by the average value for this condition. The purpose of this data cleaning was
to discard the false detections �e.g., a short RT could be due to the detection of a word prior to
the target�. Five targets detected by less than 40% of the participants �averaged across each
condition� were discarded from the analysis.

We first tested whether priming differed according to whether the attended or the un-
attended message received the 15% VT length increase. It did not; so, we then analyzed RTs as
a function of the VT length difference between the attended and unattended messages �0% vs
15% vs 30%, between factor� and whether the trial was primed or not.

There was a significant main effect of priming �F1�1,137�=5.85;p�0.01;F2�1,54�
=12.69;p�0.001� �Table 1�; overall primed trials had faster RTs than unprimed. We also found
a significant effect of the VT length difference on RTs in the item analysis �F2�2,108�

Fig. 1. Example of the effect of a VT length change on the spectrum envelope of the vowel/./ �like in “amend”�.
Dotted lines represent the original signal and solid lines represent the signal when the VT length was increased by
30%. The spectrum envelopes were obtained with a Fourier transform applied on the overall points of the signal to
avoid window effects. On the left panel, a moving average filter over 28 points was applied to the spectrum in order
to show the VT length of the two signals �first formant, F1, second formant, F2, and third formant, F3�. It is shown
that the VT length was shifted between the two signals but that the spectral shape of their envelope was unchanged.
On the right panel, the window of the moving average filter was of 8 points in order to show the fundamental
frequency of the two signals. It appears that the fundamental was unchanged between the two signals.

Table 1. RTs �in ms� and percentage of correct detections for the primed and unprimed conditions �rows� and for the
0%, 15%, and 30% VT length difference �columns�. The priming effect �RTs in the unprimed condition, RTs in the
primed condition� for each VT length difference is given in the last line of the table. Standard deviation �SD� is
shown in parentheses: the first number refers to the SD across participants and the second refers to the SD across
items.

RTs �in ms� % correct detections

VT length
difference 0% 15% 30% 0% 15% 30%

Primed 762�61;56� 779�75;59� 787�64;57� 69 69 70
Unprimed 769�65;53� 790�66;51� 802�62;51� 65 68 68
Priming 7�51;60� 10�46;55� 16�45;45�
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=35.54;p�0.0001�: planned comparisons showed that RTs were faster when there was no VT
length difference �765 ms� than when there was a 15% difference �784 ms� �F2�1,54�
=24.16;p�0.0001� and they were also faster for this last condition than when there was a 30%
difference �794 ms� �F2�1,54�=12.91;p�0.001�. The slower RTs obtained with the increased
VT length difference can be explained either by some small degradation in speech quality by
the speech synthesis or by reduced naturalness in combining an altered VT length with the
original F0. Such degradation impaired some listeners but not others, since this factor was not
significant in the by-subjects analysis.

There was no significant interaction between priming and VT length difference. How-
ever, since we had predicted that priming should be greater with increasing VT length differ-
ence, we carried out planned comparisons on the different levels of the VT length difference
factor. They showed that priming was not significant when there was no VT length difference
�F1�1;F2�1,54�=1.64;p=0.2�, marginally significant for the participant analysis
�F1�1,137�=2.84;p�0.1�, and significant for the item analysis �F2�1,54�=5.54;p�0.05�
when there was a 15% VT length difference and significant on both analyses when there was a
30% difference �F1�1,137�=6.95;p�0.01;F2�1,54�=14.21;p�0.0005�. These data thus pro-
vide some evidence to support the view that, when there is no difference in F0 between concur-
rent messages, a VT length difference is sufficient to produce priming of the attended by the
unattended message.

Conducting the same ANOVA on the participants’percentage of correct detections, we
found that priming was significant in the by-subjects analysis: the percentage of correct detec-
tions was slightly higher in the primed �70%� than in the unprimed condition �67%�
�F1�1,137�=4.08;p�0.05�. This difference could not be explained by a speed-accuracy trade-
off since faster RTs were associated with larger percentage of correct detections in the primed
condition. No other main effect or interaction was observed.

4. General discussion

In this study we have shown that significant �though small� priming of an attended word by an
unattended one can be obtained when there is a difference in VT length between the voices of
the attended and unattended messages. A 15% difference in VT length gave marginally signifi-
cant priming of 10 ms, and a 30% difference a significant priming effect of 16 ms. No priming
was obtained when there was no difference in VT length �in neither case was there a difference
in F0 range�. This study complements our previous finding that this priming effect is statisti-
cally significant when the attended and unattended messages differ in F0 range and not in VT
length.

The way we manipulated the VT length of the messages could have resulted in an
odd/formant relationship which may have increased attention to the nominally unattended mes-
sage. We believe that this was not the case since Rivenez et al. �2006� have shown that the
priming effect, as measured with the dichotic priming paradigm and the present material, can be
replicated when participants were asked to perform a secondary task to maintain their attention
to the attended message. Using voices differing in F0 range, the authors found a priming effect
of 26 ms when participants had to recall a word in the attended message presented simulta-
neously to the prime. The same priming effect was observed when the same participants did not
have to perform the recall task, showing that the priming effect, as measured in our paradigm,
does not require attention.

Although the present experiment found significant priming of attended words by un-
attended, a very substantial difference in VT length was required. This result echoes those from
the CRM task discussed in the Introduction, which also showed that very substantial differences
in VT length were required to obtain equivalent effect sizes to those produced by differences in
F0 range. Despite the large VT length difference required, this experiment has been successful
in extending our knowledge of the conditions under which effective priming of attended by
unattended speech can be obtained.

Rivenez et al. : JASA Express Letters �DOI: 10.1121/1.2430762� Published Online 22 January 2007

EL94 J. Acoust. Soc. Am. 121 �2�, February 2007 © 2007 Acoustical Society of America



The present data and previous studies showed a similar pattern of results concerning
the implication of the perceptual grouping cues in the processing of attended and unattended
speech �strong effect of F0, weaker effect of VT length�. These findings suggest that the per-
ceptual grouping of speech is not solely necessary for processing attended speech but that it is
also a prerequisite for the processing of unattended speech.
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Abstract: The fluctuation-dissipation theorem is used to show how acous-
tic Green’s functions corresponding to sound propagation in opposite direc-
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mal noise recorded at these points. The result applies to arbitrarily
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eters, and demonstrates that the two-point correlation function of thermal
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1. Introduction

Seminal experiments of Weaver and Lobkis demonstrated that cross correlation of time series of
thermal1,2 and other3 diffuse acoustic fields recorded at two points gives the time-domain
Green’s function between the points; i.e., the wave field that would be observed at one point if a
source were placed at the other. Correlation of random wave fields is an extremely promising
technique of passive imaging, with demonstrated success in studying the interior of the Earth4–7

and the Sun8,9 as well as the ocean.10,11

The relation between cross correlation of random fields in a stationary medium and the
deterministic acoustic Green’s function has been established theoretically using normal modes
of a closed system,1–3 time-reversal arguments,12 stationary phase analysis,13 or reciprocity
considerations;14,15 for a recent review see Weaver and Lobkis.16 Extension of this work to
arbitrary inhomogeneous moving fluids showed that the cross correlation of an acoustic field
due to random sources distributed on a surface gives a combination of acoustic Green’s func-
tions, which correspond to sound propagation in opposite directions between the two points,
and contains information necessary to characterize both sound speed and flow velocity.17 Simi-
lar results but for a fluid with slow and weakly varying currents were independently obtained in
Ref. 18.

These studies were preceded by much earlier work by Rytov.19,20 To our knowledge, in
his investigation of thermal electromagnetic fields, Rytov was the first to prove that cross cor-
relation of thermal noise is proportional to an appropriate deterministic Green’s function. Ry-
tov’s approach relies on his spectral formulation19–21 of the fluctuation-dissipation theorem
�FTD�. In a remote sensing context, theoretical study of the two-point correlation of a thermal
phonon field is motivated by recent experimental observations1,2 and the fact that thermal noise
dominates the ambient noise at sufficiently high frequencies, e.g., above 50–200 kHz, depend-
ing on the sea state, in the ocean.22 Furthermore, investigation of thermal noise provides in-
sights into diffuse acoustic fields of other origins. In this paper, we obtain an acoustic counter-
part of Rytov’s result and extend it to arbitrarily inhomogeneous moving fluid with time-
independent parameters. In addition to accounting for fluid motion, this work differs from the
earlier theory1,2 by being equally applicable to open systems, waveguides, and resonators.
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2. Governing equations and the flow-reversal theorem

Linear acoustic fields in an inhomogeneous moving fluid with sound speed c�x�, mass density
��x�, and flow velocity u�x� are governed by the equations23,24

�
d2w

dt2 + �p + �w · �� � p0 −
�p0

�c2 �p + w · �p0� = F , �1�

� · w + �p + w · �p0�/�c2 = B, d/dt � �/�t + u · � , �2�

where p,p0, and w are acoustic pressure, background pressure �i.e., the pressure in the absence
of acoustic waves�, and oscillatory displacement of fluid particles due to an acoustic wave. The
acoustic wave is generated by sources with volume densities F of force and dB /dt of volume
velocity. For continuous waves �cw� we will assume and suppress the time dependence
exp�−i�t�. Equations �1� and �2� have been derived23,24 neglecting irreversible thermodynamic
processes. It is common to model sound propagation in a medium with dissipation by formally
attributing complex values of sound speed and mass density.25 With complex c�x� and ��x�,
Eqs. �1� and �2� become model governing equations for acoustic fields in a moving fluid with
dissipation. Note that assigning complex values to sound speed and mass density results in only
an approximate description of the physical processes in the fluid with dissipation. In particular,
the model does not account for viscous and thermal waves; see Brekhovskikh and Godin.25

These rapidly attenuating waves are not important for long-range field correlations, which are
the subject of this paper.

The linearized boundary conditions23,24 for the cw acoustic field at an impedance �i.e.,
locally reacting� surface S within a moving fluid are

u · N = 0, p + �N · �p0 − i���w · N = 0, x � S , �3�

where N is a unit normal to S and �=��x ,�� is the impedance of the surface. Free and rigid
boundaries can be viewed as special cases of the impedance surface corresponding to zero or
infinite impedance, respectively.

The flow reversal theorem �FRT� �Refs. 23 and 24� relates the acoustic field p�1�, w�1�

generated by a set B�1�, F�1� of sources in a medium with flow velocity u�x�, with an acoustic
field p�2�, w�2� generated by another set B�2�, F�2� of sources in a medium with the same sound
speed and density and reversed flow with velocity - u�x�,

�
�

d3x�B�2�p�1� − F�2� · w�1� − B�1�p�2� + F�1� · w�2�� = �
��

dsN · j , �4�

where � is an arbitrary domain with the boundary ��, N is an external unit normal to ��, and

j = p�1�w�2� − p�2�w�1� + �u�w�1� · d̃w�2�/dt + w�2� · dw�1�/dt� . �5�

The tilde denotes quantities referring to a medium with reversed flow. In particular, d̃ /dt
=� /�t−u ·�. The boundary �� is not required to be simply connected. Parts of �� may be
located at infinity. Below, we assume that the fluid is either unbounded or has free, rigid, or
impedance boundaries. When � is chosen to be the entire volume occupied by the fluid, the
right side of Eq. �4� vanishes.23,24 In the absence of currents �u�0� FRT reduces to the acoustic
reciprocity principle.

3. Acoustic Green’s function

As in Ref. 17, we define the Green’s function G�x ,x1 , t� as the acoustic pressure at x due to a
point source of volume velocity with B=��x−x1����t� and F=0. The oscillatory displacement
in such an acoustic field will be denoted g�x ,x1 , t�. In the case of motionless fluid, the Green’s
function so defined corresponds to the field of a monopole sound source. The frequency spec-
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trum G�x ,x1 ,�� of the time-domain Green’s function G�x ,x1 , t� has the meaning of the cw
Green’s function. In motionless fluid, g�x ,x1 ,��= ���2�−1�G�x ,x1 ,��. For the Green’s func-

tions G and G̃ in the original medium and in a medium with reversed flow, a simple symmetry
relation follows from Eq. �4�:

G�x,x1,�� = G̃�x1,x,�� . �6�

From the Green’s function definition and FRT �4�, we obtain

p�x,�� = i�−1� d3y�B�y�G̃�y,x,�� − F�y� · g̃�y,x,��� �7�

for the acoustic field generated by cw sources of volume velocity and force that are distributed
within the fluid with arbitrary densities B and F.

Let an acoustic field be generated by random sound sources, which have zero statisti-
cal mean and are �-correlated in space,

�B�x�� = 0,�F�x�� = 0,�B�x�B*�y�� = Q�1��x���x − y� ,

�B�x�Fj
*�y�� = Qj

�2��x���x − y�,�Fm�x�Fj
*�y�� = Qmj

�3��x���x − y�, m,j = 1,2,3. �8�

Here and below, angular brackets �·� denote ensemble average. Acoustic pressure and oscilla-
tory displacement in the random acoustic field are zero on average. For a two-point correlation
function of acoustic pressure in a moving medium, from Eqs. �7� and �8� we find

�p�x1�p*�x2�� = �−2�
�

d3y�Q�1��y�G̃�y,x1�G̃*�y,x2� − Qj
�2��y�G̃�y,x1�g̃j

*�y,x2�

− Qj
�2�*�y�G̃*�y,x2�g̃j�y,x1� + Qmj

�3��y�g̃m�y,x1�g̃j
*�y,x2�� , �9�

where summation over repeated indexes m , j=1,2 ,3 is assumed. Here and below, where it
cannot lead to confusion, the argument � is suppressed for brevity.

The FRT relates acoustic fields in the original medium and in a medium with reversed
flow. For future use, we now derive a similar identity that relates cw Green’s function G and its
complex conjugate G* to the dissipative properties of the fluid. Consider first the motionless
case. For brevity, designate Gj�G�x ,xj ,�� and gj�g�x ,xj ,��. By calculating a volume inte-
gral of the sum of the dot product of g2

* and Eq. �1� for G1, the dot product of −g1 and Eq. �1� for
G2

*, the product of G2
* and Eq. �2� for G1, and the product of −G1 and Eq. �2� for G2

*, we obtain

G�x2,x1� + G*�x1,x2� =
i

�
�

��

ds�x�N · �G2
*g1 − G1g2

*�

−
2

�
�

�

d3x	G1G2
*
Im

1

�c2� + �2g1 · g2
*�Im ��� . �10�

In the case of a moving medium, we will assume that mass density � is real. Then, the
sound speed c is the only complex-valued environmental parameter in Eqs. �1� and �2�. We
calculate the same quantity as in the above derivation of Eq. �10�, and after some algebra, find

G�x2,x1� + G*�x1,x2� = i�
��

ds�x�
N

�
· ��u�2i�g1 · g2

* + g1�u · ��g2
* − g2

*�u · ��g1�

− G1g2
* + G2

*g1� −
2

�
�

�

d3x
Im
1

�c2��G1G2
* + G1g2

* · �p0

+ G2
*g1 · �p0 + �g1 · �p0��g2

* · �p0�� . �11�
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The algebraic transformations involved in derivation of the identity �11� parallel those used in
the FRT derivation23,24 and will not be reproduced here. In the absence of dissipation �Im �
=0, Im c=0�, Eqs. �10� and �11� reduce to identities established in Refs. 14 and 17 for
motionless and moving media, respectively. Surface integrals in Eqs. �10� and �11� vanish
when the surface �� is located at infinity or is composed of pressure release and rigid
surfaces or impedance surfaces with purely reactive impedance, i.e., �*=−� �see Eq. �3��.

4. Thermal noise and the fluctuation-dissipation theorem

A thermal acoustic field in fluids is produced by the chaotic thermal motion of microscopic
particles such as atoms, ions, and electrons. The fluctuation-dissipation theorem �FDT� allows
one to represent acoustic noise at thermal equilibrium as a field due to effective, random, mac-
roscopic sound sources. Let small perturbations of a continuous system be described by a set
�n�x , t��, n=1,2 ,3 , . . . ,N of generalized coordinates, and macroscopic equations of motion
can be written in terms of spectral components of the generalized coordinates as follows:

�
m=1

N

Ânm�x,���m�x,�� = fn�x,��, n = 1,2, . . . ,N . �12�

Here, Ânm�x ,�� is a linear operator, and fn�x ,�� are spectral components of generalized forces.
The generalized forces and generalized coordinates are also related by the requirement that the
statistical average of volume density of the power created by a force fn�x , t� is
�fn�x , t���n�x , t� /�t�. According to the FDT, thermal fluctuations of the system can be viewed
as generated by random generalized forces with zero mean and the following correlation func-
tions �Ref. 20, p. 119; Ref. 21, p. 273�:

�fn�x�fm
* �y�� = −

i�

2��
�Âmn

* �x,�� − Ânm�y,�����x − y�, � =
	�

2
coth

	�

2
T
, �13�

where T is temperature, � is the mean energy of a quantum oscillator, and 	 and 
 are Planck’s
and Boltzmann’s constants. In the classical �or high-temperature� limit, where 	��
T,
��T ,���
T.

For acoustic fields in dissipative fluids, we choose �j=wj , j=1,2 ,3; �4=p. From the
expression24 �d3x�F�x , t� ·�w�x , t� /�t+p�x , t��B�x , t� /�t� for acoustic energy production by
sound sources, it follows that the generalized forces corresponding to the chosen generalized
coordinates are fj=Fj, j=1,2 ,3; f4=−B. In a motionless fluid, from Eqs. �1�, �2�, and �12� for the

operators Ânm�x ,��, we find

Âls = − �2��ls, Âs4 = − Â4s = �/�xs, Â44 = − 1/�c2, l,s = 1,2,3. �14�

Substituting this result into general equation �13�, for effective sources of thermal acoustic
noise, we obtain Eq. �8� with

Q�1� = ����−1� Im �1/�c2�, Qm
�2� = 0, Qmn

�3� = �−1���mnIm � . �15�

Similarly, in the case of a moving fluid with Im �=0, we again arrive at Eq. �8� with

Q�1� =
�

��
Im

1

�c2 , Qm
�2� = −

�

��

�p0

�xm
Im

1

�c2 , Qmn
�3� =

�

��

�p0

�xm

�p0

�xn
Im

1

�c2 . �16�

Note that, at thermal equilibrium, the stronger the dissipation, the stronger are the effective
sources of thermal fluctuations.

5. Green’s function retrieval from noise cross-correlation

With the properties of the effective sources of thermal noise described by Eqs. �8�, �15�, and
�16�, the two-point correlation function of pressure fluctuations is given by Eq. �9� within the

Oleg A. Godin: JASA Express Letters �DOI: 10.1121/1.2430764� Published Online 22 January 2007

J. Acoust. Soc. Am. 121 �2�, February 2007 © 2007 Acoustical Society of America EL99



dissipative fluid and in adjacent fluid domains if the medium is composed of distinct fluids with
and without �pronounced� dissipation. The result can be simplified greatly when the dissipative
fluid is unbounded or there is no energy flux through its boundaries. We assume that the external
boundaries, if there are any, are rigid, pressure release, or locally reacting ones with purely
reactive impedance. Then, the surface integrals in Eqs. �10� and �11� vanish. Taking into ac-
count that � does not depend on position at thermal equilibrium, from Eqs. �9�, �10�, and �15�
we find

�p�x1,��p*�x2,��� = − �2��2�−1��G�x1,x2,�� + G*�x2,x1,��� �17�

in the motionless case. Thus, in the frequency domain, the cross correlation of thermal noise
equals the product of a temperature-dependent function, which does not depend on coordinates,
and the real part of the cw Green’s function between the two points. Remarkably, the param-
eters describing dissipative properties of the fluid drop out from the final result. Equation �17�
expresses the acoustic counterpart of the result established much earlier for equilibrium thermal
electromagnetic fields �Ref. 20, Sec. 3.9; Ref. 21, Sec. 15�.

The same Eq. �17� is obtained in the case of a moving fluid by using the symmetry
property �6� of the Green’s function and comparing integrands in Eq. �9� �with Q�s� from Eq.
�16�� and in the identity �11� written for fields in a medium with reversed flow.

In the high-temperature limit, � becomes independent of frequency: ��T ,���
T,
and Eq. �17� can be concisely written in the time domain. We define cross-correlation function
C�x1 ,x2 ,�� of statistically stationary fluctuations of pressure and the power spectrum
C�x1 ,x2 ,�� of the fluctuations in a standard way,

C�x1,x2,�� � �p�x1,t − ��p�x2,t�� = �
−�

+�

C�x1,x2,��e−i��d� . �18�

Then, C�x1 ,x2 ,��= �p*�x1 ,��p�x2 ,���, and from Eq. �17� we find

��2/��2�C�x1,x2,�� = �2��−1��G�x1,x2,− �� + G�x2,x1,��� . �19�

Because of causality, G�x1 ,x2 , t�=0 at t0 and G�x1 ,x2 ,−t�=0 at t�0. Hence,

G�x2,x1,�� =
2�


T

�2

��2C�x1,x2,��, G�x1,x2,�� =
2�


T

�2

��2C�x1,x2,− ��, � � 0. �20�

In motionless fluid, cross-correlation function C�x1 ,x2 ,�� is an even function of time delay �;
in moving fluid, according to Eq. �20�, the difference C�x1 ,x2 ,��−C�x1 ,x2 ,−�� provides a
measure of acoustic nonreciprocity.

6. Conclusion

Following an approach originally developed by Rytov19–21 to study thermal electromagnetic
fields, we have demonstrated that the deterministic time-domain Green’s function of an arbi-
trarily inhomogeneous, moving or motionless, dissipative fluid can be found as the second de-
rivative in time26 of the two-point correlation function of thermal acoustic noise. The fluid is
supposed to be in thermal equilibrium and can be unbounded or have rigid, pressure-release, or
reactive impedance boundaries. Unlike an earlier theory,1,2 results apply equally to open sys-
tems, waveguides, and resonators, and allow for background fluid motion �currents�. Extension
to moving fluid has been made possible by use of the flow reversal theorem23 and its corollaries.

In the case of thermal noise, an exact relation between the deterministic Green’s func-
tion and the two-point correlation function of pressure fluctuations holds under much less re-
strictive conditions than in the case of sources distributed on an interface.14,17 Ultimately, this is
because the thermal noise is perfectly diffuse at thermal equilibrium. In moving and motionless
fluid, the two-point correlation function of thermal noise contains as much information about
the environment as can be obtained acoustically by placing transceivers at the two points. In
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particular, when the cross correlation of thermal noise can be measured reliably, it can be used
to quantify flow-induced acoustic nonreciprocity and retrieve unknown current velocity.

It is clear from their derivation that the relationships �17� and �20� between cross cor-
relation of acoustic pressure fluctuations and the deterministic Green’s function hold not only
for thermal noise but also other fields of delta-correlated volumetric random sources as long as
their density is proportional to the local value of sound attenuation; see Eqs. �15� and �16�. As a
particular case where u=0, �=a1, c−1=a2+ i� a3, and aj are positive constants, our theory in-
cludes the problem of the Green’s function emergence from cross correlations of acoustic pres-
sure due to delta-correlated random sources uniformly distributed in a homogeneous, dissipa-
tive fluid. This problem was considered by Roux et al.27 Another particular case of our theory,
where u=0, Im �=0, and �c2=−i�a4, encompasses retrieval of the Green’s function of the
diffusion equation from the response to uniformly distributed, delta-correlated noise sources,
which has been considered recently by Snieder.28

Extensions of the theory presented above to thermal noise in solid and fluid-solid
structures and to nonthermal noise will be reported elsewhere.
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ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of the journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news and notices are 2 months prior to publication.

Preliminary Notice: 153rd Meeting of the
Acoustical Society of America

The 153rd Meeting of the Acoustical Society of America will be held
Monday through Friday, 4–8 June 2007 at the Hilton Salt Lake City Center,
Salt Lake City, Utah, USA. A block of rooms has been reserved at the Hilton
Salt Lake City Center.

Information about the meeting also appears on the ASA Home Page at
�http://asa.aip.org/meetings.html�. Online registration is available.

CHARLES E. SCHMID
Executive Director

Technical Program

The technical program will consist of lecture and poster sessions.
Technical sessions will be scheduled Monday through Friday, 4–8 June.

Special Sessions

Acoustical Oceanography „AO…

Acoustics of bubble clouds
�Joint with Physical Acoustics�
Effects of collective bubble oscillations in the ocean

Acoustic sensing of the ocean and seabed using gliders and autonomous
underwater vehicles �AUVs�
�Joint with Underwater Acoustics, Engineering Acoustics and Signal Pro-
cessing in Acoustics�

Hank Medwin memorial session
�Joint with Physical Acoustics and Underwater Acoustics�
Contributions and influence of Hank Medwin in using acoustics to under-
stand physical processes in the ocean

Animal Bioacoustics „AB…

Paleohearing
Inferring hearing function using fossil evidence

Seismic communications in animals
Behavior, physiology, and physics of the seismic communication channels
used by animals

Architectural Acoustics „AA…

Advancements in speech privacy
�Joint with Noise, Speech Communication and ASA Committee on Stan-
dards�
Advancements in standards, measuring designing for, and reporting speech
privacy in the built environment

Effects of rooms on the sound of organs
�Joint with Musical Acoustics�
How rooms for organ performance and organs interact

In situ measurements of absorption coefficients
�Joint with Noise, Engineering Acoustics and ASA Committee on Stan-
dards�

Current and new methods of making in situ measurements of absorption
coefficients

Knudsen lecture
�Joint with Noise�

Theater crawl
Technical tour of theaters, auditoria, and concert halls in Salt Lake City

Troubleshooting in room acoustics
Identifying and correcting acoustical problems in listening environments
Workshop for AIA CEU presentation

Training and qualification process for delivery of AIA accredited presenta-
tion

Biomedical Ultrasound/Bioresponse to Vibration „BB…

Acceleration of blood clot dissolution with ultrasound
Results of efforts to use ultrasound to dissolve blood clots

Biomedical applications of acoustic radiation force imaging
Applications of and techniques for acoustic radiation force imaging in
medicine

Bioresponse to vibration on the stage
Effects of performing arts practices and facilities in theater, dance, and
music on performers

Coded excitation
Methods of electrical excitation �e.g., frequency chirps� of transducers to
improve medical imaging or therapy

Modeling of acoustic cavitation in vivo
Calculation and simulation of acoustic cavitation in biological tissue

Engineering Acoustics „EA…

Acoustic technologies for coastal surveillance and harbor defense
�Joint with Underwater Acoustics and Signal Processing in Acoustics�
Acoustic technologies and systems for use in homeland security

Musical Acoustics „MU…

Choral singing
Acoustics of the singing voice in the context of large vocal ensembles,
and signal analysis properties of choirs

Flow dynamics in musical instruments
�Joint with Physical Acoustics�
Measurement, simulation, and theory of wave propagation in musical in-
struments

Musical requirements for Western and non-Western worship spaces
�Joint with Architectural Acoustics�
Influence of architecture on the musicality and intelligibility of choirs ver-
sus solo voices
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“Myths and Mysteries” in musical acoustics
Origins and current thought on “myths and mysteries” which have oc-
curred in the field of musical acoustics

Voice production and pedagogy
Methods for improving vocal production based on acoustic principles

Noise „NS…

Engineering noise control for the mining industry
Measurements, strategies, further planning
Environmental noise in national parks
Review of measurements and policies in the U.S. park properties

Noise regulation and ordinances
�Joint with ASA Committee on Standards�
Review of current experiences and policies

Recent advances in active noise control
�Joint with Engineering Acoustics and Signal Processing in Acoustics�
Recent development in active noise control and overview of the current
state-of-the-art

Workshop on standardization for soundscape techniques
Developing techniques and strategies building up an international working
group on soundscapes

Physical Acoustics „PA…

Academic geneology poster session
�Joint with Education in Acoustics�
Show us your siblings �fellow graduate students�, parents �thesis advisor,
committee members�, grandparents � their advisors�, as well as those from
your post-graduate careers �post-doc advisor, your current and former
graduate students� and show where they have gone, who they begot, etc.
“Come to the session and discover long-lost members of your academic
family”

Acoustic probes of planetary environments
�Joint with Engineering Acoustics�
A forum bringing together the acoustics and planetary science communi-
ties for exploring the potential that acoustics has to offer in planetary ex-
ploration, on both the scientific and engineering fronts

Physical acoustics demonstrations
�Joint with Education in Acoustics�
Explain and conduct a demo session in a period of 15 minutes. Geared for
an audience of ASA conference attendees

Ultrasound in condensed matter, neutrons, nano-materials, magnetism
Papers that relate to ultrasound and inelastic neutron scattering to probe
fundamental thermodynamics, nano-materials, magnetic and magnetostric-
tive effects for engineering and condensed matter

Psychological and Physiological Acoustics „PP…

The neural coding of pitch: Insights from psychophysics, neurophysiology,
and brain imaging
Multidisciplinary findings relating to neural representations of pitch in
brainstem and cortex

Topics and methods in environmental sound research
Provide a forum for a diverse group of researchers studying perception of
environmental sounds, often from different theoretical perspectives and
with different practical goals

Signal Processing in Acoustics „SP…

Acoustic signal processing: Signal processing and uncertainty
�Joint with Acoustical Oceanography and Underwater Acoustics�

Effects of randomness and uncertainty to performance of detection and
classification

Diverse problems—Similar solutions
Diverse physical problems have similar mathematical and signal process-
ing solutions

Topics in seismic signal processing
Modeling, processing, and interpretation of seismic signals

Speech Communication „SC…

Computational and experimental approaches to fluid dynamics of speech
production
Recent advances in understanding, and methods of approach to fluid dy-
namics of speech production

Frontiers of spectrum analysis with speech applications
Focusing on improved spectrum visualization by increased information
extraction from time-frequency transforms

Structural Acoustics and Vibration „SA…

Launch vehicle and space vehicle acoustical and vibration environments
How acoustics and vibration affect launch vehicle and space vehicle de-
sign and performance

Sound source localization
�Joint with Signal Processing in Acoustics�
Share new ideas and technologies for locating sound sources in a general,
nonideal environment cost effectively

Underwater Acoustics „UW…

Passive imaging and monitoring using random wavefields
�Joint with Acoustical Oceanography�
Theoretical and experimental studies of the propagating medium using
coherent processing of random wavefields �ambient noise, scattered fields,
sources of opportunity�

Other technical events

Technical tours

A tour of the acoustics research facilities at Brigham Young University
�BYU� in Provo, Utah will be conducted on Monday, 4 June 2007. Facilities
and current research projects will be shown, as well as the carillon bell
tower on the BYU campus. Facilities include a large and small anechoic
chamber, two coupled reverberation chambers, and vibration laboratory with
scanning laser Doppler vibrometer. Research is ongoing in areas such as
active noise control, audio acoustics, energy-based acoustic measurements,
nonlinear acoustics, and nearfield acoustic holography. The bus will leave
the Hilton Salt Lake City Center at 1:30 p.m. and return at approximately
5:30 p.m. The fee for the Technical Tour is $5.00. This fee will be waived
for students who register for the tour by 28 May 2007. To register, please
email asaslc07@byu.edu. Registration is requested by 28 May 2007. After
this date, registration will only be accepted if there is available space.

A technical tour of the LDS Conference Center and the Mormon Tab-
ernacle will be conducted on Wednesday, 6 June 2007. The LDS Conference
Center houses a large 21 000 seat auditorium that is used for both musical
performances and the spoken word. Acoustical features will be shown, and
some of the acoustical challenges will be discussed. The newly renovated
Mormon Tabernacle is a unique listening space with its elliptically shaped
ceiling, and some of the acoustical properties of this venue will be shown.
Both of these facilities are a short walking distance �three blocks, about
8–10 min� from the Hilton Salt Lake City Center. A walking group will
leave the Hilton at 10:00 a.m. and shuttle transportation will be provided
shortly thereafter for those who need it. At the conclusion of the technical
tour �12:00 noon�, there will be an organ recital in the Mormon Tabernacle.
Tour participants are welcome to stay and listen to the recital. This technical
tour is free to those wishing to participate, but registration by 28 May 2007
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is required. To register, please email asaslc07@byu.edu. If you require
shuttle transportation, mention that in your registration message for the tour.

Hot Topics

A “Hot Topics” session sponsored by the Tutorial Committees is
scheduled covering the fields of Animal Bioacoustics, Musical Acoustics,
and Noise.

Student Design Competition

The Technical Committee on Architectural Acoustics of the Acoustical
Society of America and the National Council of Acoustical Consultants are
sponsoring a Student Design Competition to be displayed and professionally
judged at the Salt Lake City meeting. The 2007 competition involves the
design of a performance hall primarily for opera performances.

Individual students or teams of a maximum of three may submit en-
tries. Graduate and undergraduate entries are welcome. Attendance at the
Salt Lake City meeting is not required for entry or award in the competition.

Submissions will be poster presentations that emphasize the general
building acoustics design �room acoustics, noise control, and acoustic isola-
tion�.

An award of $1,250.00 USD will be made to the submitter�s� of the
entry judged “First Honors.” Four awards of $700.00 USD each will be
made to submitters of entries judged “Commendation.”

Registration deadline is 9 April 2007. Full details about registration,
the competition, and the design scenario are available at
�www.newmanfund.org� or can be requested by contacting Bob Coffeen:
�913� 645-2381; coffeen@ku.edu.

Gallery of Acoustics

The Technical Committee on Signal Processing in Acoustics will spon-
sor the ninth Gallery of Acoustics at the Salt Lake City meeting. The objec-
tive of the Gallery is to enhance ASA meetings by providing a setting for
researchers to display their work to all meeting attendees in a forum empha-
sizing the diversity, interdisciplinary, and artistic nature of acoustics. The
Gallery of Acoustics provides a means by which we can all share and ap-
preciate the natural beauty and aesthetic appeal of acoustic phenomena: This
is a forum where science meets art.

The Gallery will consist of a multimedia collection of images, videos,
audio clips, and narrations, of images and/or sounds generated by acoustic
processes or resulting from signal and image processing of acoustic data.
Images and videos can consist of actual visualizations of acoustic processes,
or of aesthetically and technically interesting images resulting from various
signal and image processing techniques and data visualization. Audio clips
and segments should also have both aesthetic and technical appeal.

Entries must be submitted electronically, either by email attachment,
CD, or DVD. The allowed electronic formats are:

• IMAGE/PHOTOGRAPH:
• PDF, EPS, TIFF, JPG �although lossless formats are encouraged�
• Video �3 minute limit STRICTLY ENFORCED�
• QuickTime, MPEG �with QuickTime compatible CODEC�
• SOUND CLIP: �3 minute limit�
• AU, WAV, MP3, AIFF

Each entry will be an individual chapter on a single multimedia DVD.
Written posters, descriptions, and abstracts will be posted on the Gallery of
Acoustics display surrounding the video monitor.

All entries must be accompanied by all authors’ names and affiliations,
a brief description of the entry and importance or interest of the entry �no
more than 1000 words�, and statement of permission to publish the entry in
complete form or in parts.

A panel of referees will judge entries on the basis of aesthetic/artistic
appeal, ability to convey and exchange information, and originality. A cash
prize of $350.00 USD will be awarded to the winning entry. The top three
entries will be posted on the Gallery web site: www.sao.nrc.ca/ims/asa_sp/
Gallery.html

Note that authors must give permission for publication in complete
form or in part to be eligible.

The relevant deadlines are as follows:

2 March 2007: deadline for notice of intent to submit plus brief descrip-
tion of entry
6 April 2007: deadline for receipt of all entries with the brief abstracts

Entries, requests for information and all other communications regard-
ing the Gallery should be directed to Dr. Sean K. Lehman, LLNL/EE/DSED,
L-154, Lawrence Livermore National Laboratory, 7000 East Avenue, Liver-
more, CA 94550-9234 USA; Tel.: �925� 423-3580; FAX: �925� 423-3144;
electronic mail: lehman2@llnl.gov

Signal Processing Student Challenge Problem

The Technical Committee on Signal Processing in Acoustics an-
nounces the 2007 Student Challenge Problem in Signal Processing. Details
will be presented on the Committee’s webpage �http:\\ims-ism.nrc-
cnrc.gc.ca/asa_sp/StartHere.html� in May 2007. Students are encouraged to
visit the web page for details and rules regarding the problem. This is a great
way to learn new skills over the summer, earn an award and receive recog-
nition for your contribution. There will be $1,000.00 in prize money avail-
able. Student participation in the 2006 Student Challenge Problem was ex-
ceptional. Results will be posted on the website.

Mentoring Session for Early Career Acousticians

The Women in Acoustics �WIA� Committee will be offering an infor-
mal mentoring session for early career acousticians. Roundtable discussions
will be led by WIA members on topics such as early academic careers,
balancing family and career, interviewing for jobs, finding/handling post-
doctoral research positions, and research management. Anyone is welcome
to join us for these mentoring sessions. The session will be held immediately
following the plenary session on Wednesday, 6 June, from approximately
5:30 p.m. to 6:30 p.m. We will adjourn at 6:30 p.m. so that students can
proceed immediately to the students reception.

Charitable Giving Seminar

The Acoustical Society Foundation will hold a two-hour presentation
on charitable giving. This will include ways of making gifts to organizations
such as the Foundation. Gifts can provide tax deductions and income. There
will also be presentations on estate planning. Preregistration will be re-
quired. To register contact Paul Ostergaard, General Secretary of the Foun-
dation, 5071 Bear Creek Road, Fairview, PA 16415, or by email at
leadoxide@alum.mit.edu.

Online Meeting Papers

The ASA has replaced its at-meeting “Paper Copying Service” with
an online site which can be found at �http://scitation.aip.org/
asameetingpapers/�. Authors of papers to be presented at meetings will be
able to post their full papers or presentation materials for others who are
interested in obtaining detailed information about meeting presentations.
The online site will be open for author submissions in April. Submission
procedures and password information will be mailed to authors with the
acceptance notices. Those interested in obtaining copies of submitted papers
for this meeting may access the service at anytime. No password is needed.

Meeting Program

An advance meeting program summary will be published in the April
issue of JASA and a complete meeting program will be mailed as Part 2 of
the May issue. Abstracts will be available on the ASA Home Page
�http://asa.aip.org� in April.

Tutorial Lecture

A tutorial presentation titled “Musical Acoustics: Science and Perfor-
mance. An Evening with the Salt Lake City Jazz Orchestra” will be given by
Uwe J. Hansen of Indiana State University and Jerry Floor, Director of the
Salt Lake City Jazz Orchestra, on Monday, 4 June at 7:00 p.m.

The presentation will begin with a brief introduction of concepts of
waves and vibrations as they relate to music and musical instruments lead-
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ing into the science of the “String” sound with examples to include an
illustration of the string wave form and a representative spectrum. This will
be followed with a performance by the Salt Lake City Jazz Orchestra fea-
turing the string bass. An introduction to the nature of sound production in
woodwinds, including the nature of the reed, the bore, and pitch control will
follow, including a performance featuring the woodwinds. Next will be a
presentation about the physics of brasses to include the role of the mouth-
piece, the bore, the bell, and the valves �or the slide�, and again spectral
examples will be shown. An appropriate performance featuring brass instru-
ments will illustrate this section. The piano is next, emphasizing the nature
of the struck excitation and the inharmonicity of piano strings, which will be
illustrated by a spectrum. The piano will be featured in the illustrative per-
formance example. The nature of the excitation and the overtone structure
will be emphasized and illustrated for percussion instruments. A few com-
ments about radiation directivity and interaction with the hall will then lead
to the enjoyment of the rich sound of the well known Salt Lake City Jazz
Orchestra.

To partially defray the cost of the lecture a registration fee is charged.
The fee is $15.00 USD for registration received by 7 May and $25.00 USD
at the meeting. The fee for students with current ID cards is $7.00 USD for
registration received by 7 May and $12.00 USD at the meeting. To register,
use the registration form in the printed call for papers or register online at
�http://asa.aip.org�.

Short Course

Architectural acoustics is the science of sound in and around buildings,
with four primary concerns: isolation �airborne and structureborne�, me-
chanical system noise and vibration control, surface treatments �absorption,
reflection, and diffusion�, and electroacoustics. This short course will em-
phasize architectural acoustics consulting, which is the art of applying the
science in a timely and practical manner. The format is similar to that used
with nonacoustical professionals like architects and engineers to provide the
tools to make informed evaluations and decisions about acoustics, and to
communicate efficiently with acoustical consultants, because every project
has a unique set of details and challenges.

The objective of the course is to provide an overview of the funda-
mentals and terminology of architectural acoustics, a basis for general de-
sign decisions and evaluations, and confidence to navigate the oceans of
information and propaganda about “acoustical” materials, products, and
practices.

The instructor, Anthony Hoover, is a Principal with Cavanaugh Tocci
Associates, Inc., Consultants in Acoustics, is an Assistant Professor at Berk-
lee College of Music, has taught at various colleges and institutions, and has
served as an expert witness on Capitol Hill and in Federal Court. He is a
Fellow of the ASA and a Board-Certified Member of the Institute of Noise
Control Engineering. He is a past-president of the National Council of
Acoustical Consultants, and a past-chair of ASA’s Technical Committee on
Architectural Acoustics. Tony’s passions include outreach to nonacousti-
cians and discovering future acousticians.

The course schedule is Sunday, 3 June 2007, 1:00 p.m. to 6:00 p.m.;
Monday, 4 June 2007, 8:30 a.m. to 12:30 p.m.

The registration fee is $300.00 USD and covers attendance, instruc-
tional materials, and coffee breaks. The number of attendees will be limited
so please register early to avoid disappointment. Only those who have reg-
istered by 7 May will be guaranteed receipt of instructional materials. There
will be a $50.00 USD discount for registration made prior to 7 May. Full
refunds will be made for cancellations prior to 7 May. Any cancellation after
7 May will be charged a $25.00 USD processing fee. To register, use the
form in the printed call for papers or register online at �http://asa.aip.org�. If
you miss the preregistration deadline and are interested in attending the
course, please send an email to asa@aip.org.

Student Transportation Subsidies

A student transportation subsidies fund has been established to provide
limited funds to students to partially defray transportation expenses to meet-
ings. Students presenting papers who propose to travel in groups using eco-
nomical ground transportation will be given first priority to receive subsi-
dies, although these conditions are not mandatory. No reimbursement is
intended for the cost of food or housing. The amount granted each student
depends on the number of requests received. To apply for a subsidy, submit

a proposal �e-mail preferred� to be received by 30 April to: Jolene Ehl, ASA,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502, Tel: 516-
576-2359, Fax: 516-576-2377, E-mail: jehl@aip.org. The proposal should
include your status as a student; whether you have submitted an abstract;
whether you are a member of ASA; method of travel; if traveling by auto;
whether you will travel alone or with other students; names of those travel-
ing with you; and approximate cost of transportation.

Young Investigator Travel Grant

The Committee on Women in Acoustics �WIA� is sponsoring a Young
Investigator Travel Grant to help with travel costs associated with presenting
a paper at the Salt Lake City meeting. Young professionals who have com-
pleted their doctorate in the past five years are eligible to apply if they plan
to present a paper at the Salt Lake City meeting, are not currently students,
and have not previously received the award. Each award will be of the order
of $300 with three awards anticipated. Awards will be presented by check at
the WIA luncheon at the meeting. Both men and women may apply. Appli-
cants should submit a request for support, a copy of the abstract for their
presentation at the meeting, and a current resume/vita which includes infor-
mation on their involvement in the field of acoustics and in the ASA. Sub-
mission by e-mail is preferred to Dr. Lily Wang at �lwang4@unl.edu� or by
regular mail to 101A Peter Kiewit Institute, 1110 S. 67th Street, Omaha NE
68182-0681; Tel: 402-554-2065; Fax: 402-554-2080. Deadline for receipt of
applications is 23 April.

Students Meet Members for Lunch

The ASA Education Committee provides a way for a student to meet
one-on-one with a member of the Acoustical Society over lunch. The pur-
pose is to make it easier for students to meet and interact with members at
ASA meetings. Each lunch pairing is arranged separately. Students who
wish to participate should contact David Blackstock, University of Texas at
Austin, by e-mail �dtb@mail.utexas.edu� or telephone 512-343-8248 �alter-
native number 512-471-3145�. Please provide your name, university, depart-
ment, degree you are seeking �BS, MS, or PhD�, research field, acoustical
interests, and days you are free for lunch. The sign-up deadline is ten days
before the start of the meeting, but an earlier sign-up is strongly encouraged.
Each participant pays for his/her own meal.

Plenary Session, Awards Ceremony, Fellows’ Lunch and Social Events

Buffet socials with cash bar will be held on Tuesday and Thursday
evenings at the Hilton Salt Lake City Center. The Tuesday evening social
will be held on the plaza behind the Hilton �weather permitting�, while the
Thursday evening social will be held in the Grand Ballroom of the Hilton.

The ASA Plenary session will be held on Wednesday afternoon, 6
June, in the Grand Ballroom of the Hilton Salt Lake City Center where
Society awards will be presented and recognition of newly elected Fellows
will be announced.

A Fellows Luncheon will be held on Thursday, 7 June, at 12:00 noon
in the Rose-Wagner Hall, which is several hundred feet from the Hilton Salt
Lake City Center �2–3 minute walk�. This luncheon is open to all attendees
and their guests. To register, use the form in the printed call for papers or
register online at �http://asa.aip.org�.

Women in Acoustics Luncheon

The Women in Acoustics luncheon will be held on Wednesday, 6 June.
Those who wish to attend this luncheon must register using the form in the
printed call for papers or online at �http://asa.aip.org�. The fee is $15 �stu-
dents $5� for preregistration by 7 May and $20 �students $5� at the meeting.

Transportation and Hotel Accommodations

Air Transportation

Salt Lake City is served by Salt Lake International Airport, �Airport
Code SLC�. The airport is a hub for Delta Airlines, but is also served by the
following airlines: Air Canada, America West Airlines, American Airlines,
Atlantic Southeast, Continental Airlines, Frontier Airlines, jetBlue Airways,
Northwest Airlines, Southwest Airlines, United Airlines. For further infor-
mation see �http://www.slcairport.com�.
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Ground Transportation

Transportation from the Salt Lake City International Airport to the
Hilton Salt Lake City Center:

• Ground Transportation: There is a Ground Transportation Desk located
at the far end of the baggage claim area in both terminals where ground
transportation options and information can be obtained and where trans-
portation can be arranged.

• Car rental: Most major car rental companies have rental counters at the
Salt Lake City International Airport located on the ground floor of the
short-term parking garage directly across from the terminal buildings. The
self-parking rate at the Hilton Salt Lake City Center is $10.00 USD per
day and valet parking is $14.00 USD per day.

• Airport Shuttle Service, shared-ride, door-to-door service: There are
several shuttle companies that provide service from the Salt Lake City
International Airport to the downtown area, including the Hilton Salt Lake
City Center. Arrangements can be made at the Ground Transportation
Desks, or by contacting individual shuttle companies, which can also be
done in the baggage claim areas or online at �http://www.slcairport.com�.
Current rates for shuttle service are in the range of $8.00–$10.00 USD one
way.

• Taxicabs and limousines: Taxis are available outside the terminal at Salt
Lake City International Airport. The Hilton Salt Lake City Center is ap-
proximately 8 miles from the airport, and typically takes about 15 minutes
driving time, with fares currently averaging about $16.00 USD one way.
All cab fares are metered. Please phone 801-363-5550, 801-359-7788, or
801-521-2100 for more information.

• Public Transportation: City bus service �UTA� is available to travel from
the Salt Lake City International Airport to the Hilton Salt Lake City Cen-
ter. Bus Route No. 50 leaves the airport every 30 minutes, and has a direct
route to a bus stop located a half block south of the Hilton Salt Lake City
Center. The current fare is $1.50 USD. Further information can be ob-
tained at � http://www.utabus.com�.

• Driving Information: From I-15 �north or south�, take the 600 S exit
�Exit 306�. Drive east 0.7 miles to West Temple. Turn left �north� and
drive 0.5 miles to the Hilton Salt Lake City Center. The self-parking rate
at the Hilton Salt Lake City Center is $10.00 USD per day and valet
parking is $14.00 USD per day.

Hotel Accommodations and Reservations

The meeting and all functions will be held at the Hilton Salt Lake City
Center. Please make your reservations directly with the hotel by phone, fax
or online.

A block of guest rooms at discounted rates has been reserved for
meeting participants at the Hilton Salt Lake City Center. Early reservations
are strongly recommended. Note that the special ASA meeting rates are
not guaranteed after 4 May 2007. The reservation cutoff date for the special
discounted ASA rates is 4 May 2007; after this date, the conference rate will
no longer be available. You must mention the Acoustical Society of America
when making your reservations to obtain the special ASA meeting rates.

The Hilton Salt Lake City Center is located in the heart of the
entertainment and business district of downtown Salt Lake City. The
hotel features a fully equipped health club, indoor swimming pool,
as well as a full service business center. For more details visit
�http://www.hilton.com/en/hi/hotels/index.jhtml?ctyhocn�SLCCCHH�.

Hilton Salt Lake City Center
255 S. West Temple
Salt Lake City, UT 84101
Tel.: 801-328-2000; Toll Free: 1-800-445-8667
FAX: 801-238-4888
Online: http://www.saltlakecitycenter.hilton.com/ASA
Rates �excluding taxes, currently 12.46%�
Single/Double: $149.00
Triple: $164.00
Quad: $179.00

Room Sharing

ASA will compile a list of those who wish to share a hotel room and
its cost. To be listed, send your name, telephone number, e-mail address,
gender, smoker or nonsmoker preference, by 23 April to the Acoustical
Society of America, preferably by e-mail: asa@aip.org or by postal mail to
Acoustical Society of America, Attn.: Room Sharing, Suite 1NO1, 2 Hun-
tington Quadrangle, Melville, NY 11747-4502. The responsibility for com-
pleting any arrangements for room sharing rests solely with the participating
individuals.

Weather

June is generally one of the most beautiful months for weather in Utah,
when spring is giving way to summer, but before the hot summer months.
Enjoy warm sunny afternoons, with the evenings cooling off. Bright sunny
skies characterize the typical weather at this time of year, and it is recom-
mended that you wear a hat and sunscreen when staying outdoors for ex-
tended periods. The average high temperature in June is 83 degrees F, with
average lows around 54 degrees F. Average precipitation for the month is
0.77 inches. For additional information on Salt Lake City weather, visit:
�http://www.weather.gov/climate/index.php?wfo�slc�.

Assistive Listening Devices

Anyone planning to attend the meeting who will require the use of an
assistive listening device, is requested to advise the Society in advance of
the meeting: Acoustical Society of America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502, asa@aip.org.

Accompanying Persons Program

Spouses and other visitors are welcome at the Salt Lake City meeting.
The registration fee for accompanying persons is $50.00 for preregistration
by 7 May and $75.00 at the meeting. A hospitality room for accompanying
persons will be open at the Hilton Salt Lake City Center from 8:00 a.m. to
11:00 a.m. each day throughout the meeting where information about activi-
ties in and around Salt Lake City will be provided. Two accompanying
persons tours are being organized, as described below. To register for either
or both tours, please email asaapp07@byu.edu.

Crossroads of the West–City Tour

�Tuesday, June 5, 9:00 a.m.–12:00 noon�
Salt Lake City was built out of a desert by the industrious Mormon

pioneers. This tour is a complete look at what makes Salt Lake City so
unique. You will begin by seeing the historic downtown area, including the
world-famous Mormon Temple Square, which took 40 years to build. Next,
visit the beautifully restored 1908 Union Pacific Depot featuring French
Renaissance architecture and original artwork. Then outside to enjoy the
Olympic Legacy Plaza overlooked by a classic clock tower and featuring the
“dancing waters” of the Olympic Snowflake Fountain. Next, we drive
through historic downtown and the residential area known as the “Avenues”
which is listed on the State and National Historic Registers. Now proceed to
the University of Utah. The “U,” founded in 1850, was the first University
built west of the Missouri River and site of the 2002 Winter Olympic Ath-
letes Village. We continue past Fort Douglas, which was started during
Abraham Lincoln’s administration in 1862 and on to “This is the Place
Heritage Park.” This park is where Brigham Young and the Mormon Pio-
neers entered the valley in 1847 and Brigham Young said “This is the right
place, drive on…” Afterward you will visit the Olympic Cauldron Park at
Rice Eccles Stadium. Rice Eccles was the site of the Opening and Closing
2002 Winter Olympic Ceremonies. Finally, you return to your hotel know-
ing that you have had a top-notch overview of Salt Lake City! Price per
person: $25.00.

Alps of Utah

�Thursday, June 7, 9:00 a.m.–4:00 p.m.�
The Rocky Mountains are breathtaking as you make your way through

Provo Canyon on your way to Robert Redford’s Sundance Resort, home of
the Sundance Film Institute. Take time to walk around and enjoy the beau-
tiful alpine splendor in the shadows of majestic Mt. Timpanogos. Upon

J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 667



reboarding your motorcoach, your tour continues through the charming
Swiss village of Midway, located in the very heart of the “Alps” of Utah.
Your next stop will be the Homestead Resort, situated on a landscape of
rolling hills dotted with natural hot springs at the base of the beautiful
Wasatch Mountains in Utah’s Heber Valley. You will enjoy a delicious lunch
at this award-winning restaurant, highlighted by direct-from-garden veg-
etables, herbs and spices! Continuing on this delightful tour, you will find
yourself in Utah’s most famous resort town, Park City. You will appreciate
time for exploring the many unique shops in Park City’s Main Street historic
district before returning to Salt Lake City. Price per person: $75.00.

There are numerous sites and activities available in the Salt Lake City
area that may be of interest to accompanying persons, and additional infor-
mation will be provided in the hospitality room. Several such possibilities
include skiing �depending on snow conditions at that time in 2007� at one of
the ski resorts located within a half hour of Salt Lake City, Kennecott Cop-
per Mine, Historic Gardner Village, historic sites in downtown Salt Lake
City �within walking distance�, and the Family History Library for those
interested in exploring their family roots.

For those interested in pre- and postconference activities, there are five
National Parks located in Utah, all within a 4–5 hour drive from Salt Lake
City. With five national parks, Utah is America’s national parks capital. The
national parks include: Zion National Park, Arches National Park, Bryce
Canyon, Canyonlands National Park, and Capitol Reef National Park. These
national parks are located close together, allowing you to visit more than
one, if desired. The parks provide opportunities to explore fascinating
geological formations and witness the stunning vistas that can be found
in Utah. Further information on these parks �and other sites of interest�
can be found at �http://www.us-national-parks.net/state/ut.htm�, or at

�http://www.utah.com/nationalparks�.

Registration Information

The registration desk at the meeting will open on Monday, 4 June, at
the Hilton Salt Lake City Center. To register use the form in the printed call
for papers or register online at �http://asa.aip.org�. If your registration is
not received at the ASA headquarters by 7 May you must register on-
site.

Registration fees are as follows:

Category

Preregistration
by

7 May
Onsite

Registration

Acoustical Society Members $350 $425
Acoustical Society Members One-Day $175 $215
Nonmembers $400 $475
Nonmembers One-Day $200 $240
Nonmember Invited Speakers One-Day Only Fee waived Fee waived
Nonmember Invited Speakers $110 $110
�Includes one-year ASA membership upon
completion of an application�
ASA Student Members
�with current ID cards�

Fee waived $25

Nonmember Students
�with current ID cards�

$40 $50

Emeritus members of ASA $50 $75
�Emeritus status pre-approved by ASA�
Accompanying Persons $50 $75
�Spouses and other registrants who
will not participate in the technical sessions�

Nonmembers who simultaneously apply for Associate Membership in
the Acoustical Society of America will be given a $50 discount off their
dues payment for the first year �2007� of membership. Invited speakers who
are members of the Acoustical Society of America are expected to pay the
registration fee, but nonmember invited speakers may register for one-day
only without charge. A nonmember invited speaker who pays the full-week
registration fee, will be given one free year of membership upon completion
of an ASA application form.

Note: A $25 processing fee will be charged to those who wish to

cancel their registration after 7 May.

Online Registration

Online registration is available at �asa.aip.org�.

USA Meetings Calendar
Listed below is a summary of meetings related to acoustics to be held

in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2007
4–8 June 153rd Meeting of the Acoustical Society of America,

Salt Lake City, Utah �Acoustical Society of America,
Suite 1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
Email: asa@aip.org; WWW: http://asa.aip.org�. 2/07

22–24 Oct NoiseCon 2007, Reno, NV �Web: www.inceusa.org/nc07

27 Nov–2 Dec 154th Meeting of the Acoustical Society of America,
New Orleans, Louisiana �note Tuesday through Saturday�
�Acoustical Society of America, Suite 1NO1, 2 Hunting-
ton Quadrangle, Melville, NY 11747-4502; Tel.: 516-
576-2360; Fax: 516-576-2377; Email: asa@aip.org;
WWW: http://asa.aip.org�.

2008
29 Jun–4 Jul Acoustics 08, Joint Meeting of the Acoustical Society of

America, European Acoustics Association and the Acous-
tical Society of France, Paris, France �Acoustical Society
of America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2360; Fax: 516-
576-2377; Email: asa@aip.org; WWW: http://
asa.aip.org�.

28 Jul–1 Aug 9th International Congress on Noise as a Public Health
Problem �Quintennial meeting of ICBEN, the Interna-
tional Commission on Biological Effects of Noise�. Fox-
woods Resort, Mashantucket, CT �Jerry V. Tobias,
ICBEN 9, Post Office Box 1609, Groton CT 06340-
1609, Tel.: 860-572-0680; Web: www.icben.org. Email:
icben2008@att.net.

Cumulative indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.

Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
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indexed by author and inventor. Pp. 816. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 �paper-
bound�; Nonmembers $80 �clothbound�.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�.

Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40 �paper-
bound�; Nonmembers $90 �clothbound�.
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 616. Price: ASA members $50
�paper-bound�; Nonmembers $90 �clothbound�.
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar

Below are announcements of meetings and conferences to be held
abroad. Entries preceded by an * are new or updated listings.

March 2007
13–15 Spring Meeting of the Acoustical Society of Japan,

Tokyo, Japan �Acoustical Society of Japan, Nakaura
5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku, Tokyo
101-0021, Japan; Fax: �81 3 5256 1022;
Web: www.asj.gr.jp/index-en.html�.

15–17 AES 30th International Conference on Intelligent
Audio Environments, Saariselkä, Finland
�Web:www.aes.fi/aes30/�.

19–22 German Acoustical Society Meeting (DAGA2007),
Stuttgart, Germany �Web: www.daga2007.de�.

April 2007
2–4 International Conference on Emerging Technologies

in Non-destructive Testing, Stuttgart. Germany
�Web: www.fa.asso.fr/secretariat/etech-flyerStuttgart.pdf�.

9–12 International Congress on Ultrasonics (2007 ICU),
Vienna, Austria �Fax: �43 158801 13499;
Web: www.icultrasonics.org�.

10–12 4th International Conference on Bio-Acoustics,
Loughboro, UK
�Web:www.ioa.org.uk/viewupcoming.asp�.

16–18 29th International Symposium on Acoustical Imaging,
Shonan Village Center, Kanagawa Pref., Japan
�Web: publicweb.shonan-it.ac.jp/ai29/AI29.html�.

24–25 Institute of Acoustics (UK) Spring Conference,
Cambridge, UK
�Web: www.ioa.org.uk/viewupcoming.asp�.

June 2007
1–3 Second International Symposium on Advanced

Technology of Vibration and Sound, Lanzhou, China
�Web: www.jsme.or.jp/dmc/Meeting/VSTech2007.pdf�.

3–7 11th International Conference on Hand-Arm
Vibration, Bologna, Italy �Web:
associazioneitalianadiacustica.it/HAV2007/index.htm�.

4–6 Japan-China Joint Conference on Acoustics, Sendai,
Japan �Fax: �81 3 5256 1022;
Web: www.asj.gr.jp/eng/imdex.html�.

18–21 Oceans07 Conference, Aberdeen, Scotland, UK
�Web: www.oceans07ieeeaberdeen.org�.

25–29 2nd International Conference on Underwater Acoustic
Measurements: Technologies and Results,
Heraklion, Crete, Greece �Web:www.uam2007.gr�.

July 2007
2–6 8th International Conference on Theoretical and

Computational Acoustics, Heraklion, Crete, Greece
�Web: www.iacm.forth.gr/�ictca07�.

3–5 First European Forum on Effective Solutions for
Managing Occupational Noise Risks, Lille, France
�Web: www.noiseatwork.eu�.

4–7 International Clarinet Association Clarinetfest,
Vancouver, British Columbia, Canada �E-mail:
john.cipolla@wku.edu; Phone: 1 270 745 7093�.

9–12 14th International Congress on Sound and Vibration
(ICSV14), Cairns, Australia
�Web: www.icsv14.com�.

16–21 12th International Conference on Phonon Scattering
in Condensed Matter, Paris, France
�Web:www.isen.fr/phonons2007�.

August 2007
6–10 16th International Congress of Phonetic Sciences

(ICPhS2007), Saarbrücken, Germany
�Web: www.icphs2007.de�.

27–31 Interspeech 2007, Antwerp, Belgium
�Web: www.interspeech2007.org�.

28–31 Inter-noise 2007, İstanbul, Turkey
�Web: www.internoise2007.org.tr�.

September 2007
2–7 19th International Congress on Acoustics (ICA2007),

Madrid, Spain �SEA, Serrano 144, 28006 Madrid, Spain;
Web: www.ica2007madrid.org�.

9–12 ICA Satellite Symposium on Musical Acoustics
(ISMA2007), Barcelona, Spain �SEA, Serano 144,
28006 Madrid, Spain; Web: www.ica2007madrid.org�.

9–12 ICA Satellite Symposium on Room Acoustics
(ISRA2007), Sevilla, Spain
�Web: www.ica2007madrid.org�.

17–19 3rd International Symposium on Fan Noise, Lyon,
France �Web:www.fannoise.org�.

18–19 *International Conference on Detection and Classifi-
cation of Underwater Targets, Edinburgh, UK
�Web: ioa.org.uk�.

19–21 Autumn Meeting of the Acoustical Society of Japan,
Kofu, Japan �Acoustical Society of Japan, Nakaura
5th-Bldg., 2-18-20 Sotokanda, Chiyoda-ku,
Tokyo 101-0021, Japan; Fax: �81 3 5256 1022;
Web: www.asj.gr.jp/index-en.html�.

24–28 XIX Session of the Russian Acoustical Society, Nizhny
Novgorod, Russia �Web: www.akin.ru�.

October 2007
9–12 *2007 Canadian Acoustic Conference, Montréal,

Québec, Canada �Web: caa-aca.ca�.
June 2008
30–4 Acoustics’08 Paris: 155th ASA Meeting+5th Forum

Acusticum �EAA�+9th Congrès Français
d’Acoustique (SFA), Paris, France
�Web: www.acoustics08-paris.org�.

July 2008
7–10 18th International Symposium on Nonlinear Acoustics

(ISNA18), Stockholm, Sweden
�Web: www.congrex.com/18th_isna/�.

28–1 9th International Congress on Noise as a Public
Health Problem, Mashantucket, Pequot Tribal Nation
�ICBEN 9, P.O. Box 1609, Groton, CT 06340-1609,
USA; Web: www.icben.org�.

September 2008
22–26 INTERSPEECH 2008–10th ICSLP, Brisbane, Australia

�Web:www.interspeech2008.org�.
November 2008
1–5 IEEE International Ultrasonics Symposium,

Beijing, China
�Web: www.ieee-uffc.org/ulmain.asp?page�symposia�.

September 2009
6–10 *InterSpeech 2009, Broghton, UK

�Web: www.interspeech2009.org�
August 2010
23–27 20th International Congress on Acoustics (ICA2010),

Sydney, Australia �Web:www.ica2010sydney.org/�.

Archives of Acoustics on the Web

The Polish Acoustical Society announced that volumes 25 through 30
�2000–2005� of their journal Archives of Acoustics are now available in pdf
format, at no charge, at http://acoustics.ippt.gov.pl

Archives of Acoustics is an English-language peer-reviewed journal
published in Poland. It publishes original research papers in all areas of
acoustics as well as 200-word abstracts of papers presented at international
conferences on various branches of acoustics organized regularly in Poland
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�like the “International Symposia on Hydroacoustics,” “International Con-
ferences on Speech Analysis, Synthesis, and Recognition,” and others�.

German Acoustical Society elections

DEGA, the German Acoustical Society, held elections last Summer to
replace the membership representatives on the Executive Council whose
term in office had expired. There were 26 DEGA members who were listed
as candidates. The election committee counted the mail ballots in November
and announced the winners, those being the ten candidates who received the
most votes. The elected representatives of the membership will serve for a
term of 3 years, starting with the announcement of the winners.

The Executive Council has elected Prof. Dr.-Ing. Joachim Scheurer of
Müller-BBM in Planegg as the new President of DEGA. He will serve from

July 2007 to July 2010.

ICA admitted to ICSU
The International Council for Science �ICSU�, having received the

requsite support letters and no objections, has now formally admitted the
International Commission for Acoustics �ICA� as a Scientific Associate.
ICSU is nongovernmental and provides a forum for discussions of interna-
tional science as it may be related to policy issues. The President of ICSU is
Goverdhan Mehta �India� who succeeded Jane Lubchenco �USA�. The sec-
retariat of ICSU is in Paris and the next meeting of the Council will be held,
in 2008, in Mozambique.

The International Commission for Acoustics �ICA� is an organization
in which the Acoustical Society of America has been and still is actively
involved. Larry Crum and Gilles Daigle are Past Presidents of ICA and
Charles Schmid is now serving on the board of the Commission.

More information about ICSU and ICA can be found on websites
www.icsu.org and www.icacommission.org
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See “Book Reviews Editor’s Note,” J. Acoust. Soc. Am. 81, 1651 (May 1987).]

Immersive Audio Signal Processing

Sunil Bharitkar and Chris Kyriakakis

Springer, 2006. 232 pp. Price: $79.95 (hardcover).
ISBN: 038728532

This book reports on recent and current research in audio-signal pro-
cessing performed in Los Angeles at the Immersive Audio Laboratory, the
Signal and Image Processing Institute �both at the University of Southern
California� and the Audyssey Laboratories.

The main body of the book consists of six chapters, whereby five of
them are marked as already published in journals or at conferences �Chaps.
4–7 and 9�. These are preceded by three introductory chapters which deal
with fundamentals of audio-signal processing; digital-filter design, acous-
tics, and psychoacoustics.

The focus of the book is clearly on digital-signal-processing methods,
particularly for dealing with—almost exclusively linear—multichannel au-
dio systems. The buzz word “immersive” in the book title denotes the fact
that room-related systems for the creation of immersive auditory environ-
ments are usually multichannel ones. Yet, immersion as a perceptual
effect—as currently heavily discussed among experts of virtual reality—is
not dealt with.

The first of the main chapters �Chap. 4� starts with a virtual-
microphone technique for creating surround sound, e.g., for deriving a plau-
sible 5.1 audio perspective from two-channel stereo recordings. The possi-
bility of parametric synthesis of musical sounds is discussed as a way out
when virtual microphones in the traditional sense fail. Further, the well-
known transaural technique for rendering binaural signals over loudspeakers
is generalized for application with multiple listeners. Head tracking is not
applied. The results of preliminary perceptual tests with realized systems are
reported and a suggestion for further research is offered.

Chapter 5 elaborates on the theory of room equalization for multiple-
listener positions in real time. The objective here is to design inverse filters
for compensating the effects of loudspeakers and rooms. A pattern-
recognition method is proposed to master the necessary simultaneous
multichannel-equalization problem with low-order filters. Special emphasis
is put on the evaluation of the robustness of the method to reverberation. A
nonlinear projection method—the Sammon map, known from multidimen-
sional scaling—is applied to visualize the results of the filter-design method
used, i.e., a fuzzy clustering algorithm.

Chapter 6 regards practical problems of multichannel equalization,
particularly, the selection of proper cross-over frequencies between loud-
speakers. Specific topics are the equalization of phase differences between
noncoincident loudspeakers and the design of multiposition bass-
management filters. The very interesting results are evaluated by nonpercep-
tual quality measures.

Chapter 7 concerns the effect of displacement on equalization, e.g., of
listeners with regard to the measuring microphones. A mismatch analysis for
spatial-average equalization is undertaken, resulting in observations of the

influence of distance and frequency on the equalization region, the steady-
state equalization error depending on the listening distance and the influence
of the reverberant-field correlation. For closer interpretation of these obser-
vations the reader is referred to future research.

Chapter 8 continues the topic of the preceding chapter, but from a
different point of view. It reports on a simulation of a six-listener scenario
using a statistical approach with modal equations for evaluating the robust-
ness of equalization based on magnitude-response averaging. Perceptual
verification of the results is suggested as a future project.

The last chapter �Chap. 9� takes on the problem of providing quiet
zones within target spaces of audio systems. After a hardly convincing re-
view of known methods to this end, the authors propose a novel approach
based on eigenfilters. The properties of eigenfilters and their performance as
a function of the filter order are discussed as well as performance sensitivity
with respect to the lengths of the room responses. Perceptual tests are sug-
gested as future work.

As most of the main body of the book has already been peer-reviewed
in the process of prior publications, there is no reason for this reviewer to
question the soundness of the results. The main part of the book can thus be
seen as a proceedings report from the authors’ laboratories.

The introductory part of the book starts with two chapters on funda-
mentals of digital signal processing. Although clearly written, they represent
a syllabus rather than an introduction for readers not yet familiar with the
basics of the field.

The third chapter regards fundamentals of acoustics and psychoacous-
tics. Here the suitability for teaching purposes must be seriously questioned.
As to the acoustics, even if one agreed with the selection of topics, the
presentation is inadequate. For example, many equations are written in such
a way that letter symbols denote numbers instead of quantities. At some
point even the good old “erg” celebrates a revival!

Regarding the psychoacoustics part, it is obvious that the authors are
no experts in this field. Their explanation of the frequency selectivity in the
cochlea is adventurous. This reviewer asked himself why the authors have
included a psychoacoustics section at all, since this field is not actually
applied in the main body of the book.

In the foreword, the expectation is expressed that this little book may
be useful as a text for courses in digital audio-signal processing. This may
well be the case, but prospective users are warned that they may need
additional course material for this purpose.

The book, however, provides a compact overview on an important
research area within digital audio-signal processing at large. For those who
want to avoid the effort of collecting the original articles, this compilation is
certainly a good buy.

JENS BLAUERT
Communications Acoustics
Ruhr University
Universtaetsstr 150
Bochum, D-44780 Germany
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
ANGELO CAMPANELLA, 3201 Ridgewood Drive, Hilliard, Ohio 43026-2453
DIMITRI DONSKOY, Stevens Institute of Technology, Castle Point on the Hudson, Hoboken, New Jersey 07030
JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068
SEAN A. FULOP, California State University, Fresno, 5245 N. Backer Avenue M/S PB92, Fresno, California 93740-8001
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228
MARK KAHRS, Department of Electrical Engineering, University of Pittsburgh, Pittsburgh, Pennsylvania 15261
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prairie, Minnesota 55344
DANIEL R. RAICHEL, 2727 Moore Lane, Fort Collins, Colorado 80526
NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, University of Rochester, Department of Electrical and Computer Engineering, Rochester, New York 14627

7,079,450

43.35.Ae SYSTEM AND METHOD FOR ELIMINATING
AUDIBLE NOISE FOR ULTRASONIC
TRANSDUCERS

David S. Breed et al., assignors to Automotive Technologies
International, Incorporated

18 July 2006 „Class 367Õ138…; filed 29 April 2004

Methods are provided for reducing clicking of ultrasonic air-coupled
transducers. A mechanical filter that attenuates audible frequencies relative
to ultrasonic frequencies is placed in the path of the ultrasonic waves as they

travel from the transducer to a target such as an object in a vehicle
compartment.—DRR

7,080,556

43.35.Bf ULTRASONIC APPARATUS AND
METHODS FOR THE MONITORING OF MELTING,
MIXING AND CHEMICAL REACTION
PROCESSES

Cheng-Kuei Jen et al., assignors to National Research Council of
Canada

25 July 2006 „Class 73Õ590…; filed 12 June 2003

The device provides for inline monitoring of melting, mixing, and
chemical reaction of materials in an enclosed chamber. At least one rotating

element is coupled to the chamber and a motor is coupled to the rotating
element�s�. At least one ultrasonic sensor measures transmitted and received
ultrasonic signals, said sensor�s� bridging between the interior and exterior
of the enclosed chamber. A position encoder coupled to the motor provides
synchronization between such ultrasonic measurements and the position of
the rotating element�s�.—DRR

7,075,084

43.35.Ud ULTRASONIC THERMOGRAPHY
INSPECTION METHOD AND APPARATUS

Jeffrey G. Thompson and Clyde T. Uyehara, assignors to The
Boeing Company

11 July 2006 „Class 250Õ341.6…; filed 20 December 2002

A portable thermal-imaging specimen analyzer includes a removable
frame attachable to the specimen by vacuum and suction cups. The appara-
tus includes a sound source and thermal imaging camera that generates
thermal images of the specimen, along with a controller connected to the
sound source and imaging camera.—DRR
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7,069,786

43.35.Yb ULTRASONIC TRANSDUCER
STRUCTURES

Anthony K. Dunhill, assignor to Rolls-Royce PLC
4 July 2006 „Class 73Õ632…; filed in United Kingdom 23 January

2003

An ultrasonic transducer structure is so arranged as to have a layer of
transducer elements 1 on the front of the structure, backed up by a layer of
damping material 2, within which is a second array of transducer elements

3. When the front layer of transducer elements sends ultrasonic signals from
the front face, the sound energy traveling into the second layer of transducer
elements 3 can be received and the size or amplitude or time delay can be
monitored.—DRR

7,073,395

43.35.Yb ULTRASONIC FLOWMETER AND
ULTRASONIC FLOW RATE MEASURING METHOD

Takehiko Suginouchi and Masahiko Hashimoto, assignors to
Matsushita Electric Industrial Company, Limited

11 July 2006 „Class 73Õ861.27…; filed in Japan 26 November 2002

Described is an ultrasonic flowmeter. First and second ultrasonic trans-
ducers are arranged so that the ultrasonic propagation path is within the fluid
flow path. A zero-crossing detection unit measures the propagation time of
the ultrasonic wave after the zero-crossing counts are corrected for noise in
the received signal. In a preferred embodiment, the correction unit corrects
the flow volume of the fluid on the basis of the amplitude of the received
signal.—DRR

7,079,132

43.35.Yb SYSTEM AND METHOD FOR THREE-
DIMENSIONAL „3D… RECONSTRUCTION
FROM ULTRASOUND IMAGES

Frank Sauer et al., assignors to Siemens Corporate Reseach
Incorporated

28 July 2006 „Class 345Õ419…; filed 16 August 2002

We have here a method for local 3D reconstruction from a series of 2D
ultrasound images. The method includes deriving a 2D image of an object,
defining a target region within said 2D image, defining a volume scan pe-
riod, deriving further 2D images of the target region during the volume scan
period, storing respective pose information for further 2D images, and re-
constructing a 3D image representation for the target region by utilizing the
2D images and the respective pose information.—DRR

7,080,557

43.35.Yb METHOD AND APPARATUS FOR
INSPECTING A TUBULAR USING ACOUSTIC
SIGNALS

Sarmad Adnan, assignor to Schlumberger Technology
Corporation

25 July 2006 „Class 73Õ622…; filed 7 April 2004

A method for inspecting a tubular member involves the steps of con-
tacting the tubular member with a coupling material, transmitting an acous-
tic signal, receiving a returned acoustic signal, and releasing the contact of

the coupling material with the tubular element. In specific embodiments, the
acoustic signal may be an ultrasonic signal, the tubular member may be a
coiled tubing, and the coupling material may be an elastomeric
compound.—DRR

7,095,160

43.35.Zc PIEZOELECTRIC MOTOR AND METHOD
OF EXCITING AN ULTRASONIC TRAVELING
WAVE TO DRIVE THE MOTOR

Kenji Uchino et al., assignors to The Penn State Research
Foundation

22 August 2006 „Class 310Õ333…; filed 26 May 2004

This patent discloses yet another way of converting linear motion into
rotary motion. The basic methods described are the use of an eccentric hole
in the rotor, and a swash plate rotor. These are both standard approaches that
have been used and disclosed before.—JAH

7,087,264

43.38.Ar ULTRASONIC TRANSDUCER, METHOD
FOR MANUFACTURING ULTRASONIC
TRANSDUCER, AND ULTRASONIC FLOWMETER

Masaaki Suzuki et al., assignors to Matsushita Electric Industrial
Company, Limited

8 August 2006 „Class 427Õ100…; filed in Japan 28 February 2001

The object of this device is to provide an ultrasonic transducer config-
ured so as to reduce variation in its characteristics, thereby improving the
precision and durability of an ultrasonic flowmeter. In order to attain this
object, the transducer is configured so as to include a piezoelectric element
and an acoustic matching layer, wherein the acoustic matching layer is made
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of a dry gel of an inorganic oxide or an organic polymer. A solid skeletal
part of the dry gel has been rendered hydrophobic. With this configuration,
it is possible to feature an ultrasonic transducer with an acoustic matching
layer that is very lightweight and has a small acoustic impedance due to the
solid skeletal part of the dry gel. It is also possible to obtain an ultrasonic
transducer that shows a narrow range of characteristic variation and is stable
due to the high homogeneity of the dry gel.—DRR

7,089,069

43.38.Bs METHOD AND APPARATUS FOR
RECONSTRUCTION OF SOUNDWAVES FROM
DIGITAL SIGNALS

Kaigham Gabriel et al., assignors to Carnegie Mellon University
8 August 2006 „Class 700Õ94…; filed 16 August 2002

This patent discloses the use of ‘‘speaklets’’ or tiny MEMS membranes
as speakers in a digital sound reproduction scheme. The membranes de-
scribed in this invention are 1.5 mm square, and have resonant frequencies
in the 1.6-kHz range. The authors suggest configurations in which they are
lined up in rows with lengths equal to the different powers of two. Thus, by
the sixteenth bit, we would need 65 536 transducers lined up in a 100-m
row, or in a 38-cm square. There are several problems with this idea that are
not addressed in the patent, such as dynamic range limitations and limited
frequency response. For more original thinking on this issue, the reader is
advised to look at discussions by Meridian Audio and AT&T in the 1980s.—
JAH

7,095,864

43.38.Bs ELECTROSTATIC AUDIO
LOUDSPEAKERS

Duncan Robert Billson and David Arthur Hutchins, assignors to
University of Warwick

22 August 2006 „Class 381Õ191…; filed 28 August 2000

Here we have another patent in which the abstract is at odds with the
patent claims. In this case, the abstract describes ‘‘An electrostatic trans-
ducer, such as a loudspeaker or microphone...’’ whereas the claims are re-
stricted to a loudspeaker only. Well, the general design is similar to an
electret condenser microphone in that diaphragm 3 lies against an irregular

back plate 2, forming multiple smaller diaphragms with individual miniature
back cavities. In this case, however, the irregular backing is an insulating
layer sandwiched between the conductive diaphragm and conductive layer
4. Will this design really revolutionize the loudspeaker industry? Only time
will tell.—GLA

7,058,195

43.38.Dv SPEAKER ASSEMBLY

Roland Pierre Trandafir, Seattle, Washington
6 June 2006 „Class 381Õ409…; filed 13 May 2003

Take two ring or other topology magnets, 64 and 66, and arrange them
so that like poles face each other as in 50. Wind a coil 52 using round or flat
wire in one or multiple layers so that the coil is shaped like the rings of
Saturn. Describe various embodiments of this general arrangement, also
using what looks like conventional magnet arrangements, in 24 columns of

text and illustrate with 66 figures. While the invention ostensibly relates to
these pancake-style voice coils and the purported benefits of same, nonlin-
earities in the response, power limitations due to the mechanical flexing of
the coil, and those still-pesky inhomogeneities in the magnetic field appear
immediately to this reviewer.—NAS

7,068,807

43.38.Dv SPEAKER DEVICE

Shinji Kobayashi, assignor to Sony Corporation
27 June 2006 „Class 381Õ412…; filed in Japan 17 November 2003

By adding a submagnet 32 to the top of the pole piece 10A of magnet
structure 31, the magnetic flux in gap g3 is extended by the thickness of the

submagnet, thereby increasing the magnetic flux density in the gap, and so
increasing the linear part of the travel by voice coil 6.—NAS
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7,065,225

43.38.Dv ELECTROMAGNETIC TRANSDUCER
HAVING A LOW RELUCTANCE RETURN PATH

Enrique M. Stiles, assignor to STEP Technologies, Incorporated
20 June 2006 „Class 381Õ412…; filed 13 April 2005

This patent is a further development of the ideas stated in the inven-
tor’s earlier United States Patent 6,940,992 �reviewed in J. Acoust. Soc. Am.
119�4�, 1908 �2006�� with the goal of increasing the linear portion of the
magnetic field in which a voice coil operates. Various design combinations

are described using one or two voice coils, two or three magnets, and vari-
ous magnetic paths, with and without shielding. Some implementations use
a nonmagnetic heat sink in the magnetic path. The specification section is
quite readable.—NAS

7,092,535

43.38.Ew ENVIRONMENT ADAPTABLE
LOUDSPEAKER

Jan Abildgaard Pedersen and Ole Ploug, assignors to Bang &
Olufsen AÕS

15 August 2006 „Class 381Õ96…; filed in Denmark 6 October 1998

The measurement of sound intensity usually involves two matched-
precision microphones spaced a known distance apart. Such equipment has
been available from Brüel & Kjær for more than 20 years. More recently,
that company has shown that the concept can also be used to measure
radiation resistance at the cone of a low-frequency loudspeaker. The infor-
mation can then be processed to create a loudspeaker system that automati-
cally adapts to its acoustic environment. Now let us consider a somewhat
simpler way to measure sound intensity. If conditions are stable long enough
to run two frequency sweeps, then a less expensive single microphone can
be sequentially located at two positions. This technique, using commercial

Time Delay Spectrometry test equipment, was demonstrated by Richard
Heyser in the 1980s and has now been rediscovered by Brüel & Kjær. The
patent describes several practical methods for repositioning a single micro-
phone in front of a woofer.—GLA

7,081,577

43.38.Fx ELECTRONIC METRONOME

Fumiyoshi Nagakura, assignor to Seiko Instruments Incorporated
25 July 2006 „Class 84Õ484…; filed in Japan 27 May 2003

Learning absolute tempo changes for performance can be problematic.
This metronome has a piezoelectric transducer that generates a vibration that
the player can feel and not hear.—MK

7,091,649

43.38.Fx FILM ACOUSTICALLY-COUPLED
TRANSFORMERS WITH TWO REVERSE C-AXIS
PIEZOELECTRIC ELEMENTS

John D. Larson III and Yury Oshmyansky, assignors to Avago
Technologies Wireless IP „Singapore… Pte. Limited

15 August 2006 „Class 310Õ324…; filed 29 April 2004

This patent discloses the use of stacked film bulk acoustic resonators
�FBARs� in a transformer design that is supposed to allow for impedance
transformation as well as balanced-to-unbalanced conversion. The figure
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shows the electrical circuitry involved in this configuration. The ideas are
nothing new, leaving only the details of the construction.—JAH

7,095,298

43.38.Fx FILM BULK ACOUSTIC RESONATOR
HAVING SUPPORTS AND MANUFACTURING
METHOD THEREFORE

Il-jong Song et al., assignors to Samsung Electronics Company,
Limited

22 August 2006 „Class 333Õ187…; filed in South Korea 29 May 2003

The authors disclose a method of isolation of a film bulk acoustic
resonator from the substrate that involves elevating the resonator on legs,

three to be exact. The idea would certainly work, but is it worth the extra
trouble of bringing the electrical leads up the legs as vias? One would think
not.—JAH

7,098,758

43.38.Fx ACOUSTICALLY COUPLED THIN-FILM
RESONATORS HAVING AN ELECTRODE WITH A
TAPERED EDGE

Kun Wang et al., assignors to Avago Technologies Wireless IP
„Singapore… Pte. Limited

29 August 2006 „Class 333Õ189…; filed 3 November 2004

The authors disclose a method of coupling two adjacent film bulk
acoustic resonators having a common substrate �such as silicon� by placing
them close together and chamfering the electrodes to facilitate the transfer of
acoustic energy between them. This, it is stated, is preferable to using wires
to couple the energy electrically when it is desired to have two or more
stages in cascade. It would appear that the design and control of this cou-
pling is rather complicated, however.—JAH

7,092,539

43.38.Gy MEMS BASED ACOUSTIC ARRAY

Mark Sheplak et al., assignors to University of Florida Research
Foundation, Incorporated

15 August 2006 „Class 381Õ114…; filed 28 November 2001

The authors of this patent disclose how one can fabricate a MEMS
microphone out of silicon using strain gauge sensors implanted in the mem-
brane. They proceed to show how this allows inclusion of some of the signal
conditioning electronics on the chip with the sensor, and how one can make
many of these and deploy them in an array. Little of this is new, except the
particulars of the integration of MEMS with amplification. This drove the
use of amorphous silicon strain gauges as the sensors, and the microphones

consequently can be expected to have rather poor noise performance. A fair
amount of technical detail is included.—JAH

7,062,054

43.38.Hz SPEAKER DEVICE

Akira Nishikawa et al., assignors to Fujitsu Ten Limited
13 June 2006 „Class 381Õ182…; filed in Japan 7 June 2002

By using a stilted dialect of English, that is, patentese, a means is
disclosed of lowering the second and third harmonic distortion, without ever
using these terms in any manner, in a trunk/rear-deck-mounted car audio
low-frequency device 11. System 1 consists of electrodynamic transducers 6

and 7, rod 10 which connects the driving systems, and acoustic loads 12 and
13, which are basically a slot and a cavity. The connecting rod is said to
reduce vibrations by the speaker units, while the acoustic loads reduce the
‘‘resonance’’ frequency so that the passband of the unit is expanded.—NAS

7,087,023

43.38.Hz MICROFABRICATED ULTRASONIC
TRANSDUCERS WITH BIAS POLARITY BEAM
PROFILE CONTROL AND METHOD OF
OPERATING THE SAME

Christopher M. W. Daft et al., assignors to Sensant Corporation
8 August 2006 „Class 600Õ459…; filed 14 February 2003

The present device provides a means to control the phase profile of a
capacitive microfabricated ultrasonic transducer �cMUT� element or array of
elements by varying the spatial distribution of the bias voltage on the cMUT.
The cMUT is arranged so that it can be focused in the elevation direction by
varying the sign of the applied elevation bias. In one aspect of the device,

elevation focusing is achieved without the aid of a mechanical lens. The
cMUT provides enhanced multirow focusing performance without the ex-
pense and complexity of the high-voltage switches required in multirow
probes and without the signal degradation that occurs when the rf signal
passes through these lossy, high-voltage switches.—DRR
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7,090,047

43.38.Ja SURROUND SOUND POSITIONING
TOWER SYSTEM AND METHOD

Noel Lee and Demian Martin, assignors to Monster Cable
Products, Incorporated

15 August 2006 „Class 181Õ199…; filed 3 September 2003

To facilitate aiming, this tower loudspeaker system sits on a rotating
base fitted out with angle markers. So far, so good, but the patent makes no
mention of how the base itself is intended to be aligned to a reference
axis.—GLA

7,068,805

43.38.Ja ACOUSTIC WAVEGUIDE FOR
CONTROLLED SOUND RADIATION

Earl Russell Geddes, Northville, Michigan
27 June 2006 „Class 381Õ340…; filed 11 July 2003

Asymmetric dispersion-pattern horns that use a diffraction slot cause
reflections back to the source at the discontinuity. This causes ambiguity in
the acoustic center as well as other deleterious artifacts. Horns based on an
oblate spheroidal �OS� geometry cannot offer dispersion patterns with more
than a 20°–30° difference. Plus, these OS-based horns want to have a cir-
cular mouth, and manipulation of the mouth geometry causes more delete-
rious effects. By using a prolate spheroidal �PS� section 50 from the horn

throat on, an elliptic cylindrical section 60 from the mouth back, and joining
them �at, the patent says, any of many locations�, a horn can be designed
that eliminates, or at least mitigates, the problems associated with diffraction
slots and OS sections. Flare 70 is designed to minimize the effects of dif-
fraction and reflection at the mouth 80. Note: PS and EC are reversed in the
reference numerals in the drawings chart.—NAS

7,088,827

43.38.Ja RECONFIGURABLE SPEAKER SYSTEM

Tejaswi Vishwamitra, assignor to Broan-NuTone LLC
8 August 2006 „Class 381Õ1…; filed 9 December 1999

It is common practice to create a synthetic center channel by combin-
ing left and right stereo channels in a dual-voice-coil loudspeaker. However,
upgrading this concept to a two-way loudspeaker system is a little trickier
because dual-voice-coil tweeters are not readily available. The solution de-
scribed in this patent uses two identical tweeters for this application. If the

system is to be used for conventional left- or right-channel reproduction,
then both woofer coils and both tweeters are paralleled. When the system is
set to combine left and right channels �a kitchen loudspeaker, for example�,
then each input drives one woofer coil and one tweeter.—GLA
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7,088,836

43.38.Ja DOOR WITH STRUCTURAL COMPONENTS
CONFIGURED TO RADIATE ACOUSTIC
ENERGY

Wolfgang Bachmann et al., assignors to Harman Becker
Automotive Systems GmbH

8 August 2006 „Class 381Õ152…; filed in Germany 20 September
1999

Hollow-core wooden doors are lightweight and stiff; by choosing suit-
able materials they should make good bending-wave loudspeakers. In the
arrangement shown, transducer 8 is mounted in recess 12 to drive front
panel 1. A ‘‘clamping device’’ 10 maintains suitable tension for optimum

sonic performance. This illustration is found on the front page of the patent,
but it is not what is actually patented. The patent claims require at least two
transducers—one driving the front surface and one driving the rear surface
of the door.—GLA

7,096,995

43.38.Ja POLYURETHANE FOAM CABINETS

David H. Cox and Chen-Hui Huang, assignors to Harman
International Industries, Incorporated

29 August 2006 „Class 181Õ199…; filed 4 June 2003

A two-layer molded loudspeaker cabinet is described. The outer layer
is a conventional plastic casing. The inner layer is a polyurethane foam that
stiffens and damps the cabinet walls. The patent discusses material formu-
lations and manufacturing processes in considerable detail. It should be

noted that the history of molded loudspeaker cabinets goes back at least 70
years and includes a wealth of prior art. In this patent, however, all 20
references were cited by the examiner.—GLA

6,992,607

43.38.Lc SPEECH SYNTHESIZER

Wuu-Trong Shieh and Ying-Pin Ho, assignors to Elan
Microelectronics Corporation

31 January 2006 „Class 341Õ144…; filed in Taiwan 20 December
2000

The title of this patent is thoroughly misleading. The subject matter is
not the construction of phonemes, words, or phrases, but rather, a type of
D/A converter, for constructing a speech or audio waveform from digital
data. The essence of the method seems to be that the most significant bit

from each digital sample is used to switch a current mirror in a way that
requires less power. The remaining bits of the digital sample are then con-
verted in the usual way, but requiring a DAC with one bit less than would
normally be needed. The DAC output is then flipped by the current mirror to
produce the final analog waveform.—DLR

7,041,892

43.38.Md AUTOMATIC GENERATION OF MUSICAL
SCRATCHING EFFECTS

Friedemann Becker, assignor to Native Instruments Software
Synthesis GmbH

9 May 2006 „Class 84Õ603…; filed in Germany 18 June 2001

With the disappearance of the vinyl groove, scratchers are out of luck.
Previous patents �see United States Patent 6,535,462 �reviewed in J. Acoust.

Soc. Am. 114�3�, 1205 �2003��� have addressed the variable playback rate.
This proposal uses beat detection along with switchable rate control of
playback.—MK
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7,043,312

43.38.Md CD PLAYBACK AUGMENTATION FOR
HIGHER RESOLUTION AND MULTI-CHANNEL
SOUND

James A. Moorer, assignor to Sonic Solutions
9 May 2006 „Class 700Õ94…; filed 17 February 2000

Here’s the problem: how can you increase the resolution of a standard
16-bit audio CD? The inventor’s solution is well thought out: If it was
oversampled, downsample to the standard CD rate �44.1 K samples per

second�. Then dither and truncate to 16 bits. This forms the standard CD
track. Next step: subtract the dither, upsample to the original rate, and sub-
tract from the master: this forms the residual which is then encoded.—MK

7,047,201

43.38.Md REAL-TIME CONTROL OF PLAYBACK
RATES IN PRESENTATIONS

Kenneth H. P. Chang, assignor to SSI Corporation
16 May 2006 „Class 704Õ503…; filed 4 May 2001

In multimedia transmission, the issue always is how to pack a varying
number of channels of varying rates into a fixed-rate channel. All this text
maintains is that you can choose varying encoding schemes depending on
how the data rate changes. All of the claims should be obvious to those
‘‘skilled in the art.’’—MK

7,053,290

43.38.Md MUSIC REPRODUCING APPARATUS AND
MUSIC REPRODUCING METHOD

Junichi Tagawa et al., assignors to Matsushita Electric Industrial
Company, Limited

30 May 2006 „Class 84Õ609…; filed in Japan 19 June 2003

Supposedly, ‘‘emotionality’’ and ‘‘activeness’’ can be derived auto-
matically by an algorithm �covered by a patent application in Japan�. This
2D space can be searched by the listener to find a piece more suitable to the
listener’s current mood. Without validation of the space or the metrics, the
whole process is suspect.—MK

7,077,405

43.38.Md STROLLER WITH CD PLAYER

Stacie Akpom, Arlington, Texas
18 July 2006 „Class 280Õ47.38…; filed 6 January 2004

All city dwellers are used to the loud, drive-by vehicles with �120-dB
sound pouring out of the windows. Now we may see the same phenomena
with strollers �thanks to speakers 22 and 24 supplied by CD player with
amplifier 20�.—MK

7,079,014

43.38.Md DIGITAL SAMPLING PLAYBACK
DOORBELL SYSTEM

Scott Steinetz, Sparta and Mike Palazzi, Mountain Lakes, both of
New Jersey

18 July 2006 „Class 340Õ392.1…; filed 8 May 2004

It had to happen. Doorbells are too boring. Instead of a mechanically
actuated chime, a speaker is used to sound any number of different sound
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tracks. Naturally, it can have any number of different computer interfaces as
well. If only the doorbell could recognize the visitor!—MK

7,080,016

43.38.Md AUDIO INFORMATION REPRODUCTION
DEVICE AND AUDIO INFORMATION
REPRODUCTION SYSTEM

Masahiko Miyashita et al., assignors to Pioneer Corporation
18 July 2006 „Class 704Õ278…; filed in Japan 28 September 2004

In order to form a perfect segue, a DJ smoothly mixes two pieces
together by crossfading. This disclosure proposes using beat detection to
alter the playback rate of the new piece to match the rate of the previous
piece. At this rate, the slow dance will never arrive—the dancers will never
get a break and the romantic moments never arrive.—MK

7,080,473

43.38.Md NOVELTY ANIMATED DEVICE WITH
SYNCHRONIZED AUDIO OUTPUT, AND METHOD
FOR ACHIEVING SYNCHRONIZED AUDIO
OUTPUT THEREIN

Robert Kay, assignor to Virtual Video UK Limited
25 July 2006 „Class 40Õ454…; filed in United Kingdom 24 May 2000

Imagine a roll of images 4X moved via motors 8X in a lenticular
image display device. How can the motorized motion be synchronized with

the audio �and vice versa�? Somehow, the microprocessor will control the
motor speed �how is left unsaid in the text and claims� along with the audio
playback.—MK

7,084,341

43.38.Md SOUND PICKUP SYSTEM FOR
ACOUSTIC STRING INSTRUMENTS

Damon A. Barr, Medford, Oregon
1 August 2006 „Class 84Õ743…; filed 14 January 2004

The only innovation is to place the preamp controls in the violin chin-

rest. The inventor believes that the sensitivity control will act as a low-pass
filter to attenuate bow noise. Really?—MK

7,086,648

43.38.Pf ACOUSTIC SEAL

Bruce M. Steinetz, assignor to The United States of America as
represented by the Administrator of the National Aeronautics
and Space Administration

8 August 2006 „Class 277Õ409…; filed 22 August 2003

Turbine fluid pump shaft 45 requires a pressure seal 46 between pres-
sure 48 and low pressure 49. An oscillating transducer driver 44 causes
sinusoidal fluid pressure variations 57 in fluid reservoir 42. Oscillation fre-

quency may be 500–4500 Hz and amplitude 0.0001–0.10 in. Asymmetric
flow resistance at the choke point 57 �near barrier 50� causes a net fluid flow
toward high pressure 48, thus effecting a pressure seal having little or no
leakage.—AJC

7,092,745

43.38.Si PORTABLE ELECTRONICS DEVICE WITH
VARIABLE SOUND OUTPUT

Winand D’Souza, assignor to Nokia Mobile Phones Limited
15 August 2006 „Class 455Õ575.1…; filed in United Kingdom 8

October 1999

This cellular telephone houses an audio transducer whose main output
emerges through rear openings 27. At the same time, some acoustic energy
travels through the interior of the housing to produce an attenuated output at

earphone openings 25. In addition, the user can switch power amplifier gain
between hands-free �high power� and handset �low power� settings. Thus,
hands-free operation is possible whether the phone is open or closed.—GLA
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7,092,542

43.38.Vk CINEMA AUDIO PROCESSING SYSTEM

David Stanley McGrath, assignor to Lake Technology Limited
15 August 2006 „Class 381Õ307…; filed 15 August 2001

This patent discusses methods for enhancing the performance of
5-channel discrete audio systems for multiple listeners. Added loudspeakers
are required and are laterally spaced at the sides and rear of the listening

zone. A combination of amplitude and delay panning is then used to provide
compensatory cues for the listeners, enabling them to sense more accurately
the motion of sound sources around the sides and rear of the listening
zone.—JME

7,095,455

43.38.Vk METHOD FOR AUTOMATICALLY
ADJUSTING THE SOUND AND VISUAL
PARAMETERS OF A HOME THEATRE SYSTEM

Richard J. Jordan and Omar M. Ahmad, assignors to Harman
International Industries, Incorporated

22 August 2006 „Class 348Õ734…; filed 21 March 2001

Today it is possible to buy a self-equalizing loudspeaker that uses an
embedded computer to perform sophisticated acoustic tests and then carry
out appropriate electronic adjustments. This patent explains such a program

in detail and expands the concept to include detection and adjustment of
video parameters.—GLA

7,086,507

43.40.Tm CONTROLLABLE MAGNETO-
RHEOLOGICAL ELASTOMER VIBRATION
ISOLATOR

Gregory H. Hitchcock et al., assignors to The Board of Regents of
the University and Community College System of Nevada on
behalf of the University of Nevada, Reno

8 August 2006 „Class 188Õ267.2…; filed 12 May 2004

This patent describes several vibration isolator configurations that
make use of flexible elements which enclose a magneto-rheological elas-
tomer. Coils attached at suitable locations provide magnetic fields for ad-
justing the elastomer’s effective stiffness, thus controlling the stiffness of the
isolator.—EEU

7,093,815

43.40.Tm VIBRATION QUENCHING SUBSTRATE
FOR DIAGNOSTIC EQUIPMENT SUSCEPTIBLE
TO VIBRATIONS

Steven Patrick Stofiel, assignor to Hitachi Medical Systems
America, Incorporated

22 August 2006 „Class 248Õ633…; filed 29 October 2001

This patent pertains to vibration isolation of magnetic resonance im-
aging devices and similar equipment. The isolation system described here
consists of a structural under layer of reinforced concrete, an isolation layer
consisting of an array of elastomeric elements, and a relatively massive
reinforced concrete slab on which the device of concern is to be supported.
The whole arrangement is intended to be located in a depression in the floor
of the building that is to house the device, so that the base of the device is
even with the adjacent floor. Conductors are included in the underlayer to
provide electromagnetic shielding.—EEU
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7,086,509

43.40.Tm VIBRATION ISOLATOR WITH
ADJUSTABLE RESPONSE

John Cunningham, Saratoga Springs, New York and Robert E.
Roemer, Bolton, Massachusetts

8 August 2006 „Class 188Õ378…; filed 14 March 2002

This isolator consists in essence of a leaf spring that is supported at its
two ends, with a load application point in the middle. Several mechanism
designs are shown that use screw or cam arrangements to adjust the effective
length of the leaf spring, thus adjusting the stiffness of the isolator.—EEU

7,094,478

43.40.Tm MAGNETIC DAMPING

Kevin W. Griffey et al., assignors to Material Sciences
Corporation, Engineered Materials and Solutions Group,
Incorporated

22 August 2006 „Class 428Õ692.1…; filed 13 September 2002

This patent describes a viscoelastic damping system of the
constrained-layer type. In such a system, a viscoelastic material is sand-
wiched between two structural layers so that it dissipates energy as the result
of shear that is induced in it as the sandwich assembly is flexed. The novel
feature here is that one of the structural layers is of a magnetic material,
enabling the damping system to be attached easily to surfaces of ferromag-
netic structural elements.—EEU

7,097,723

43.50.Gf LIGHTWEIGHT ACOUSTIC AUTOMOTIVE
CARPET

Timothy J. Allison et al., assignors to Collins & Aikman Products
Company

29 August 2006 „Class 156Õ72…; filed 21 May 2004

Vehicle-floor-mat sound absorption is improved in production by
drawing air through woven backing 18 via vacuum rail 255. The backing is
coated with a polyethylene secondary layer heated to be flowable. Air drawn

through the backing causes the polyethylene coating to flow into the backing
weave, resulting in microscopic air channels whose air flow resistance im-
proves sound absorption.—AJC

7,088,828

43.50.Ki METHODS AND APPARATUS FOR
PROVIDING PRIVACY FOR A USER OF AN AUDIO
ELECTRONIC DEVICE

Richard W. Bradford and Philip Jacobs, assignors to Cisco
Technology, Incorporated

8 August 2006 „Class 381Õ71.1…; filed 13 April 2000

Active noise suppression technology has reached the stage where it
can be miniaturized and adapted to cellular telephones. In this version, an
additional sensing microphone and speech-canceling loudspeaker are incor-
porated into the handset. The normal ‘‘talk’’ signal is inverted, delayed, and
fed to the second loudspeaker to create an antispeech zone in the vicinity of

the user. A signal from the sensing microphone adjusts the delay dynami-
cally to maintain optimum acoustic cancellation. It is interesting to note that
the feedback feature is not mentioned in the abstract and appears as an
optional embodiment in the explanatory text, yet seems to be included in all
of the patent claims.—GLA

7,049,502

43.58.Hp MUSIC TUNER

Takeo Taku and Kousuke Higo, assignors to Korg, Incorporated
23 May 2006 „Class 84Õ454…; filed 24 October 2003

There are two innovations in this electronic tuner: First, it automati-
cally selects between microphone 27 and piezoelectric transducer 37 input
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based on the piezoelectric signal amplitude and, second, it clips onto an
instrument �think guitar neck�. The rest is as expected.—MK

7,093,487

43.58.Kr ANGULAR-RATE DETECTING APPARATUS

Yoichi Mochida, assignor to Murata Manufacturing Company,
Limited

22 August 2006 „Class 73Õ504.14…; filed in Japan 29 September
2003

Angular rate detection is accomplished by measuring the relative dis-
placement of vibrating masses acted upon by Coriolis forces. The masses
vibrate in the opposite direction while being rotated in the same direction;
therefore, the Coriolis forces act in the opposite direction on the respective
mass and the resulting relative displacement is proportional to the angular
rate. The vibrating masses are attached to a substrate which resonates.at its
natural frequency. This arrangement allows for stable and reliable angular
rate measurements.—DMD

7,092,882

43.60.Dh NOISE SUPPRESSION IN BEAM-
STEERED MICROPHONE ARRAY

Jon A. Arrowood and Michael S. Miller, assignors to NCR
Corporation

15 August 2006 „Class 704Õ233…; filed 6 December 2000

The patent discusses the use of traditional beam forming and modify-

ing techniques to isolate the source of speech of a patron using a self-service
kiosk, such as an ATM or general information station.—JME

7,088,831

43.60.Dh REAL-TIME AUDIO SOURCE SEPARATION
BY DELAY AND ATTENUATION COMPENSATION
IN THE TIME DOMAIN

Justinian Rosca et al., assignors to Siemens Corporate Research,
Incorporated

8 August 2006 „Class 381Õ92…; filed 6 December 2001

With the increase in hands-free automotive communications systems
we are seeing a proliferation of patents covering methods of isolating speech
signals from background noise in the cab of a vehicle. A common approach
is to use a microphone array from which both directional and level cues,

relative to a fixed source, can be determined. Further iterative and ‘‘learn-
ing’’ functions may then be applied to identify a given source. Most of the
patents seen thus far rely on this as a basic operating approach, along with
subtle refinements. This patent is typical.—JME

7,092,514

43.60.Dh AUDIBILITY ENHANCEMENT

Tönu Trump and Anders Eriksson, assignors to
Telefonaktiebolaget LM Ericsson „publ…

15 August 2006 „Class 379Õ390.03…; filed 25 February 2004

Prior art procedures for speech level and noise level estimation are
combined in this patent to create a method whereby a mobile phone handset
could automatically adjust the earspeaker gain of the far end transmission in
response to a noisy listener environment. The method here goes beyond
merely increasing the volume, however, as that would also increase the
‘‘side-tone’’ volume �from the listener’s own mouthpiece�, which would act
to increase the transmission of the environmental noise to the listener’s
ear.—SAF
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7,089,181

43.60.Qv ENHANCING THE INTELLIGIBILITY OF
RECEIVED SPEECH IN A NOISY ENVIRONMENT

Adoram Erell, assignor to Intel Corporation
8 August 2006 „Class 704Õ225…; filed 30 January 2002

A system is described which would allow mobile phones to better
adapt to noisy environments. The patent is brief and sketchy, but the general
idea is to provide an automatic gain control on a handset that would be
noise-sensitive, and which would eliminate the user’s desire to manually
turn up the speaker volume on their handset in a noisy setting.—SAF

7,071,230

43.64.Gz THERAPEUTIC USE OF D-METHIONINE
TO REDUCE THE TOXICITY OF NOISE

Kathleen C. M. Cambpell, assignor to Board of Trustees of
Southern Illinois University

4 July 2006 „Class 514Õ562…; filed 23 July 2001

The patent describes methods of chemically preventing or reducing
hearing or balance loss and damage to ear cells in patients who have been
exposed to toxic levels of noise. These methods consist of administrating an
effective amount of a methionine protective agent, such as D-methionine,
before, during, and/or after exposure to noise.—DRR

7,081,085

43 64.Wn EEG FEEDBACK CONTROLLED SOUND
THERAPY FOR TINNITUS

Erik Viirre et al., assignors to The Regents of the University of
California

25 July 2006 „Class 600Õ28…; filed 5 February 2002

This is an automated method for treating tinnitus by habituation
through the use of neurological feedback. It consists of connecting the pa-
tient through a headphone set to an electronic sound player which, in turn, is
connected to a PC work station presenting sound examples to the patient.
The patient can refine the sounds by manipulating a series of controls on the
player, thereby making an electronic recording of the sound in digital music
format, storing the recording in the computer, transferring the electronic
sound to the patient’s player, and generating an EEC signature of the pa-
tient’s brain activity in response to the presented sound.—DRR

7,089,176

43.66.Lj METHOD AND SYSTEM FOR INCREASING
AUDIO PERCEPTUAL TONE ALERTS

Marc Andre Boillot et al., assignors to Motorola, Incorporated
8 August 2006 „Class 704Õ200.1…; filed 27 March 2003

This patent starts out with a highly technical seven-page summary of
perceptual loudness theory. It then applies information about critical bands,
masking, and equal-loudness contours to the thorny problem of creating the
loudest possible pager alert signal while drawing the least amount of power.
Since different individuals have different hearing losses, the process in-

cludes determining the user’s audio profile and including this to create an
overall tonal sensitivity curve. Two or more tones are then generated, spaced
along a critical band scale. Assuming that a pager is always carried in a
predetermined location and that background noise is always negligible, it
just might work.—GLA

7,092,534

43.66.Lj METHOD AND SYSTEM FOR REDUCING
POP NOISE OF A SOUND BROADCASTING
INSTRUMENT

Yuhe Wang et al., assignors to VIA Telecom Company, Limited
15 August 2006 „Class 381Õ94.5…; filed 7 June 2004

In activities involving the routing of both analog and digital signal
sources, switching transients can often cause loud ‘‘clicks’’ or ‘‘pops’’ which

are bothersome to the end user. The patent describes a method for ‘‘ramping
up’’ signals so that these effects are minimized.—JME

7,088,839

43.66.Ts ACOUSTIC RECEIVER HAVING
IMPROVED MECHANICAL SUSPENSION

Onno Geschiere et al., assignors to Sonion Nederland B.V.
8 August 2006 „Class 381Õ368…; filed 3 April 2002

Several implementations are described of elastic suspension systems to
isolate hearing aid receiver vibrations from the outside casing. Electronics

are included within the receiver housing to convert an electric audio signal
to an acoustic output signal.—DAP
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7,092,543

43.66.Ts ONE-SIZE-FITS-ALL UNI-EAR HEARING
INSTRUMENT

Derek D. Mahoney et al., assignors to Sarnoff Corporation
15 August 2006 „Class 381Õ328…; filed 13 March 2000

A standard-size housing consisting of two half-shells joined together is
designed to fit into either the left or right ear of a hearing aid wearer. A soft

termination tip on the distal end of the hearing aid housing is intended to go
very deep into the ear canal. The hearing aid receiver can be housed in the
tip.—DAP

7,095,865

43.66.Yw AUDIO AMPLIFIER UNIT

Masaki Katayama and Hirofumi Onitsuka, assignors to Yamaha
Corporation

22 August 2006 „Class 381Õ309…; filed in Japan 4 February 2002

The abstract for this patent reads: ‘‘Face of a listener �user� is photo-
graphed by a CCD camera, and a face width and auricle size of the listener
are detected on the basis of the picture of the listener’s face. HRTFs ... are
calculated, using the detected face width and auricle size as head shape data
of the listener. Then, a filter process is performed by a DSP of a USB

amplifier unit so as to attain characteristics of the HRTFs, as a result of
which sound image localization of the rear loudspeakers can be achieved via
front loudspeakers.’’ Supporting data suggest that this can be carried out
with a fair degree of accuracy, thanks to what the authors refer to as the
‘‘measuring wizard!’’—JME

7,089,177

43.72.Ar SYSTEM AND METHOD FOR
CHARACTERIZING VOICED EXCITATIONS OF
SPEECH AND ACOUSTIC SIGNALS, REMOVING
ACOUSTIC NOISE FROM SPEECH, AND
SYNTHESIZING SPEECH

Greg C. Burnett et al., assignors to The Regents of the University
of California

8 August 2006 „Class 704Õ203…; filed 3 August 2005

This patent presents a mishmash of envisioned applications for a pre-
viously patented scheme of electromagnetic radar which can detect the cy-
cling of the vocal cords through the neck tissues. The ability to accurately
detect glottal opening and closing cycles is presented here as enhancing
other speech technologies such as noise removal and speech synthesis, with
several such applications briefly outlined. The only drawback appears to be
the EM sensing equipment itself, which requires the speaker’s neck to be in
close proximity to the transmitter and receiver of the EM waves.—SAF

7,092,881

43.72.Ar PARAMETRIC SPEECH CODEC FOR
REPRESENTING SYNTHETIC SPEECH IN
THE PRESENCE OF BACKGROUND NOISE

Joseph Gerard Aguilar et al., assignors to Lucent Technologies
Incorporated

15 August 2006 „Class 704Õ233…; filed 26 July 2000

This patent describes, in adequate detail, an improvement upon stan-
dard implementations of sinusoidal �also called harmonic� speech coding
and resynthesis. The major innovations appear to be �1� the modeling of
background noise along with the speech, and �2� the use of a multilayer
neural network to improve the voicing-dependent spectrum estimation that
is critical to the performance of sinusoidal speech coders.—SAF

7,089,182

43.72.Dv METHOD AND APPARATUS FOR
FEATURE DOMAIN JOINT CHANNEL AND
ADDITIVE NOISE COMPENSATION

Younes Souilmi et al., assignors to Matsushita Electric Industrial
Company, Limited

8 August 2006 „Class 704Õ234…; filed 15 March 2002

This patent describes an improvement on a recently patented ‘‘Jaco-
bian’’ approach to noise reduction in speech signals. The method to be
improved accomplishes the adaptive simultaneous reduction of additive and
convolutional signal noise by an approximation to the computationally ex-
pensive technique of parallel model combination, which is achieved by
means of Jacobian matrices of certain model parameters. This approximate
Jacobian method is known to perform poorly when test noise conditions are
considerably different from training conditions. The patent describes a way
of ameliorating this problem by a scheme of �linear or nonlinear� transfor-
mations applied to the matrices.—SAF

7,096,182

43.72.Dv COMMUNICATION SYSTEM NOISE
CANCELLATION POWER SIGNAL CALCULATION
TECHNIQUES

Ravi Chandran et al., assignors to Tellabs Operations,
Incorporated

22 August 2006 „Class 704Õ226…; filed 28 February 2003

This patent, though not grammatically titled, is written with a rare
attention to expository quality that makes it seem more like a published
scientific paper. The general idea involves improvements to the prior art of
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noise cancellation in speech using frequency-band decomposition and reas-
signment of band weights. The weighting factors are calculated by invoking
a sophisticated approach to the estimation of signal power and noise power
in each frequency band.—SAF

7,092,884

43.72.Fx METHOD OF NONVISUAL ENROLLMENT
FOR SPEECH RECOGNITION

James R. Lewis et al., assignors to International Business
Machines Corporation

15 August 2006 „Class 704Õ243…; filed 1 March 2002

Speaker-independent speech recognition software must undergo some
training speech, known as ‘‘enrollment,’’ from each new user in order to
perform to design specification. Normally, the user is asked to speak written
text presented through the computer’s visual interface. Here, an idea is pat-
ented for using an audio-only interface for enrollment, in which the user
would ‘‘shadow’’ �repeat as immediately as possible� the speech of a com-
puter speech synthesizer speaking the enrollment text.—SAF

6,990,449

43.72.Ja METHOD OF TRAINING A DIGITAL VOICE
LIBRARY TO ASSOCIATE SYLLABLE SPEECH
ITEMS WITH LITERAL TEXT SYLLABLES

Eliot M. Case, assignor to Qwest Communications International
Incorporated

24 January 2006 „Class 704Õ260…; filed 27 March 2001

This speech synthesis system is one of the ‘‘segment concatenation’’
type, but with the proviso that the segments should be as large as possible,
i.e., words, even phrases, whenever possible, and if �shudder� absolutely
necessary, possibly a syllable or two. The strategy is to store an immense
repertoire of natural speech units and to always find the most suitable unit
and seldom or never do any adjustment or adaptation. The only discussion
related at all to waveform or spectral details is a lengthy section on finding
the portions of consonants where cuts and joins could best be made. One
figure suggests that pitch patterns might be adapted or synthesized in some
way, but no detail is given as to how this might be done. Instead, ‘‘each item
in the digital voice library may be recorded in up to as many inflections as
present in the inflection table.’’ There is no estimate of the number of ter-
abytes required for this library.—DLR

6,990,450

43.72.Ja SYSTEM AND METHOD FOR CONVERTING
TEXT-TO-VOICE

Eliot M. Case et al., assignors to Qwest Communications
International Incorporated

24 January 2006 „Class 704Õ260…; filed 27 March 2001

This speech synthesis system is basically identical to that described in
United States Patent 6,990,449, reviewed above, but it has a more extensive
claims section, which spells out in greater detail the variety of recordings
which will be needed to accomplish the synthesis operations.—DLR

6,990,451

43.72.Ja METHOD AND APPARATUS FOR
RECORDING PROSODY FOR FULLY
CONCATENATED SPEECH

Eliot M. Case and Richard P. Phillips, assignors to Qwest
Communications International Incorporated

24 January 2006 „Class 704Õ260…; filed 1 June 2001

This speech synthesis system is basically identical to that described in
United States Patents 6,990,449 and 6,990,450, both reviewed above, but
now with emphasis on the recording process by which a suitable collection
of speech recordings would be obtained. Details presented here include in-
structions to the speaker �the ‘‘talent’’� by whose voice the desired collection
of recordings may best be accomplished.—DLR

6,993,484

43.72.Ja SPEECH SYNTHESIZING METHOD AND
APPARATUS

Masayuki Yamada et al., assignors to Canon Kabushiki Kaisha
31 January 2006 „Class 704Õ261…; filed in Japan 31 August 1998

The abstract of this speech synthesis patent describes the method using
an elaborate construction of phrases involving ‘‘amplitude altering magnifi-
cations of subphoneme units.’’ If this phrase is replaced by descriptions of

gain control of pitch periods, the patent becomes much easier to understand.
In fairness, it should also be said that the gain control is also applied to
unvoiced portions of the speech signal. From there, the rest is fairly cut and
dried.—DLR

7,089,186

43.72.Ja SPEECH INFORMATION PROCESSING
METHOD, APPARATUS AND STORAGE
MEDIUM PERFORMING SPEECH SYNTHESIS
BASED ON DURATIONS OF PHONEMES

Toshiaki Fukada, assignor to Canon Kabushiki Kaisha
8 August 2006 „Class 704Õ258…; filed in Japan 31 March 2000

The objective here is all about improving the prosody of a speech
synthesizer by computing the durations of phonemes that would be required
by the language in order to yield the most natural pronunciation. The pho-
neme durations are apparently supposed to be learned by the software using
various basic ad hoc �atheoretical� calculations, but there is limited detail
here.—SAF
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7,089,187

43.72.Ja VOICE SYNTHESIZING SYSTEM,
SEGMENT GENERATION APPARATUS FOR
GENERATING SEGMENTS FOR VOICE SYNTHESIS,
VOICE SYNTHESIZING METHOD AND
STORAGE MEDIUM STORING PROGRAM
THEREFOR

Reishi Kondo and Hiroaki Hattori, assignors to NEC Corporation
8 August 2006 „Class 704Õ267…; filed in Japan 27 September 2001

This inscrutable patent is written in poor English, but it attempts to
present a number of related methods for reducing the size of an acoustic
segment database employed in a speech synthesizer. The methods all invoke
the idea of storing or decompressing a smaller number of compressed seg-
ments than would actually be needed for high-quality synthesis, with various
ways suggested for calculating how to reuse previously decompressed and
cached acoustic segments during a synthesis output.—SAF

7,092,878

43.72.Ja SPEECH SYNTHESIS USING MULTI-MODE
CODING WITH A SPEECH SEGMENT
DICTIONARY

Masayuki Yamada, assignor to Canon Kabushiki Kaisha
15 August 2006 „Class 704Õ230…; filed in Japan 3 August 1999

This patent simply describes different versions of the idea of using
different speech coding qualities �and thus compression rates� for different
kinds of speech segments in a synthesizer. For example, some kinds of
segments could be encoded in 7-bit �-law, others in 8-bit �-law, and still
others could be stored ‘‘without encoding,’’ a notion that can only be inter-
preted to mean that one would resort to some default high-rate encoding like
16-bit PCM. The encoding decision would be made using a distortion
threshold.—SAF

7,095,314

43.72.Ja EVENT REPORTING SYSTEM WITH
CONVERSION OF LIGHT INDICATIONS
INTO VOICED SIGNALS

Jonathan T. Kemper, assignor to Directed Electronics,
Incorporated

22 August 2006 „Class 340Õ425.5…; filed 27 February 2004

The patent describes an idea whose time has surely come—using a
simple light-sensing and pattern-interpreting computer and speech synthe-
sizer to give voice to the light-blinking signals of security devices. In this
way, the processor detects the flashes of, say, a car alarm, ‘‘determines from
the look-up table that the sequence corresponds to a passenger compartment
violation, and loads from the memory a speech synthesis segment’’ such as
‘‘WARNING! DOOR HAS BEEN OPENED. CHECK PASSENGER COM-
PARTMENT FOR INTRUDERS.’’ ‘‘These are of course merely exemplary
events and announcements.’’—SAF

7,096,183

43.72.Ja CUSTOMIZING THE SPEAKING STYLE OF
A SPEECH SYNTHESIZER BASED ON
SEMANTIC ANALYSIS

Jean-Claude Junqua, assignor to Matsushita Electric Industrial
Company, Limited

22 August 2006 „Class 704Õ258…; filed 27 February 2002

This is one of those patents that lays claim to a pie in the sky and does
not offer any details. In a couple of pages, the author patents the notion of
modifying the speaking style of the speech synthesizer �by altering its pro-
sodic parameters somehow� according to the result of topic analysis of the
target text. For example, ‘‘if the topic is sports, then the speaking style of a
sportscaster may be used to render the input text.’’ One wonders: Has the
author ever heard a real speech synthesizer?—SAF

6,988,072

43.72.Ne CONTROLLING THE LISTENING
HORIZON OF AN AUTOMATIC SPEECH
RECOGNITION SYSTEM FOR USE IN HANDSFREE
CONVERSATIONAL DIALOGUE

Eric Horvitz, assignor to Microsoft Corporation
17 January 2006 „Class 704Õ275…; filed 7 July 2004

This patent deals with the issue of activating a speech recognition
system in the manner that a push-to-talk switch is sometimes used and, in
this case, trying to guess what the user wants to do next. The assumption is
that it would be undesirable for various reasons to keep the recognizer
operating all of the time. The scheme described here involves something
called a ‘‘listening horizon,’’ a time period during which the computer will
be listening for user input. The time period may be fixed or may be adjusted
depending on the conversational state or other factors. The patent goes on to
discuss various cases in which the horizon may be expanded, such as when
a reply is expected to a computer action, or when the dialog sequence would
indicate that a user utterance is expected. Other events that may extend the
horizon include filled pauses, such as ‘‘ummm,’’ ‘‘uhhh,’’ etc. Certain de-
finitive user inputs, such as ‘‘yes’’ or ‘‘no,’’ may abruptly terminate the
horizon.—DLR

6,990,445

43.72.Ne SYSTEM AND METHOD FOR SPEECH
RECOGNITION AND TRANSCRIPTION

Dung H. Ky, assignor to XL8 Systems, Incorporated
24 January 2006 „Class 704Õ235…; filed 17 December 2001

This patent proclaims the strategy of using syllable structure as a key
element of a speech recognition system. However, when it gets down to the
brass tacks, details are scarce. Several times, it is said that waveforms are
stored in a reference waveform library. ‘‘Waveform parameters such as am-
plitude, frequency, period, etc., are used in the comparison.’’ Elsewhere, it is
said that the syllables can easily be counted, such as for the five-syllable
phrase, ‘‘Hello, Joshua,’’ as seen in the figure. Word identification is to be
aided by counting the number of syllables in a word. But, this assumes that
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one can also easily find the word boundaries. How this is to be done is not
clarified.—DLR

6,993,483

43.72.Ne METHOD AND APPARATUS FOR SPEECH
RECOGNITION WHICH IS ROBUST TO
MISSING SPEECH DATA

Benjamin P. Milner, assignor to British Telecommunications
public limited company

31 January 2006 „Class 704Õ236…; filed in the European Patent
Office 2 November 1999

This speech recognition system is designed for use in a network envi-
ronment in which spectral analysis packets in the form of feature vectors
would be transmitted from the speech collection point to recognizer soft-
ware running in a server. The emphasis here is on a method of interpolating

between the feature vectors such that data may be filled in to bridge across
the gap in the case of missing data packets. The system is designed around
the widely used Mel-frequency cepstral coding �MFCC� method, and the
vector interpolation takes place in this coding domain.—DLR

7,089,178

43.72.Ne MULTISTREAM NETWORK FEATURE
PROCESSING FOR A DISTRIBUTED
SPEECH RECOGNITION SYSTEM

Harinath Garudadri et al., assignors to Qualcomm Incorporated
8 August 2006 „Class 704Õ205…; filed 30 April 2002

A method for processing, transmitting, receiving, and decoding speech
separates and independently processes high-frequency �e.g., �4 kHz� and
low-frequency components of the signal. Extracted features are transmitted
with optional compression to a network using a cepstral stream, a nonlinear
neural network stream, and a multiband temporal-pattern architecture
stream.—DAP

7,092,887

43.72.Ne METHOD OF PERFORMING SPEECH
RECOGNITION ACROSS A NETWORK

Todd F. Mozer and Forrest S. Mozer, assignors to Sensory,
Incorporated

15 August 2006 „Class 704Õ270.1…; filed 15 October 2003

A speaker-independent recognition engine is incorporated in a base
unit such as a CD player, computer, telephone, video game, or TV set. An
external medium, such as a CD or video game cartridge, is connected to the

base unit and interactively provides different data sets in two download
steps for the recognition engine to recognize a spoken utterance from a
limited set of utterances.—DAP

7,076,035

43.75.Bc METHODS FOR PROVIDING ON-HOLD
MUSIC USING AUTO-COMPOSITION

Alan R. Loudermilk, assignor to MediaLab Solutions LLC
11 July 2006 „Class 379Õ101.01…; filed 4 January 2002

Can anything beat the experience of being on hold and listening to the
same music theme over and over �and over� again? So, why not use a
pseudorandom noise generator to control a simple composition algorithm?
The inventor could have augmented his idea by using genre selection to
change the rules �‘‘Press 1 for jazz, 2 for baroque...’’� but he did not. MIDI
output is proposed so one supposes performance nuance is not on the
agenda.—MK

7,078,609

43.75.Bc INTERACTIVE DIGITAL MUSIC
RECORDER AND PLAYER

Alain Georges, assignor to MediaLab Solutions LLC
18 July 2006 „Class 84Õ645…; filed in France 19 October 1999

At issue is how to assist naive, untrained users in the composition of
musical pieces. This kitchen sink proposal mixes digital-audio media players
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with a MIDI synthesizer with automatic composition algorithms �completely
unspecified� with an FM radio receiver. This hodgepodge has a user inter-
face, which is the only aspect described in any detail.—MK

7,078,605

43.75.Fg INVERSELY PROPORTIONED
MOUTHPIECES

Robert Worth Love, Englewood, Ohio
18 July 2006 „Class 84Õ398…; filed 8 December 2003

Brass mouthpiece patents are unusual. In this one, the inventor pro-
poses using his ‘‘principle of inverse proportionality.’’ He says that �1�
mouthpiece length is inversely proportional to the cup volume and �2� total
air volume is constant with length as a design variable. Using these prin-
ciples, the patent describes a number of related brass mouthpieces.—MK

7,074,995

43.75.Hi UNIQUE SOUNDING DRUM

Yaser K. Barakat, Roanoke, Virginia
11 July 2006 „Class 84Õ411 R…; filed 1 July 2004

It is not at all clear from the writing why this goblet drum should
sound ‘‘unique,’’ as the inventor claims. Perhaps our hint is the ‘‘interior

chamber with a plurality of scratchings on it, which provide the drum as-
sembly with a clearer sound and voice.’’ Which means what?—MK

7,045,697

43.75.Kk ELECTRONIC TAMBOURINE

Gina Covello and H. Edward Vega, both of Farmingville, New
York

16 May 2006 „Class 84Õ418…; filed 8 October 2004

The inventors propose augmenting a tambourine by adding a MIDI
port 24. They appear to be confused by calling 22 a ‘‘MIDI sensor’’—they

do not seem to realize that audio is not MIDI and so the needed power-
conversion apparatus is missing.—MK

7,049,503

43.75.Tv HYBRID WIND INSTRUMENT
SELECTIVELY PRODUCING ACOUSTIC TONES
AND ELECTRIC TONES AND ELECTRONIC
SYSTEM USED THEREIN

Naoyuki Onozawa and Kazuhiro Fujita, assignors to Yamaha
Corporation

23 May 2006 „Class 84Õ723…; filed in Japan 31 March 2004

The Yamaha WX-7 was a very successful electronic clarinet: it used a
velocity sensor mouthpiece and electronic switches to create a MIDI stream
suitable for input to a MIDI synthesizer. In this update, Yamaha creates an

electronic saxophone. The most interesting aspect is the ‘‘tounging
sensor’’—an infrared light is radiated back toward the player’s tongue and is
then sensed. The ability to control reed vibration by biting on the reed is not
addressed.—MK
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7,045,700

43.75.Wx METHOD AND APPARATUS FOR
PLAYING A DIGITAL MUSIC FILE BASED ON
RESOURCE AVAILABILITY

Matti S. Hämäläinen and Timo Kosonen, assignors to Nokia
Corporation

16 May 2006 „Class 84Õ645…; filed 16 April 2004

It is well known that MIDI output devices have a limit to the maxi-
mum number of simultaneously sounding voices. A given MIDI file may
exceed the maximum available, which mandates choosing a voice to delete.
The question is, which voice should be muted? The complete algorithm is
given inside the patent body, so it is possible to verify that the idea is
reasonable.—MK

7,070,570

43.80.Qf METHOD AND MEANS OF
PHYSIOLOGICAL MONITORING USING
SONIFICATION

Penelope Margaret Sanderson, St. Lucia and Marcus Watson,
Sherwood, both of Australia

4 July 2006 „Class 600Õ532…; filed in Australia 29 August 2001

This respiratory sonification system monitors a patient’s respiration
and uses a capnometric process for measuring carbon dioxide concentra-
tions. A flowmeter measures gas flow and volume of gas. All of these mea-
sures are processed into digital information, which is sent into a sound-

system synthesizer where it is synthesized as audio output. In this manner,
changes in respiratory flow during inhalation and exhalation, changes in end
tidal carbon dioxide �ETCO2� concentrations, and cumulative tidal volume
�cumVt� of the patient can be represented as changes in synthesized sound
heard through a loudspeaker, headphone, or earpiece.—DRR

7,074,188

43.80.Qf SYSTEM AND METHOD OF
CHARACTERIZING VASCULAR TISSUE

Anuja Nair et al., assignors to The Cleveland Clinic Foundation
11 July 2006 „Class 600Õ443…; filed 25 August 2003

This device provides a method of using backscattered data together
with known parameters to characterize vascular tissue. An ultrasonic device
�e.g., an intravascular ultrasound �IVUS� console and catheter� is used to
acquire rf backscattered data �i.e., IVUS data� from a blood vessel. For
example, a transducer may be attached to the end of a catheter and carefully
maneuvered through the patient’s body to a point of interest. The transducer
is then pulsed to acquire echoes or backscattered signals reflected from the

tissue of the vascular object. The IVUS data are then transmitted to the
computing device and used �either by the computing device or the IVUS
console� to generate an IVUS image.—DRR

7,077,815

43.80.Qf METHOD FOR TREATING BODY TISSUE
DISEASE WITH ACOUSTIC WAVES

Alphonse Cassone, Las Vegas, Nevada
18 July 2006 „Class 601Õ47…; filed 19 July 2000

This is a rather simplistic and somewhat dubious method for treating
inflammatory musculoskleletal connective tissue disorders by exposing the
patient to acoustic waves from a transducer immersed in liquid. The patient

is preferably placed between 1 and 20 feet from the wave source and is
exposed to waves at a frequency of about 600 Hz for approximately 25
min.—DRR

7,082,330

43.80.Qf IMPLANTABLE MEDICAL DEVICE
EMPLOYING SONOMICROMETER OUTPUT
SIGNALS FOR DETECTION AND MEASUREMENT
OF CARDIAC MECHANICAL FUNCTION

Robert W. Stadler et al., assignors to Medtronic, Incorporated
25 July 2006 „Class 607Õ17…; filed 24 March 2004

This is a system for detecting mechanical heart function and measuring
mechanical heart performance of the upper and lower, left and right heart
chambers. The use of a dimension sensor allows this to be done without
intruding into the left heart chamber. The dimension sensor includes at least
one sonomicrometer piezoelectric crystal mounted to a lead body implanted
into or in relation to one heart chamber that operates as an ultrasound trans-

692 692J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Reviews of Acoustical Patents



mitter when a drive signal is applied to it. At least one other sonomicrometer
crystal mounted to a second lead body implanted into or in relation to a
second heart chamber operates as an ultrasound receiver.—DRR

7,083,778

43.80.Qf ULTRASOUND CONTRAST AGENTS AND
METHODS OF MAKING AND USING THEM

Michel Schneider et al., assignors to Bracco International B.V.
1 August 2006 „Class 424Õ9.52…; filed 12 March 2003

These contrast agents entail gas- or air-filled microbubble suspensions
in aqueous phases usable as contrast imaging contrast agents in ultrasonic
echography. They contain surfactants and, optionally, hydrophilic stabiliz-
ers. The surfactants may be in the form of liposomes. Methods of making
them are also described in the patent.—DRR

7,087,022

43.80.Qf 3D ULTRASOUND-BASED INSTRUMENT
FOR NON-INVASIVE MEASUREMENT OF
AMNIOTIC FLUID VOLUME

Vikram Chalana et al., assignors to Diagnostic Ultrasound
Corporation

8 August 2006 „Class 600Õ449…; filed 5 November 2003

Disclosure is made for a handheld ultrasound instrument for noninva-
sively and automatically measuring amniotic fluid volume in the uterus with
minimal operator intervention. Through the use of a 2D image-processing
algorithm, the instrument provides automatic feedback to the user about

where to acquire the 3D image set. The user acquires one or more 3D data
sets covering all the amniotic fluid in the uterus, and these data are then
processed using an optimized 3D algorithm to output the total amniotic fluid
volume correction for any fetal brain volume contributions.—DRR

7,078,015

43.80.Sh ULTRASOUND IMAGING AND
TREATMENT

Evan C. Unger, assignor to ImaRx Therapeutics, Incorporated
18 July 2006 „Class 424Õ9.52…; filed 8 November 2004

A description is given of the methods and apparatus for preparing
temperature-elevated, activated, gaseous-precursor-filled liposomes. The li-
posomes prepared by these methods are particularly useful, for example, in
ultrasonic imaging applications and in therapeutic drug delivery systems.
Gas, gaseous precursors, and perfluorocarbons are presented as novel poten-
tiators for ultrasonic hyperthermia. These materials, which may be intersti-
tially administered into the vasculature or into any body cavity, are designed
to accumulate in cancerous and diseased tissues. When therapeutic ultra-
sonic energy is applied to the diseased region, heating is increased because
of the greater effectiveness of sound energy absorption by these agents.—
DRR

7,079,659

43.80.Sh SOUND GENERATING APPARATUS AND
METHOD, SOUND GENERATING SPACE AND
SOUND, EACH PROVIDED FOR SIGNIFICANTLY
INCREASING CEREBRAL BLOOD FLOWS
OF PERSONS

Tsutomu Oohashi et al., assignors to Advanced
Telecommunications Research Institute International

18 July 2006 „Class 381Õ98…; filed in Japan 26 March 1996

In a sound-generating apparatus, a sound is generated which has a
frequency within a first frequency range beyond a predetermined audio fre-
quency range and up to a predetermined maximum frequency, and which is
nonstationary so as to change in a microtemporal area in a second frequency

range beyond 10 kHz. The generated sound is then applied to the patient,
thereby increasing cerebral blood flows. This is said to cause improvement
and enhancement of the person’s state of mind and body, so as to relieve
stresses, thereby causing the patient to relax.—DRR

7,087,020

43.80.Vj ULTRASOUND IMAGE RECONSTRUCTION
WITH RECEIVE APERTURE CONTROL

Ching-Hua Chou et al., assignors to Zonare Medical Systems,
Incorporated

8 August 2006 „Class 600Õ437…; filed 31 January 2005

The number of signals in a receive aperture is compared to the number
of signals desired for beam formation. If the number of aperture signals is
less than or equal to the number of signals desired for beam formation, all of
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the aperture signals are used for beam formation. Otherwise, the aperture
signals are processed to reduce the number of signals to the number desired
for beam formation. The size of the desired receive aperture may be based
on the direction or depth of a region of interest.—RCW

7,090,640

43.80.Vj SYSTEM AND METHOD FOR AUTOMATIC
DETERMINATION OF A REGION OF INTEREST
WITHIN AN IMAGE

Jacques Dov Barth et al., assignors to Q-Vision
15 August 2006 „Class 600Õ443…; filed 12 November 2003

The analysis of an ultrasonic image of a carotid artery is automated to
identify a region of interest in a selected frame by searching for parallel
boundaries of the carotid artery—RCW

7,090,641

43.80.Vj ULTRASOUND IMAGE FOCUSING
METHOD AND RELATIVE ULTRASOUND SYSTEM

Elena Biagi et al., assignors to Actis Active Sensors S.r.l.
15 August 2006 „Class 600Õ443…; filed in Italy 22 November 2002

Coherently demodulated signals received from elements of a linear
array are Fourier transformed in the depth dimension, compensated for
depth, inverse Fourier transformed in the depth dimension, Fourier trans-
formed in the transverse direction, remapped, compensated in the transverse
direction, and inverse Fourier transformed in the transverse direction to
obtain an image with focusing.—RCW

7,090,642

43.80.Vj ULTRASONIC TRANSMITTING AND
RECEIVING APPARATUS AND ULTRASONIC
TRANSMITTING AND RECEIVING METHOD

Yoshiaki Satoh, assignor to Fuji Photo Film Company, Limited
15 August 2006 „Class 600Õ447…; filed in Japan 30 September 2002

Sparse combinations of elements in a 2D ultrasonic array are used to
form transmit and receive beam patterns that have reduced sidelobes in the
product of transmit and receive beam patterns.—RCW

7,090,643

43.80.Vj ULTRASONIC IMAGING DEVICE. SYSTEM
AND METHOD OF USE
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I. PREFACE

The first incarnation of this review paper appeared in
1995 as a Report of the Applied Physics Laboratory of John
Hopkins University.1 It was planned then to continue work-
ing on the material and publish it in a refereed journal. Un-
fortunately, these plans were frozen when one of the authors
and the actual initiator of this project, Professor John Apel,
passed away.

Recently, we received a suggestion to publish this mate-
rial in The Journal of the Acoustical Society of America,
with the motivation being that the acoustical monitoring of
internal solitary waves had become one of the leading topics
in acoustical oceanography. We agreed, realizing that both
the theory and observations of internal solitons have pro-
gressed enormously since 1995. Thus, along with preserving
most of the previous material of the paper, we tried to update
it in order to reflect, at least briefly, the main new results in
the area. This took another few years, and while doing that,
we had to restrict ourselves in adding too many new parts;
otherwise the text threatened to grow out of our control. As a
result, the basic material and older results are still repre-

sented more comprehensively than the results of the last
8–10 years. Still we hope that, first, we managed to con-
cisely present or at least mention most of the important new
achievements and, second, that such an imbalance is not im-
portant to acousticians and other professionals who are not
directly involved in ocean hydrodynamics. On the other
hand, for those who are involved in physical oceanography,
the paper can give some useful information regarding the
present status of the problem and also the corresponding ref-
erences. All this seems worth the effort due to the richness of
the topic. Indeed, the internal solitary waves are arguably the
most ubiquitously observed type of solitons in geophysics,
and they affect many important oceanic processes, especially
in the coastal zones. As a result, their studies by various
means, including acoustic ones, is an exciting enterprise.

Due to journal space restrictions, this report is being
presented here in a significantly abbreviated version. In par-
ticular, this concerns the reference list in which we had to
restrict ourselves by those publications, from which the
equations and figures were shown in the text below, plus a
few books and reviews of a general character. The expanded
text, with more figures and a full list of references has been
published recently as a WHOI Technical Report.a�Deceased.
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II. INTRODUCTION AND OVERVIEW

It has been known for over a century that in the island
archipelagos of the Far East there are occasionally seen on
the surface of the sea long, isolated stripes of highly agitated
features that are defined by audibly breaking waves and
white water. These features propagate past vessels at speeds
that are at times in excess of two knots; they are not usually
associated with any nearby bottom feature to which one
might attribute their origin, but are indeed often seen in quite
deep water. In the nautical literature and charts, they are
sometimes identified as “tide rips.” In Arctic and sub-Arctic
regions, especially near the mouths of fjords or river flows
into the sea, analogous phenomena of lower intensity are
known, dating back perhaps even to the Roman reports of
“sticky water,” but certainly a recognized phenomenon since
Viking times.

It is now understood that many of these features are
surface manifestations of internal gravity waves, sometimes
only weakly nonlinear but quite often highly nonlinear exci-
tations in the form of “solitary waves” or “solitons.”2 Their
soliton-like nature �steady propagation, preserving shape�
has only relatively recently been established, with two of us
rhetorically questioning in 1989 whether internal solitons ac-
tually exist in the ocean.3 Now it is a widely accepted view
that they �or at least structures close to solitary waves� exist
as ubiquitous features in the upper ocean, and that they may
be seen at scores of locations around the globe with a wide
variety of in situ and remote sensors.

This paper sets forth �a� the basic theoretical formula-
tions and characteristics of solitons in a stratified, sheared,
rotating fluid and �b� some of the observational and experi-
mental evidence for their existence.

Isolated nonlinear surface waves of great durability were
first reported propagating in a shallow, unstratified Scottish
canal by Scott Russell in 1838 and 1844, but their correct
theoretical description was offered much later, in 1870s by
Boussinesq and Rayleigh and in 1895 by Korteweg and de
Vries. More recent reviews have set forth many of the inter-
esting characteristics of solitons in general, such as their abil-
ity to preserve shapes and amplitudes upon interaction, as
elastic particles do.4

Recognition of the nonlinear and, more specifically, the
solitary character of oceanic internal waves on continental
shelf waters appears to have first been made in the 1960s and
early 1970s in the experiments by Lee, Ziegenbein, Halpern,
and others, and extensive investigations into the phenom-
enon have since been made by many groups of workers. The
bibliography includes references to these works that will be
cited later in their proper contexts. A number of experimental
data concerning internal wave �IW� solitons in the ocean
may be found in, e.g., Ostrovsky and Stepanyants,5 Apel,6

and later in Duda and Farmer;7 see also the Internet Atlas of
internal solitons.8

The creation of solitons relies on the existence of both
intrinsic dispersion and nonlinearity in the medium. If,
through nonlinear effects, the speed of the wave increases
depending on the local displacement, the long wave �simple
wave� steepens toward a shock-like condition. In a dispersive

system, however, unlike in nondispersive acoustics, this
shock formation is resisted by dispersion, i.e., the difference
between phase velocities of the various Fourier components
making up the wave, which tends to broaden the steepening
fronts. A soliton then represents a balance between these two
factors, with a wave of permanent shape resulting that propa-
gates at a speed dependent on its amplitude, the layer depths,
and the density contrast, among other factors. In many cases,
a soliton train �a “solibore”� is formed rather than a single
soliton.

This simple picture, although providing a conceptual
framework for discussing solitons, must be enriched by a
more thorough theoretical treatment of the many facets of
solitary waves.

In the recent years, the “family” of observed internal
solitary waves has been significantly extended, and to ad-
dress this and other issues, a special workshop on internal
solitary waves was held in 1998.7 New observations have
confirmed that internal solitary waves in coastal zones are
often strongly nonlinear, so that the most usable weakly non-
linear theoretical models fail to describe them adequately.

The atmosphere also supports nonlinear internal waves,
most notably the lee-wave/lenticular cloud phenomenon
found downwind of sharp gradients in mountain ranges; we
do not discuss atmospheric internal waves here, however.

The practical importance of IWs is evident, as strong
IWs can provide an intensive mixing in both the upper ocean
and in shallow areas, can affect biological processes, as well
as radar signals, play a role in underwater acoustics and un-
derwater navigation, etc. Military aspects of the problem
seem to be of interest as well; apart from the seemingly
anecdotal information circulated in 1970s on the IW role in
submarine catastrophes, it should be noted that some recent
publications have been supported under Naval auspices �see,
e.g., the materials of the aforementioned workshop7�.

We shall concentrate on internal solitons in the sea, with
Sec. III developing the theoretical aspects, Sec. IV giving a
summary of observational data �in situ and remote�, and their
discussion. Finally, Sec. V briefly outlines the impact of in-
ternal solitons on acoustic waves. Note that in the September
issue of “Chaos” for 2005, a review of laboratory experi-
ments with internal solitary waves is published5 so that we
omit this important issue here.

III. THEORETICAL MODELS

A. Basic equations

The description of internal gravity waves in water is, in
general, based on the equations of hydrodynamics for an
incompressible, stratified fluid in a gravity field

�� �U

�t
+ �U · ��U� + �p + ��f� U� = − �g , �1�

��

�t
+ �U · ��� = 0, �2�
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� · U = 0. �3�

Here the basic variables are U= �u ,v ,w� is the fluid velocity
vector �w is its vertical component�, p is the fluid pressure, �
is its density, g is the gravitational acceleration, and f is the
Earth’s angular frequency vector.

In the ocean, the static density variations are very small,
typically less than 1%. This enables one to somewhat sim-
plify the problem by using the Boussinesq approximation.
Let us represent the density field �=�0+�� as the sum of a
large, equilibrium, depth-dependent part �0�z�, and a small
variable part ���r , t�, where r= �x ,y ,z� is the position coor-
dinate, with x and y lying in the horizontal plane, and z
directed upward. According to Boussineq approximation,
vertical variations of the static density, �0�z�, are neglected in
all terms except the buoyancy term proportional to d�0 /dz
which is, in fact, responsible for the existence of internal
waves. Boundary conditions of zero vertical displacement
are applied at the bottom, z=−H, and at the horizontal sur-
face z=0 that corresponds to the unperturbed water surface,
�the “rigid lid” approximation, an analog of Boussinesq ap-
proximation for the boundary condition�.

The hydrodynamical equations written in the Boussinesq
approximation and its ancillary relationships then have the
forms

� · u +
�w

�z
= 0, �4�

�0
�u

�t
+ �p� + �0�f� u� = − ��0w

�u

�z
+ �0�u · ��u� � s1,

�5�

���

�t
+ w

d�0

dz
= − �w

���

�z
+ �u · ����� � s2, �6�

�p�

�z
+ g�� = − �0�w

�w

�z
+ �u · ��w� − �0

�w

�t
� s3. �7�

Here the variables are u= �u ,v� is the horizontal fluid veloc-
ity vector; w is its vertical component; p� is the fluid pres-
sure perturbation; f =2� sin � is the so-called Coriolis pa-
rameter or radian frequency; �� is the geographic latitude
and � is the angular velocity of the Earth’ rotation�,9 and
� is now the two-dimensional gradient operator acting on
the horizontal plane �x ,y�. For the derivation of these re-
lationships see, e.g., Phillips10 and Miropol’sky.11

B. Shallow-water models

Most of the studies devoted to internal solitons deal with
moderate-amplitude waves for which the velocity variations
in the wave are small compared with the wave phase veloc-
ity; this permits us to take into account only linear and qua-
dratic terms in the theory. It is also typically supposed that
the characteristic horizontal scale of the wave is large com-
pared with either the depth of the basin or the thickness of
the layers where the perturbation mode is localized. In other
words, dispersion and nonlinearity are relatively small and
comparable in magnitude. These restrictions mean that the

right-hand parts of the previous equations specified as s1,2,3

are small, which permits one to use perturbation theory.12 We
begin from this approximation, keeping in mind that strongly
nonlinear processes also exist in the oceans, and they will be
addressed further in this paper.

Let us represent the solution for the vertical velocity
component, w, and horizontal velocity vector, u, by an ex-
pansion in eigenmodes

w = �
m=1

�

Wm�z�wm�x,y,t�, u = �
m=1

�

Cm
dWm

dz
Um�x,y,t� ,

�8�

and similarly for other variables. Vertical displacement of
the isopycnal surfaces �those of equal density� is given by
��x ,y ,z , t�=�m=1

� �m�x ,y , t�Wm�z�. Here Cm are constants.
The orthogonal eigenfunctions Wm satisfy the boundary-
value problem in the linear, nondispersive approximation

d2W

dz2 +
N2�z�

c2 W = 0, �9�

with boundary conditions W�0�=W�−H�=0. From this, the
eigenvalues c=cm and the eigenfunctions Wm can be found;
note that cm has the meaning of a long-wave velocity for
each internal mode. The important quantity

N�z� =	−
g

�0

d�0

dz
�10�

is the Brunt–Väisälä or buoyancy frequency, the rate at
which a stably stratified column of water oscillates under the
combined influence of gravity and buoyancy forces.

Two simple cases are often considered for the modal
problem. The first is the case N=constant, which occurs
when the function �0�z� is an exponential. For small density
variations, this exponential function can be considered as a
linear one. In this case W�z� is a harmonic function, and c
=cm
NH /m�, where m=1,2 , . . .. From here it follows that
the first mode is the fastest.

Another very useful model, which will be often consid-
ered below, is a fluid consisting of two layers, with upper
layer having thickness h1 and density �1, and the lower one,
of thickness h2=H−h1 and density �2	�1. This models a
sharp jump of the density, a pycnocline, typical of many
areas of the ocean. Again, the density difference, 
�=�2

−�1, is supposed small, 
���1,2. In this case, only one in-
ternal mode exists and has the following long-wave speed:

c =	g
�

�av

h1h2

h1 + h2
, �11�

where �av= 1 � 2 ��1+�2� is the mean density of the fluid.
In the general case, after solving Eq. �9�, approximate

equations describing the dependence of physical values on x,
y, and t in long waves can be derived with the use of differ-
ent perturbation schemes. Here we briefly describe a rather
general model suggested by Ostrovsky,13 that reduces the
problem to the solution of a system of coupled evolution
equations in a form analogous to the Boussinesq equations
�which should not be confused with the Boussinesq approxi-
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mation� for long, weakly nonlinear surface waves. A variable
� is used that characterizes the vertical displacement of an
isopycnal surface from their equilibrium levels. In the ab-
sence of any resonance interactions, each mode can be con-
sidered as independent, which yields the following system:

��

�t
+ H��U� +



2
�� · �U� = 0, �12�

�U

�t
+

c2

H
� � + �f� U��1 −

�

2H
�

+ ��U � �U −
1

2H

���U�
�t

� + DH �
�2�

�t2 = 0. �13�

Here  and D are nondimensional parameters describing
nonlinearity and high-frequency dispersion, respectively. For
each mode, they are determined by

 =
H

Q


−H

0 �dW

dz
�3

dz, D =
1

H2Q


−H

0

W2dz ,

Q = 
−H

0 �dW

dz
�2

dz . �14�

Equations �12� and �13� are the extensions of the Bouss-
inesq equations, well known for surface waves, to the inter-
nal modes. A known peculiarity should be noted here: for the
case of N�z�=const, the nonlinear parameter  is zero, so
that the nonlinearity vanishes in these equations, and reveals
itself only in either the next �cubic� approximation or by
going beyond the Boussinesq and/or rigid lid approxima-
tions.

At small nonlinearity, only a weak mode coupling exists,
that usually leads to small corrections to the shape of the
soliton and to its velocity, as long as there is no resonant
coupling between different modes, such as occurs, for in-
stance, when their phase velocities are close to one another.
If the latter is not the case, one may consider each mode
separately. Note, however, that at more complex density pro-
files, several resonantly coupled modes must be included in
these equations.

It is interesting that the system �12� and �13�, which here
describes internal wave modes, is also applicable to long-
wavelength Rossby �or planetary/potential vorticity� waves
that exist when the Coriolis parameter f depends on the hori-
zontal coordinate y �the latitude� via f � f0+�y. In this case,
� describes the variation of Coriolis frequency with latitude
��-plane approximation�.

1. The Korteweg–de Vries equation

Let us first examine the well-investigated case of inter-
nal waves propagating in an arbitrarily stratified but nonro-
tating fluid, thus taking f =0. Suppose that the associated
linear eigenvalue problem has already been solved and that
the modal speeds cm are known. Let us now take into account
small dispersion and small nonlinearity. Then for one-
dimensional progressive waves propagating in the positive
direction of axis x, the classical Korteweg–de Vries equation

widely discussed in literature �see, e.g., Whitham,14

Miropol’sky,11 Ablowitz and Segur4� readily follows from
the Boussinesq set of equations

��

�t
+ c

��

�x
+ ��

��

�x
+ �

�3�

�x3 = 0, �15�

the rescaled nonlinear and dispersion parameters �� and �,
respectively� are

� =
3c

2H
, � =

cDH2

2
�16�

with  and D given by Eq. �14�. The important quantities �
and � are known as environmental parameters and incorpo-
rate the effects of buoyancy �density stratification�, shear
currents in general �see below� and depth via their effects on
the eigenfunction profiles, W�z�.

The well-known solitary solution to Eq. �15� is

��x,t� = �0 sech2 x − Vt

�
, �17�

the nonlinear velocity V and the characteristic width � of this
soliton being related to the linear speed c and the amplitude
of the displacement �0 by

V = c +
��0

3
, �2 =

12�

��0
. �18�

The dispersion parameter � is always positive for oce-
anic gravity waves �although for capillary waves on a surface
of thin liquid films, this parameter may be negative�. The
sign of the nonlinear parameter � may be both positive and
negative. The combination of parameters � and � determines
the soliton polarity; namely, the sign of �0 is such that �2 in
Eq. �18� is positive. Thus, if � is negative, so will be �0, i.e.,
the soliton is a wave of isopycnal depression. This appears to
be the usual case where a shallow pycnocline overlies deeper
water. However, in shallow seas with strong mixing, the re-
verse situation may occur, with the pycnocline being located
near the bottom. In this case � and �0 are both positive.

Let us consider the aforementioned two-layer model
where ��z�=�1 for 0	z	−h1 and ��z�=�2	�1 for −h1	z
	−H. In this case we have

c = �g��2 − �1�h1h2

�2h1 + �1h2
�1/2

� �g
�

�av

h1h2

h1 + h2
�1/2

, �19�

� =
3c

2h1h2

�2h1
2 − �1h2

2

�2h1 + �1h2
�

3

2
c

h1 − h2

h1h2
, �20�

� =
ch1h2

6

�1h1 + �2h2

�2h1 + �1h2
�

ch1h2

6
. �21�

The relations on the right are valid for the ocean, where 
�
=�2−�1 is always small. As seen from Eq. �20�, solitons
propagating on a thin upper layer over a deeper lower layer
are always negative, i.e., depressions, whereas solitons riding
on near-bottom layers are elevations.15

The one-dimensional KdV Eq. �15� can be derived di-
rectly from the hydrodynamic Eqs. �4�–�7� in their two-
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dimensional form �see, e.g., Grimshaw et al.16 and references
therein�. However, the Boussinesq-type Eq. �12� and �13�
have their own value. They are valid for arbitrary stratifica-
tion and also allow various generalizations of the KdV equa-
tion, such as the Kadomtsev–Petviashvili equation shown be-
low.

The KdV equation belongs to the class of completely
integrable systems. It was a subject of intense study during
the past five or so decades. Currently it is one of the most
thoroughly studied nonlinear equations, and we shall not go
into details which can be easily found in numerous books
and reviews �see, e.g., Whitham,14 Ablowitz and Segur4�.
Rather, we will just list a few salient points of interest. Note
first that it belongs to the class of exactly integrable equa-
tions for which an infinite set of integrals of motion exists. A
remarkable process worth noting is the interaction of KdV
solitons, from which they escape unchanged, similar to two
colliding rigid particles, only acquiring an additional delay
�phase shift� at a given distance �hence, the name of soliton�.
Another important feature of the KdV equation is that soli-
tons can arise from arbitrary localized perturbations having
the same polarity as a soliton. Moreover, if the “mass” of an
initial perturbation, M =�−�

� ��x , t�dx, is nonzero and its sign
coincides with the soliton polarity, at least one soliton will
emerge, even for a small-amplitude and small-width pertur-
bation. In particular, an initial delta impulse, ��x ,0�
=�0
�x�, where 
�x� is Dirac delta-function, always evolves
into one soliton followed by a dispersive “tail.”4 Perturba-
tions with the opposite sign of mass never generate solitons
but rather disperse into a long oscillatory wave train, whose
amplitude eventually tends to zero. The number and param-
eters of solitons produced by an initial pulse can be calcu-
lated exactly by the inverse scattering method or evaluated
approximately by means of perturbation techniques �see,
e.g., Ablowitz and Segur4�. The result depends on the value
of the Ursell parameter, Ur=�A0L0

2 /�, where A0 and L0 are
the amplitude and characteristic width of the initial perturba-
tion, respectively.17 Some examples of experimental observa-
tions of these processes will be illustrated in the forthcoming
sections. Here we will only mention that for an actual KdV
soliton �17� whose characteristic width, �, is related to the
amplitude, �0, according to Eq. �18�, the Ursell parameter is
equal to 12, independent of the soliton amplitude.

Transient processes. The single pulse solution to the
KdV equation in the form of Eq. �17� is very simple, and
readily provides physical insight when examined. However,
a common observation in the ocean is of wave trains consist-
ing of several oscillations with wavelengths, crest lengths,
and amplitudes varying from the front to the rear of the wave
train �as schematically shown in Fig. 1 plotted from a simple
theoretical model of evolution of an initial step function
within the framework of the KdV equation�. As these oscil-
lations, especially the few frontal ones, are very close to
being a series of solitons �indeed, each oscillation develops
into independent soliton at infinity�, and the entire perturba-
tion represents an undular bore, it is sometimes called
solibore.18

Korteweg and de Vries in 1895 had already found peri-
odic solutions to their equation in the form of the so-called

“cnoidal” waves, which involve the Jacobi elliptic function
cns�x�. This function has a nonlinear parameter, s, that char-
acterizes the degree of nonlinearity, with 0�s�1. For the
KdV equation, the cnoidal solution is given by

��x,t� = �m + �0cns
2�k0�x − Vt�� . �22�

In the above solution �0 is the wave magnitude, �m is
the constant background, and k0 is the wave number; the
soliton velocity V can be expressed in terms of these param-
eters. This solution reduces to a harmonic wave when s→0
and cnsx→cos x, and to a solitary wave when s→1 and
cnsx→sech2 x. Thus, the soliton can be considered as a limit
of a periodic wave train at s=1.

However, there is still some ocean phenomenology
missing from the cnoidal solution. Specifically, it does not
describe transient processes such as the onset and the long-
term trailing edge displacement of the isopycnal surfaces be-
hind the wave group. Using an approximate approach sug-
gested by Whitham, Gurevich, and Pitaevskii19 have
constructed a self-similar solution for the evolution of an
initially stepwise perturbation into a train of oscillations with
a slow variation of the nonlinear parameter s within the train.
In the process of evolution, these oscillations become deep at
the front of the perturbation forming a set of separated im-
pulses, each close to a soliton, and eventually decrease to a
constant trailing edge.

To describe an oceanic nonlinear wave train with oscil-
latory behavior at the leading edge and a constant depression
at the trailing edge, Apel18 has applied the Gurevich and
Pitaevskii’s approach to modeling the internal solibores. This
approach is based on a slightly different representation of the
periodic solution

��x,t� = �m + �0�dns
2�k0�x − Vt�� − �1 − s2�� , �23�

where dns�x� is another periodic elliptic function �Jacobi
delta amplitude� which tends to unity at s→0 and to
sech2�x� when s→1. In accordance with the Whitham’s
method, the parameters s and V�s� are supposed to be
slowly varying functions of x and t. For a stepwise initial
impulse exerted on a fluid at t=0, the solution of the KdV
equation is described locally by Eq. �23� in which s�x , t� is
close to 1 at the front and eventually decreases to zero at
the rear. Thus, the solution represents a sequence of qua-

FIG. 1. Disintegration of a stepwise perturbation into a train of solitons
within the framework of the KdV equation �a simplistic scheme of solibore
formation�. Axes are in arbitrary units.
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sisolitons at the frontal part and transforms to quasisinu-
soidal oscillations decreasing to a constant background.
Figure 1 illustrates such a process.

This solution, which Apel has named the “dnoidal”
wave, can be suitable for describing weakly nonlinear inter-
nal tides. Indeed, initial tidal perturbations have a finite du-
ration and are relatively smooth. Thus, the process of soli-
bore formation includes a stage of wave steepening and the
subsequent formation of oscillations. The first stage may be
described by the equation of a “simple wave” which is in fact
a KdV equation with �=0 �the “dispersionless KdV equa-
tion”�. Each point of such a wave propagates at its own ve-
locity, c+��, until the wave front becomes steep �see the
details in Apel18�. At that point, the dispersion effects must
be taken into account, which leads to the formation of soli-
tons at the frontal zone of each tidal period. To accommodate
the relaxation back to the equilibrium state, Apel18 intro-
duced an “internal tide recovery function” I�x , t�, which mul-
tiplies the dnoidal solution. This function takes the dnoidal
solution back to equilibrium, using just one adjustable pa-
rameter which is the time required for the relaxation to occur.

2. The extended and modified Korteweg–de Vries
equations

It follows from the above that for �2h1
2��1h2

2 �that is
practically h1�h2 for the ocean�, solitons cause the interface
�the pycnocline� to descend, and vice versa if the inequality
is reversed. Of some interest is the special case when
h2

2 /h1
2
�2 /�1
1, i.e., the interface is close to the middle of

the water layer. In this case the nonlinear coefficient � is
small or even equal to zero. As mentioned before, in this case
one must either abandon the Boussinesq and rigid lid ap-
proximations or take into account higher-order nonlinear
terms in the evolution equations. In the latter case, the ex-
tended Korteweg–de Vries �eKdV� equation �also called the
combined KdV and Gardner equation�, having both quadratic
and cubic nonlinearities, results

��

�t
+ �c + �� + �1�

2�
��

�x
+ �

�3�

�x3 = 0, �24�

where for the case of two-layer fluid the second nonlinear
coefficient is

�1 =
3c

h1
2h2

2�7

8
��2h1

2 − �1h2
2

�2h1 + �1h2
�2

−
�2h1

3 + �1h2
3

�2h1 + �1h2
�


 −
3

8
c

�h1 + h2�2 + 4h1h2

h1
2h2

2 . �25�

The last expression is again valid for the case of close den-
sities which we shall consider below.

This equation, as well as its generalization containing a
combination of higher-order nonlinear and dispersive terms,
was derived by many authors starting from the paper by Lee
and Beardsley.20 A contemporary derivation, convenient for
applications, can be found, e.g., in Grimshaw et al.16

As follows from Eq. �25�, within the framework of the
two-layer model, �1 is always negative. However, in the gen-
eral case the coefficient �1 may be either negative or positive

�see, e.g., Talipova et al.21�. In the latter case, solitons of
both positive and negative polarities may exist. In addition,
nonstationary solitons, called breathers, are also possible.
The evolution of initial pulse-type perturbations may be
fairly complex.

If the pycnocline is located just at the critical level so
that the parameter � is exactly zero, Eq. �24� reduces to the
well-known modified Korteweg–de Vries �mKdV� equation.
In the geophysically most interesting case, when �1�0 and
�	0, this equation has no stationary solitary wave solutions
asymptotically vanishing at x→ ±�. However, it has a par-
ticular solution that is a type of stepwise transition, which
can be considered to be a soliton in a more general sense.
Such a solution is usually called a kink and has the form of
a bore moving into a depression area.22

� = ± �0 tanh� x − vt

�
� , �26�

where now

V = c +
�1�0

2

3
, and �2 = −

6�

�1�0
2 . �27�

Note that the vertical velocity component w��� /�t has
the form of a localized pulse, so that it may properly be
treated as a soliton. The specific feature of such a kink is that
its velocity, V, is always less than the linear velocity, c, due
to �1�0.

The mKdV equation, Eq. �24� also has soliton-type so-
lutions, but only those propagating on a constant nonzero
pedestal. These solutions are interesting not so much by
themselves as they are within the framework of the eKdV
Eq. �24� with ��0 �note that under the transformation �
=u−� /2�1, Eq. �24� can be reduced to the mKdV form�. In
this case the solitary solution of Eq. �24� can be written in
the form of a kink-antikink pair of a stationary shape:

��x,t� = −
�

�1

�

2
�tanh� x − Vt

�
+ �� − tanh� x − Vt

�
− ��� ,

�28�

where � is a free dimensionless parameter with the range 0
���1, and the remaining parameters are

���� =
1

4
ln�1 + �

1 − �
�, � =	− 24�1�

�2�2 , V = c −
�2�2

6�1
.

�29�

In contrast with the kink described by Eqs. �26� and
�27�, the velocity of this soliton is always greater than the
linear velocity c. This family of solutions has rather interest-
ing properties. The amplitude of the soliton, �0

=−�� /�1�� tanh �, varies from zero up to a maximum of
�� /�1�, in contrast to the amplitude of the KdV soliton,
which in principle can range from zero to infinity. When
soliton amplitude approaches its maximum value, its width
increases so that the soliton profile changes from the bell
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shape to the rectangular shape. In the limit �→1, the eKdV
soliton tends to two infinitely separated kinks.

In the near-critical situation when h1
h2=h and the
eKdV equation is indeed applicable, the amplitude does not
exceed �h2−h1� /2, and the velocity cannot exceed the value
of

Vmax = c −
�2

6�1
� c�1 +

�h2 − h1�2

8h2 � . �30�

Note that if the ratio h1 /h2 is as close to unity as �2 /�1,
the latter ratio must be taken into account in these formulas.
For example, the maximal soliton amplitude is ��2h1

−�1h2� /2�2.
Furthermore, the solution �28� has in fact two spatial

scales: that of the hyperbolic tangent profile, as characterized
by the parameter �, and a distance between these profiles
characterized by the parameter S=�����. In general, the ac-
tual width of the soliton is determined by these parameters,
which in turn depend on the hydrodynamic environment and
the amplitude through the free parameter �. Figure 2 shows
normalized shapes of solitons for three values of the modi-
fied free parameter ��1−�. The evolution from a classical
KdV soliton when � is small and the characteristic total
width D
2� to the flat-top kink-antikink construction at �
→1, in which case D
2S, is clear.

The width of the soliton increases in both limits: �→0
and �→1. Hence, for some �=�m there exists a minimum
value of D. Figure 3 depicts D0.5, the full width of the soliton
at the half its maximum amplitude, as a function of the am-
plitude, �0. The minimum of D0.5 occurs at �
0.9, when the
amplitude is about 0.56 of the maximum. A more detailed
discussion of the dependency between D and �0 both for
weakly nonlinear perturbations, described by the eKdV equa-
tion, and for more intensive perturbations, described by the
primitive Eulerian equations, can be found in the paper by
Funakoshi and Oikawa.22

From Eq. �29� it follows that:

�0 = −
��

�1

	1 + � − 	1 − �
	1 + � + 	1 + �

, �31�

with � related to � and � by Eqs. �29�.

Higher-order KdV equations containing corrections both
to the nonlinear and dispersive terms have been derived for
internal waves in a stratified shear flows in many papers
beginning from the aforementioned pioneering paper by Lee
and Beardsley.20 For a rather general and convenient form of
this derivation, see, e.g., Grimshaw et al.16

The mathematical theory of the eKdV equation has been
developed in many papers for different combinations of signs
of nonlinear and dispersion terms �see, e.g., Grimshaw et
al.,23 and references therein�. It was shown that the eKdV
equation and its reduced version, the mKdV equation, are
also completely integrable equations as is the usual KdV
equation. In particular, the evolution of an initial pulse was
studied in detail and two-soliton interaction was analyzed for
the case where the dispersion and cubic nonlinear coeffi-
cients of Eq. �24� are of opposite signs �i.e., �	0 and �1

�0�.
Although the eKdV equation is valid for small nonlin-

earity and a specific stratification, sometimes it can be suc-
cessfully applied to the description of strongly nonlinear in-
ternal solitons as a phenomenological model, whereas the
usual KdV equation fails to approximate observational and
laboratory data.24–26 The reason for this is a qualitative �but
in general not quantitative!� correspondence of the eKdV
solitons to those of strongly nonlinear solitary waves in a
two-layer fluid. The correspondence relates, in particular, to
the nonmonotonic dependence of their width on the ampli-
tude and to the existence of a limiting amplitude.

3. The Benjamin–Ono equation

An important modification is needed if the wavelength is
large compared with one �say, upper� layer but small com-
pared with the other �lower� layer of the ocean, so that one
can let h2→�. These waves can be described by another
completely integrable model, namely by the differential-
integral Benjamin–Ono �BO� equation �see, e.g., Ablowitz
and Segur4�

FIG. 2. Normalized wave shapes in the eKdV Eq. �28� for three values of
the parameter �=1−�: 1−�=10−1 �close to the KdV case�; 2−�=10−4; 3
−�=10−7.

FIG. 3. Dependency of the characteristic width, D̃0.5, of eKdV solitons, Eq.

�28�, on amplitude �̃0 in dimensionless variables: D̃0.5=D0.5 �� � / �24�1��1/2;
�̃0=�0�1 /�.
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�t
+ c

��

�x
+ ��

��

�x
+
�

�

�2

�x2�
−�

� ��x�,t�
x − x�

dx� = 0, �32�

the symbol � indicates that the principal value of the integral
should be taken, and the coefficients are

c =	��2 − �1�gh1

�1
, � = −

3

2

c

h1
, � =

ch1

2

�2

�1
. �33�

Solitons described by this equation are also well known

��x,t� =
�0

1 + �x − Vt�2/�2 . �34�

Their amplitudes �0, velocities V, and half-widths � are re-
lated by

V = c +
��0

4
, and � =

4�

��0
. �35�

The displacement of these solitons is a downgoing mo-
tion of the interface when the upper layer is thin, and con-
versely for the case when the thin layer lies near the bottom
�there is a general thumb rule: pycnocline displacement in-
duced by a soliton is directed to the deeper layer�.

As in most integrable cases, the BO solitons restore their
parameters after a collision. However, unlike the KdV case,
the displacement in the BO soliton decreases algebraically,
as x−2, rather than exponentially �therefore they are often
called “algebraic solitons”�. Another difference is that BO
solitons do not acquire a phase shift after a collision. As was
shown by Pelinovsky and Sulem in 1998, they are stable
with respect to small perturbations and can emerge from ar-
bitrary pulse-type initial perturbations of appropriate polar-
ity, i.e., the polarity required for the existence of a BO soli-
ton.

4. The Joseph–Kubota–Ko–Dobbs equation

Apparently, Whitham14 was the first to point out explic-
itly that a linear evolution equation can be constructed by
applying the inverse Fourier transform to a dispersion rela-
tion known for a harmonic wave. Such an equation can be
differential or, more generally, integro-differential. For finite-
amplitude perturbations it can be supplemented by a nonlin-
ear term derived in the nondispersive, long-wave approxima-
tion, and which accounts for a hydrodynamic nonlinearity of
the type ���� /�x�. This approach, albeit not quite consistent,
leads to useful model equations in cases when the regular
derivation is cumbersome or even impossible.

Based on this approach, a more general model, so-called
Joseph–Kubota–Ko–Dobbs �JKKD� equation,27 has been
suggested. It is applicable to the case when the thickness of
one of the layers, say the upper one, h1, is small in compari-
son with the thickness of lower layer, h2, i.e., h1 /h2�1. At
the same time, the perturbation wavelength, ��h1, may
have an arbitrary relationship with h2, i.e., the total water
layer can be either shallow or deep. The resulting evolution
equation can be presented in a variety of equivalent forms;
one of the simplest is �see, e.g., Ablowitz and Segur4�

��

�t
+ c

��

�x
+ ��

��

�x
− �

�2

�x2�
−�

� ��x�/h2,t�

tanh��
2

x − x�

h2
�dx� = 0,

�36�

where, for the two-layer model with a sharp density inter-
face, the parameters c and � are the same as in Eq. �32� and
�=ch1 / �4h2�.

The dispersion relation corresponding to this equation
and relating the wave number k with a frequency � of the
linear perturbations, ��exp�kx−�t�, is

� = ck�1 −
kh1

2 tanh kh2
� . �37�

In the shallow-water �kh2→0� and deep-water �kh2

→�� limits this reduces to the KdV and BO dispersion rela-
tions, respectively.

The JKKD equation has a solitary solution which has
been obtained by many authors and presented in different
forms. One of the forms convenient for practical applications
is

��x,t� =
�0

1 +
2

1 + cos
2h2

�

sinh2 x − Vt

�

, �38�

where

�0 =
4

3

h1
2

�

sin
2h2

�

1 + cos
2h2

�

, V = c�1 −
h1

� tan
2h2

�
� . �39�

Here � is a free parameter characterizing the soliton width.
Equations �38� and �39� reduce to a KdV soliton, Eqs.

�17� and �18�, in the limit of h2 /�→0, for a fixed h1 /h2.
Meanwhile, there is no smooth transition from the JKKD
soliton to the BO soliton as h2→�. This issue still remains
unclear because Eq. �36� tends to either the KdV or the BO
limit as h2→0 or h2→�, respectively.

The main features of the initial perturbation dynamics
within the framework of the JKKD equation are very similar
to those described by the KdV model. It is worth noting here
that all the models considered above, beginning from the
KdV, are analytically integrable, possessing an infinite set of
conservation laws and multisoliton solutions �see, e.g.,
Ablowitz and Segur4�. Their properties have been thoroughly
studied by mathematicians.

However, seemingly crude as it may be, the two-layer
model often gives a good approximation to situations in
which the density and velocity vary continuously but sharply
with depth; this occurs especially for the first vertical mode
in near-shore regions where moderate depths are the rule.
This may be seen, for example, by comparison between the
two-layer model and a more exact model based on a smooth
density profile measured in the seas. An optimal adjustment
of the two-layer model parameters which gives the best ap-
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proximation for wave velocities and other observable wave
characteristics in the real ocean is discussed in Nagovitsyn et
al.28 and Gerkema.29 However, in other cases the parameters
of the corresponding equations must be calculated from the
expressions �16� and �14� corresponding to a general case of
a continuously stratified fluid �see, e.g., Ostrovsky and
Stepanyants,3 and references therein�.

From an observational viewpoint, it is important to re-
member that a single measurement of a solitary-like forma-
tion does not guarantee that the entity is indeed a soliton. An
initial impulse may quickly disintegrate afterward into some-
thing other than a solitary wave. In principle, it is necessary
to follow such a wave out to a distance much greater than its
spatial width to ensure that its shape remains stationary,
which is not a simple task in real experiments. Another cri-
terion for identification of a soliton is based on knowledge of
the background density and horizontal velocity profiles. Af-
ter a theoretical calculation of soliton parameters, one can
compare these with the observational data. For example, the
product of the characteristic wave width � and the square
root of its height, 	�0, must not depend on that height �cf.
Eq. �18��, provided the KdV equation is applicable to the
situation considered.

C. Soliton propagation under perturbations

For the conditions generally existing in nature, the
simple models considered above are rarely applicable with-
out taking into account a number of perturbing factors, such
as dissipation of various origins, wave front curvature, hori-
zontal inhomogeneities, depth variation, and the like. How-
ever, these factors are often locally weak enough so that they
strongly affect the wave only at distances large compared to
a wavelength. Under these conditions, perturbation theory is
generally applicable. Such an approach results in the appear-
ance in the model equation of small additive terms, each
responsible for a specific perturbing factor. As an example,
for waves much longer than the total depth of the controlling
layer, the three factors mentioned above may be taken into
account within the framework of a generalized “time-like”
KdV equation30

��

�r
+

1

c

��

�t
−
��

c2

��

�t
−
�

c4

�3�

�t3 = −
�

2r
−
�

2c

dc

dr
+ R��� .

�40�

The terms on the right-hand side of Eq. �40� describe,
respectively, the effects of cylindrical divergence �the dis-
tance r from the source is supposed to be much greater than
the wavelength�, slow variation of the long-wave speed c
along the ray r due to spatial inhomogeneity �e.g., due to
variation of the pycnocline depth�, and dissipation.

The latter term depends on a specific mechanism of
losses. In particular, a horizontal eddy �turbulent� viscosity
Ah and a molecular viscosity �m result in dissipation that is
described by a Reynolds-type term, R= �
 /c2���2� /�t2� �
 is
proportional to the sum of Ah and �m, and usually Ah��m�.
Semiempirical models accounting for bottom friction are
also used, resulting in the terms R=�Ra� �Rayleigh dissipa-
tion� and R=�Ch���� �Chezy dissipation� with �Ra, �Ch taken

as empirical coefficients.31,32 A more rigorous consideration
of viscous effects in the laminar bottom boundary layer leads
to the inclusion into Eq. �40� of a more complex integral
term �see, e.g., Grimshaw31 or Ostrovsky and Stepanyants5

for references�.
From Eq. �40�, an ordinary differential equation for the

slow variation of the soliton amplitude �0 over large dis-
tances can be obtained. As follows from perturbation theory
�see, e.g., Ref. 31�, the first-order solution of Eq. �40� for the
soliton amplitude may be obtained by multiplying it by �,
substituting the soliton �17� and �18� with locally constant
parameters, and then integrating over infinite limits in time,
−�� t��. One obtains

d�0

dr
= −

2�0

3r
−

2�0

3c

dc

dr
−

4�


45�
�0

2, �41�

which describes slow variations of the soliton amplitude un-
der the effect of small cylindrical divergence, horizontal in-
homogeneity, and eddy and molecular viscosity. The varia-
tions of length and width of the soliton are then defined via
the local relation, Eq. �18�, as before.

As particular cases, we readily obtain the laws of soliton
variability due to

�a� Cylindrical divergence �
=0, c=const�:

�0 � r−2/3, �� r1/3; �42�

These dependencies were examined in laboratory experi-
ments with surface and internal waves and very good agree-
ment between the theory and experiment was obtained.
�b� A smooth horizontal variation of c in a plane wave

�0 � c−2/3. �43�

�c� The separate effect of Reynolds losses results in the fol-
lowing damping law:

�0�r� =
�0�0�

1 + �0�0�qr
, �44�

where �0�0� is the initial soliton amplitude, and q=4�
 /�.
From Eq. �44� it is seen that soliton damping is nonexponen-
tial because of the nonlinearity. Moreover, at large distances,
r� ��0�0�q�−1, the soliton amplitude ceases to depend on its
initial value at all,33 �0�r���qr�−1. Chezy friction leads to
the same law of soliton attenuation,31 whereas Rayleigh dis-
sipation yields an exponential damping with an exponent dif-
ferent from that for linear waves.

As mentioned above, soliton decay due to energy dissi-
pation in the laminar boundary layer at tank bottom and side-
walls is described by an integral term

R��� = − 
1
−�

+� 1 − sgn�t − t��
	�t − t��

���t�,x�
�t�

dt�. �45�

The dissipation coefficient 
1 depends, in general, on many
parameters such as the depth, density, and viscosity of the
fluid layers. However, in the Boussinesq approximation with
the additional assumption that kinematic viscosities of layers
are also equal, �1=�2��m, this coefficient may be presented
in a relatively simple form
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1 =
1

4c

	�m/�

h1 + h2
�b +

�1 + b�2

2b
+ 2

h2

W
�1 + b�� , �46�

where b=h1 /h2 and W is the width of the tank. The applica-
bility of this dissipation model requires the boundary-layer
thickness to be much less than the total water depth.

For such dissipation, the following damping law for soli-
ton amplitude follows from the adiabatic theory:

�0�r� =
�0�0�

�1 + r/rch�4 , �47�

where rch is the characteristic spatial scale of soliton decay
�see details in the references cited above�. For r�rch this
formula gives �0�r��r−4, and the soliton amplitude also
ceases to depend on its initial value �because rch

��0
−1/4�0��.
According to estimations by Grimshaw,31 for typical

oceanic conditions Eqs. �44� and �47� allow lifetimes for
internal solitary waves of several orders of magnitude greater
than their intrinsic time scale.

The perturbed KdV and eKdV equations similar to Eq.
�40� were used in numerical modeling of the internal tide
transformation observed in several areas of the ocean, e.g.,
on the Australian northwest shelf, the Malin shelf edge
�western cost of Scotland�, and the Arctic shelf �Laptevs Sea�
�see, e.g., Holloway et al.32�.

1. Refraction and diffraction of solitons

Various generalizations of the KdV equation have been
suggested for nonlinear waves having smoothly curved phase
fronts. One of the most popular is the Kadomtsev–
Petviashvili �KP� equation, which is applicable to a weakly
diffracted wave beam, and is based again on adding a small
term to the KdV equation describing transverse variations

�

�x
� ��

�t
+ c

��

�x
+ ��

��

�x
+ �

�3�

�x3 � = −
c

2

�2�

�y2 , �48�

where y is the coordinate transverse to the propagation direc-
tion x. This equation is also known to be completely inte-
grable. Its exact solutions have been studied in numerous
papers and books �see, e.g., Ablowitz and Segur4�. The main
properties of solitary solutions to this equation as applied to
oceanic waves �when the dispersion parameter is always
positive, �	0� are as follows. A plane soliton is stable with
respect to transverse perturbations of its front. Multiple soli-
ton interactions can occur when solitons propagate in differ-
ent directions at small angles to each other. The zone of
nonlinear interaction of two solitons can be fairly long in
space �in a special resonant case, even infinite�; the pertur-
bation in this zone looks like a soliton and propagates
steadily.

2. Internal waves on shear flows

The velocities of shear flows in the ocean are often of
the same order of magnitude as the velocities of the IWs, so
that energy exchange between these two types of motions
may be very effective, and may even result in instabilities.
As it is well known, the main parameter defining the crite-

rion for stability of a stratified fluid is the Richardson num-
ber, Ri�z�= �N /U0��z��2, where U0�z� is the horizontal mean
flow speed �see, e.g., Phillips10 and Miropol’sky11�.

In the Boussinesq approximation, the modal structure of
a linear perturbation is defined by the Taylor–Goldstein
equation

d

dz
��U0 − c�2dW

dz
� + �N2 − k2�U0 − c�2�W = 0, �49�

where the notation is the same as in Eq. �9�.
According to the well-known Miles–Howard theorem, a

flow with Ri	1/4 is always stable in the linear approxima-
tion. For long IWs in stable flows, a KdV equation was ob-
tained by many authors �see, e.g., Grimshaw et al.,16 and
references therein�. In the Boussinesq approximation, the ex-
pressions for the environmental coefficients of the KdV Eq.
�15� can be presented in the form �cf. Eq. �16� via Eq. �14��:

� =
3

2Q


−H

0

�U0 − c�2�dW

dz
�3
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� =
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�U0 − c�2�dW

dz
�2

dz . �50�

The coefficients are calculated for a fixed internal mode with
a given modal number n. Note that the above-mentioned
situation in which �=0, is also possible here; the corre-
sponding modes satisfy the mKdV equation rather than KdV.
Of course, the eKdV equation can also be applicable in this
environment. For some specific profiles of N�z� and U0�z�,
boundary-value problem for the Taylor–Goldstein Eq. �49�
can be analytically solved �see, e.g., Turner34�.

The situation becomes radically different when the basic
flow is unstable, a condition that is possible if Ri�1/4. Ob-
servational data testify that this does take place in the ocean,
although it is difficult to tell how frequently. Typically, there
are often near-critical conditions in which the Richardson
number is close to 1/4 because the surface wind stress drives
the near-surface layers and causes significant vertical shear
in the mean flow. Physical models of shear flows having
smoothly varying density and velocity profiles are usually
very difficult to handle in analytical form, even in the linear
case. That is why simplifying approximations to the stratifi-
cation and current, such as models having tangential discon-
tinuities and piecewise-linear profiles, are often used in
theory �see, e.g., Turner34 and Redekopp35�.

An interesting finding was made by Thorpe in 1969 who
showed that the fluid stratification can destabilize some shear
flows known to be stable in the uniform fluid �see also in
Turner34�. The physical interpretation of that phenomenon
was given in terms of negative energy waves �see, e.g.,
Stepanyants and Fabrikant,36 and references therein� when
the total energy of a system containing wave perturbations is
less than the energy of the system without perturbation. As a
result of that, dissipation or any other losses lead to the in-
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crease of wave energy modulus, which causes growth of the
wave amplitude. This means that adding losses to the system
may lead to an instability when the wave amplitude increases
due to energy consumption from the shear flow.

A similar phenomenon is known in fluid mechanics
since the 1920s, when Heisenberg discovered the destabiliz-
ing effect of viscosity in boundary layers. Analogously, ra-
diation of bulk internal waves in an infinitely deep smoothly
stratified fluid with a sharp density interface in the upper
layer uniformly moving with respect to the lower one may
result in a specific radiation instability �see, e.g.,
Ostrovsky3�.

D. Effect of Earth’s rotation on large-scale nonlinear
waves

For the description of mesoscale processes having spa-
tial scales of a few kilometers or more and time durations of
an hour or more, the effects of the Earth’s rotation become
significant. There arise some radically new elements in the
behavior of nonlinear waves in this case. The important new
variable is the Coriolis parameter f which defines the lowest
possible frequency of surface and internal gravity waves;
these are also sometimes called gyroscopic or inertial gravity
waves. For frequencies close to f , long-wave dispersion
plays a major role.37 It should be emphasized that we are
restricting our attention to waves with frequencies above f ,
where f is assumed to be constant �f-plane approximation�.
As was already mentioned, Rossby waves for which the me-
ridional dependence of the Coriolis force must be taken into
account ��-plane approximation� also exist in a rotating
fluid, but their frequencies lie below f .

Equations �12� and �13� may be used for the description
of gyroscopic waves. Moreover, for waves with their fre-
quency spectrum lying in the interval between f and the
maximum Brunt–Väisälä frequency, Nmax, but not too close
to either of these parameters, both the low- and high-
frequency dispersion effects are small provided Nmax� f . An
adequate partial differential equation may again be obtained
from the dispersion relation for linear waves in the limit of
weak dispersion, namely

�� ck − �k3 +
f2

2ck
, �51�

from which the evolution equation follows in the form:

�

�x
� ��

�t
+ c

��

�x
+ ��

��

�x
+ �

�3�

�x3 � =
f2

2c
� . �52�

This equation was first derived by Ostrovsky13 and was
then reproduced and analyzed in many subsequent papers. In
the absence of rotation �f =0�, it reduces to the KdV Eq. �15�,
so that Eq. �52� may be called rotationally modified KdV or
briefly rKdV equation.38 An analogous equation with �=0
was obtained for different types of waves �see, e.g., Ostro-
vsky and Stepanyants39 and Grimshaw et al.40 for refer-
ences�.

Unlike the above model equations, Eq. �52� is appar-
ently not completely integrable. Still, for periodic and local-
ized solutions, it possesses a series of useful integrals such as

an energy integral. It also has a “zero-mass” integral, ��dx
=0 �for periodic solutions the integration is taken over the
wave period whereas for solitary perturbation the integration
is taken over the entire x axis�. Note that for the previously
considered equations, such as the KdV, mKdV, comb-KdV,
BO, and JKKD equations, this “mass” integral is an arbitrary
constant but not necessarily zero.

Exact analytical solutions for even the stationary version
of Eq. �52� are unknown �except for the steady wave of the
parabolic profile, see below�. However, many of the solu-
tions have been investigated numerically by now.

A relatively simple analysis can be performed if the
high-frequency dispersion �the term with �� is neglected,
which is possible for sufficiently long waves. Then, a
second-order equation results, stationary solutions of which
can be analyzed on the phase plane of the variables � and
d� /d� �see details in Ostrovsky13 and Grimshaw et al.40�.
There exists a family of periodic solutions to this reduced
equation whose shape varies from sinusoidal to parabolic.
The wave of limiting amplitude has sharp crests and is rep-
resented by a periodical sequence of parabolic arcs. Note that
each arc itself is also a solution of the full Eq. �52� with the
high-frequency dispersion

� =
f2

12�c
��� − �0�2 −

�2

12
�, −

�

2
� � − �0�

�

2
, �53�

In 1996 Gerkema29 derived a two-directional generaliza-
tion of equation Eq. �52� for small-amplitude waves in two-
layer fluid. Later, on the basis of Lee and Beardsley20 ap-
proach, the same equation was derived by New and Esteban
in 1999 for an arbitrarily stratified fluid. In terms of the hori-
zontal component of the stream function, A�x , t�, this equa-
tion reads

�2A

�t2 − c2�2A

�x2 − s
�4A

�t2�x2 + f2A = r
�2A2

�x2 . �54�

For waves propagating in one direction this equation readily
reduces to Eq. �52� with �=r /c and �=cs /2.

Internal waves in a two-layer rotating fluid were also
studied by Plougonven and Zeitlin in 2003. Following the
Shrira’s approach �see, e.g., in Grimshaw et al.40� developed
for strongly nonlinear surface waves in a rotating fluid, they
considered stationary periodic solutions for interfacial waves
without high-frequency dispersion and then numerically con-
structed wave shapes.

As shown by Leonov in 1981 and then other authors, an
important peculiarity of Eqs. �52� and �54� is that for the
high-frequency dispersion characteristic of oceanic waves
�when the coefficient � in Eq. �52� is positive�, solitary
waves in the form of stationary localized pulses cannot exist
at all �see, e.g., Grimshaw et al.40�.

In addition to the stationary solutions mentioned above,
some nonstationary solutions for the rKdV equation have
also been studied, mostly numerically.39,40 It was observed,
in particular, that the initial KdV-type solitary perturbation
undergoes a “terminal decay,” i.e., it completely annihilates
�more exactly, transforms into radiation� in a finite time.40
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Related equations were also obtained for deep rotating
fluids. One of them is a generalization of the BO equation for
a very deep ocean having a relatively thin pycnocline40
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−�

� ���,t�
x − �

d�� =
f2

2c
� .

�55�

Estimates show that the role of rotation is important for
real internal waves in the ocean that have lengths of a few
kilometers and more and periods in excess of roughly 1 h.

E. Strongly nonlinear waves

In previous sections, both nonlinearity and dispersion
were considered small in the sense that in, e.g., a two-layer
fluid, the displacement of the pycnocline is significantly
smaller than its equilibrium depth �or, for a pycnocline close
to the bottom, than its height over the bottom�. Along with a
number of observations for which the weakly nonlinear mod-
els provide a good approximation, there is also a growing
number of data for which they are evidently wrong �see also
the experimental Sec. IV�. Note that the transition from the
KdV equation to the eKdV-type equation has been suggested
by Lee and Beardsley20 to improve theoretical description of
Halpern’s observations of strong solitons in 1971. As was
mentioned above, the eKdV model sometimes may serve as a
phenomenological model for strong solitons because, as in
the more consistent theories, it predicts much wider solitons
than those which follow from the KdV equation for strong
waves.

A more consistent description of strongly nonlinear in-
ternal waves can be based on direct numerical simulation for
the basic hydrodynamic equations. For two-dimensional,
steady-state waves in the Boussinesq approximation, the ba-
sic Euler equations, Eqs. �4�–�7�, can be reduced to a single
equation for the stream function, �, as shown as early as in
1930s by Dubriel–Jacotin and later independently by Long in
1953:

�2�

��2 +
�2�

�z2 +
N2�z −�/V�

V2 � = 0. �56�

Here �=x−Vt, N�z� is the known buoyancy frequency, and
the velocity components are u=�� /�z and w=−�� /�x. It is
seen that at N�z�=const, the steady waves �but only them!�
are described by a linear equation, as mentioned above for
weakly nonlinear waves.

Many numerical works have considered steady waves in
a two-layer fluid. For this case, the linear Laplace equation
can be used for each layer. The first study using this ap-
proach was probably the paper by Amick and Turner.41 In
addition to a detailed mathematical treatment of the problem,
they have shown that there exists a limiting amplitude at
which a soliton acquires a flat top and tends to two separated
kinks, similar to the case of the eKdV equation but with
different parameters. The amplitude and velocity of such a
limiting soliton are

�0 lim =
h1 − h2

	a

1 + 	a



h1 − h2

2
, �57�

Vlim =
	g�1 − a��h1 + h2�

1 + 	a



	g��h1 + h2�
2

, �58�

where a=�1 /�2�1, g�=g�1−a�, and positive displacement
is upward. The relations on the right are valid for oceanic
conditions where density variation is always small, i.e., a

1.

Subsequently, direct numerical analysis of the two-layer
case as applied to stationary solitary waves was performed
by many authors �see, e.g., the paper by Evans in Duda and
Farmer7 or Grue42�. As an example, Fig. 4 shows calculations
of soliton profiles for the two-layer fluid using the param-
eters chosen by Evans.

In the recent years, some numerical calculations of
strongly nonlinear waves in a sea with smooth stratification
have been performed, including wave steepening, formation
of soliton groups, and breaking, with the associated genera-
tion of turbulence. Such factors as wave shoaling over a
sloping bottom in coastal areas, and formation of a trapped
core were considered. The reader can be referred to, e.g., the
papers by Vlasenko and Hutter43 and Lamb.44

In particular, Vlasenko et al.45 calculated some practical
cases, taking the data from observation. They considered a
stratified layer with different density profiles, including those
of a pycnocline type and some smoother ones, and calculated
stationary soliton structures using the Euler equations for
vorticity and density.

In the context of this paper, we shall concentrate on the
long-wave models in which the explicit dependence on the
vertical coordinate is eliminated. Indeed, direct numerical
computations are usually time costly and, what is perhaps
more important, it is often difficult to understand the quali-
tative pattern of the process. Although there is, strictly speak-
ing, no a priori small parameters that could be used to sim-
plify the problem, in many cases the soliton length remains
larger than the thickness of one of the layers or of the total
depth of the ocean, especially in coastal areas. For these

FIG. 4. Soliton profiles, ��x� /h1 vs x /h1, for the two-layer fluid with
h2 /h1=3, �1 /�2=0.997 �surface is at +1; bottom at −3 on the vertical axis�.
The profiles shown correspond to different soliton amplitudes, −�0 /h1

=0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.925, 0.95, 0.975, and 0.99.
The dashed horizontal line marks the level of limiting amplitude wave.
From Evans—see in Duda and Farmer �Ref. 7�.
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cases, a long-wave approximation can be constructed that
uses the corresponding expansion of dispersive terms while
keeping the nonlinearity strong. This basic approach was first
suggested by Whitham in 1967 for surface waves based on
the expansion of the Lagrangian.

For internal waves, Miyata46,47 was apparently the first
who suggested �albeit without a detailed derivation� the
long-wave equations for strongly nonlinear, weakly disper-
sive waves in a two-layer fluid, and analyzed a steady soli-
tary solution of these equations. Miyata’s equations, together
with other weakly nonlinear models, KdV, eKdV, BO, and
JKKD, were examined against numerical calculations in
Miyata46 and Michallet and Barthélemy.24 Figure 5 shows a
comparison of experimental data for large-amplitude solitons
against different theoretical models.

A detailed analysis of the same problem for a two-layer
fluid was performed by Choi and Camassa.48 For shallow
water, these equations �essentially the same as those obtained
by Miyata�, being reduced to the case of a small density
jump, ����1,2, can be represented in the form49
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Here the z axis is directed downward, and u1,2 are the hori-
zontal velocities in the layers, each averaged over the layer
thickness.

For a stationary soliton propagating with a constant ve-
locity V, this system can be reduced to a second-order ordi-
nary differential equation that can be readily analyzed.

1. Nondispersive waves and evolution equations

The set of Eqs. �59�–�61� is two-directional and can be
considered as a strongly nonlinear extension of the Bouss-
inesq equations in the two-layer case. In applications, one
usually deals with waves propagating in one direction from a
source, such as a shelf break, transforming a part of the en-
ergy of the barotropic tides into internal waves propagating
onshore. Hence, an important problem is to obtain an evolu-
tion equation for a wave propagating in one direction, i.e., a
strongly nonlinear analog of the KdV or eKdV equations.
Besides simplifying analytical considerations and making the
result more physically clear, this may also significantly save
computer time in practical applications. This seems to be
especially attractive for strongly nonlinear waves, the equa-
tions of which are typically nonintegrable. This problem was
discussed by Ostrovsky �see in Duda and Farmer7� and ad-
dressed in detail in Ostrovsky and Grue.50 The approach
starts from the exact nondispersive limit for long waves
when the term D in Eq. �61� is neglected. In this case, a
progressive �simple, or Riemann� nonlinear wave exists
which propagates with a nonlinear velocity c���, and all
variables are functionally related: u1,2=u1,2���, so that

��

�t
+ C±���

��

�x
= 0. �62�

Here, two possible simple wave velocities exist �e.g., Sand-
ström and Quon51�. In the explicit form these velocities are52

C±��� = ± c�1 + 3
�h1 − h2��h1 − h2 − 2��

�h1 + h2�2

��	�h1 − ���h2 + ��
h1h2

−
h2 − h1 + 2�

h2 − h1
�� , �63�

where c is the linear velocity of long waves given by Eq.
�19�.

The velocity of a simple wave reduces to the linear wave
velocity in two cases, when the perturbation is infinitesimal,
�→0, and when �= �h2−h1� /2; it is worth noting that the
latter formula determines the limiting amplitude, �lim, of a
soliton.

These results are exact for a nondispersive wave in a
two-layer fluid. Similar to the gas dynamics case, the basic
nondispersive equations can be rewritten in terms of Rie-
mann invariants, I±. As is known from the theory of hyper-
bolic equations, the progressive wave of Eq. �62� corre-
sponds to the case when one of the invariants, e.g., I−, turns
to a constant, in our case zero.

FIG. 5. Comparison of theoretical and experimental data for large-amplitude
solitons. Dots are experimental points. Solid line—solitary wave from the
long-wave Miyata’s model; broken line—KdV soliton; thin solid line—BO
soliton; dot-dashed line—JKKD soliton. The latter two theoretical profiles
are not shown in frames �b�–�e�, but they are below the KdV profile. ���� is
equivalent to our ����, where �=x−Vt. �a� −�0 /h2=1.57; �b� −�0 /h2

=1.27; �c� −�0 /h2=1.14; �d� −�0 /h2=0.92; �e� −�0 /h2=0.64. From Miyata
�see Ref. 46�.
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Returning to the full set of Eqs. �59�–�61� in which the
dispersive operator D is nonzero but small, for the wave
propagating in a positive direction, the invariant I− is also
small, of order D. As a result, Eq. �62� is modified to give50

�t + C����x =
D1���

dI+0/d�
= D���

h1 + �

C+��� − C−���
h2 − �

h1 + h2
.

�64�

Here C±��� correspond to the signs in Eq. �63�.

2. Simplified evolution equation „� model…

It should be emphasized that, unlike in the weakly non-
linear case, the long-wave approximations for surface and
internal waves considered above �both two and one direc-
tional� are of a somewhat contradictory nature. Indeed, these
equations combine strong nonlinearity and weak dispersion,
whereas a soliton exists as a balance between the nonlinear-
ity and dispersion, so that it is a priori unclear whether a
strong soliton would be long enough to provide sufficiently
small dispersion terms and thus secure the applicability of
the shallow-water approximation. Considering this, in Ostro-
vsky and Grue50 a different approach to obtaining an evolu-
tion equation was developed. Namely, the exact nondisper-
sive operator is retained unchanged but a dispersive term is
represented in a semiphenomenological form based on slow-
ness of the displacement variation. For strongly nonlinear
waves, along with the exact long-wave velocity c��� defined
by Eq. �63�, we introduce a local dispersion parameter cor-
responding to that in KdV, but with the instantaneous values
of the layer depths: �= 1

6C����h1+���h2−��. As a result, a
strongly nonlinear evolution equation �� model� follows:

��

�t
+ C���

��

�x
+

�

�x
�����

�2�

�x2 � = 0. �65�

Detailed comparisons between solitary solutions follow-
ing from different long-wave models, direct fully nonlinear
computations, and observational data, were presented in Os-
trovsky and Grue.50 An example is shown in Fig. 6. The
particle velocity and soliton propagation velocity are ap-
proximated very well by the long-wave equations. As regards
the soliton profile and width, for a moderate depth ratio,
h2 /h1, both two-directional Choi–Camassa �CC� model and
the evolution � model �but not always Eq. �64�� give quite
satisfactory results.

Note that all one-directional models have a common dis-
advantage: they do not exactly conserve mass and energy at
the same time. In particular, Eq. �64� conserves neither, and
Eq. �65� conserves only mass �although energy is close to
constant as well�. Its modification, the “e model” also used in
Ostrovsky and Grue50 conserves energy but allows slight
variations of mass. However, the solutions of the � and e
equations are typically close to each other.

3. Deep lower layer

For a very large depth ratio the applicability of the
“shallow-water” models is limited because the basin is not
always shallow enough for the solitons. In these cases the

following model may work better. Namely, consider another
limiting case when the lower layer is infinitely deep but the
wave is still long as compared to the upper layer; for weak
nonlinearity, this is the case for which the BO Eq. �32� has
been derived. In a two-directional, weakly dispersive form
the corresponding long-wave equations were obtained by
Choi and Camassa.48 They considered the upper layer non-
linear but nondispersive and the lower fluid dispersive but
linear, and obtained the equations in the form �here we again
use the limit of a small density jump across the density in-
terface�
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Here, the same restrictions on the applicability of the disper-
sive term should again be imposed. In Ostrovsky and Grue50

an evolution equation generalizing the BO equation for
strong nonlinearity has been suggested in the form

��

�t
+ C���

��

�x
+

1

�

�

�x
�

−�

� ���t,��
�x�

����t,���
� − x

d� = 0,

�68�

where C���=	g�h1�3	1+� /h1−2� is the simple wave ve-
locity Eq. �63� taken in the limit of h1 /h2→0, and ����
= 1

2C����h1+�� generalizes the corresponding parameter of
the BO equation in the same manner as it has been done
above for the � model. This equation gives a very good
agreement with direct computations, at least for moderate
soliton amplitudes, up to �0=0.8h1.

Considering the growing number of observations of
strong solitons in the ocean �see the experimental part below�

FIG. 6. Normalized soliton velocity versus normalized amplitude for
h2 /h1=20.4 �COPE�. Solid line—fully nonlinear numerical solution,
crosses—� model �CC model gives very close results�, dotted line—fully
nonlinear calculations for h2 /h1=500 �i.e., practically infinitely deep lower
layer�. Filled square—observation. From Ostrovsky and Grue �see Ref. 50�.
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and the increasing role of coastal areas, the theory of
strongly nonlinear internal waves should be considered as an
important branch of theoretical physical oceanography.

IV. EXPERIMENTAL OBSERVATIONS IN THE OCEANS

Observations of nonlinear internal waves close to soli-
tons or their groups �solibores� are numerous and these mea-
surements are being actively performed now. It is impossible
to even mention all them. Here we discuss some examples,
specifically a few of the pioneering ones and also a few
recent experiments. More observational data can be found in
Duda and Farmer7 and in the Jackson–Apel Atlas.8

A. Internal solitons near the continents

With the advent of satellites that carry high-resolution
imaging systems �e.g., Landsat, Seasat, and subsequent
spacecraft�, it has been possible to obtain overviews of cer-
tain processes occurring in the sea that have distinguishable
surface signatures. Such phenomena include coherent inter-
nal waves. The combination of the methods of satellite
oceanography, underwater acoustics, and in situ measure-
ments has enabled considerable progress to be made in un-
derstanding the kinematics and dynamics of these waves.
The Olympian view provided by the satellite remote obser-
vations has allowed careful planning of subsequent in situ
experiments to be done, with the result that a moderately
detailed picture of the birth, evolution, propagation, and de-
cay of the internal waves has been obtained. For those cases
in which workers could achieve both �a� the synoptic view
provided by satellites and �b� the detailed in-water view
given by current meters and acoustic echo sounders, these
coherent waves have most frequently proven to be soliton-
like. As a consequence, when soliton characteristics are ob-
served in satellite images for which no concurrent in situ
data are available, one can assume with some confidence that
a solitary wave is indeed being observed.53 In addition, cer-
tain features unique to soliton interactions have been seen in
satellite imagery, e.g., the spatial phase shifts that occur
when two solitons pass through each other �see, e.g., in Apel
et al.1�. Such observations are unambiguous proof of the soli-
tary wave character of these oceanic internal waves.

Having established that internal solitons are fairly com-
monplace in the sea, we can then discuss the observations in
that context without continually raising questions about the
correctness of the interpretation.

Tidal interaction with bottom features appears to be the
dominant mechanism for generation of the coherent oceanic
internal waves near the continents; closer to shore, riverine
canyons or glacial scours provide secondary generating
mechanisms. Also, the boundaries of intense current systems
such as the Gulf Stream appear to be sources of coherent
wave packets that propagate at large angles to the current
direction. Since tides, stratification, and bottom topography
are global features, one expects tidally excited internal waves
to be ubiquitous wherever stratified waters and shallow
bathymetry exist.

At least two mechanisms have been advanced to explain
the generation process at the shelf break. The first hypoth-

esizes that the barotropic �i.e., uniform in depth� tide will be
scattered into baroclinic �i.e., varying with depth� modes at
the shelf break. The second is a kind of lee-wave mechanism,
wherein tidal flow directed offshore beyond the shelf break
results in an oscillating depression of the pycnocline just
offshore of the break. As the tidal current ellipse is swept
out, the reversal of that current releases the lee wave from its
down-current, phase-locked position. The wave of depres-
sion then propagates opposite to the earlier current direction,
i.e., toward shore, where it evolves independently of further
tidal action except for advective effects. There is some ex-
perimental support for both of these processes at the shelf
edge, at sills or similar geometries, and different opinions
exist concerning this.

Figure 7 is an image of the ocean made with the
6-cm-wavelength synthetic aperture radar �SAR� on the Eu-
ropean Remote Sensing Satellite, ERS-1, taken southeast of
New York near the edge of the continental shelf on 18 July
1992. The image is 90�90 km2, and shows quasiperiodic
internal wave signatures running diagonally across it, ap-
proximately parallel to the edge of the continental shelf. The
waves occur in packets separated by some 20–25 km and
propagate under refractive control of the shallow continental
shelf in water depths between roughly 200–50 m. Each
packet has been generated by the semidiurnal �12.5 h� and
diurnal �25 h� tides during the phase when the tidal current is
directed offshore. Initially, the offshore flow depresses the
pycnocline just seaward of the continental shelf break. As it
moves shoreward, the depression begins to steepen and de-
velop undulations, most likely because of the dispersion at
the leading edge of the depression which agrees with the
description given in the theoretical part here. Within less than
one semidiurnal tidal period, the pycnocline depression be-
came fully modulated and has grown into a solitary wave
train. It is these wave packets that are visible in Fig. 7, which
shows perhaps six groups of waves that represent a history of
soliton formation, propagation, and attenuation extending
backward in time at least 75 h. Also visible in the lower
right-hand corner is what is believed to be a nascent packet
being formed just at the shelf break at the time of the satellite
overpass. Note that in this and some other cases satellite
images show more than one family of solitary wave packets
that undergo collisions.

Figure 8 is an acoustic echo-sounder trace of solitary
wave packets in the region of Fig. 7, taken with a 20 kHz
downward-looking pulsed sonar. The nonlinear character of
the waves is clearly visible, with only downgoing pulses ap-
pearing and with very little upgoing excursion. The towed
echo sounder made repeated passes across the wave train,
thereby allowing questions of stability and wave coherence
to be addressed �see, e.g., Proni and Apel54�. Moored and
towed current meters and temperature probes give similar
detailed pictures of the behavior of the waves with time.

A schematic of the type of solitary waves appearing in
Fig. 7 is given in Fig. 9; an overall vertical profile and a plan
view are shown, along with the characteristic length scales.
Such packets have strong tendencies for those individual
solitons having the largest amplitudes, longest wavelengths,
and longest crest lengths to be at the front of the group, with
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the ones having the smallest attributes appearing at the rear.
In theory, the small solitons are followed by linear, disper-
sive wave trains, but such are difficult to distinguish from the
trailing solitons.

Internal waves propagating shoreward on the continental
shelf soon encounter shoaling bathymetry that affects their
propagation speeds and amplitudes. Near the region where
the pycnocline depth is roughly one-half the total depth, they

appear to undergo various transformations. These processes
have been studied in numerous papers. Depending on local
hydrological conditions and the incoming wave, different
scenarios of subsequent wave evolution can occur, including
the creation of sequences of secondary solitons, disperse
wave trains, various types of billows, vorticity formation, or
just turbulent spots. As mentioned, for the case of a mid-
depth pycnocline, the extended KdV Eq. �24� works well; its

FIG. 7. Image of New York Bight taken by the European Remote Sensing Satellite ERS-1 on 18 July 1992, showing several packets of internal solitons
generated during six previous tidal cycles in the vicinity of the Hudson Canyon. Dimensions 100�100 km. Image courtesy of Chapman and the European
Space Agency.

FIG. 8. Acoustic echo-sounder record of solitary wave displacements in the region of Fig. 7. From Gasparovich et al. �see Ref. 82�.
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application to the interpretation of observation data is de-
scribed in, e.g., the paper by Holloway et al.32 Wave propa-
gation through the point when the pycnocline crosses the
middle of the layer due to the depth variation has been ob-
served by, e.g., Orr and Mignerey.55

In shallow regions, increased amounts of suspended
sediments often exist due to solitons, as has been observed
with acoustic echo sounders.54 Since the bottom currents as-
sociated with these waves are large enough to resuspend
sediments, the force due to bottom friction is large and the
process of breaking on the sloping bottom may be what ul-
timately destroys the waves. Soliton signatures have gener-
ally disappeared from imagery taken in this shallow domain.
Soliton processes also apparently inject large amounts of nu-
trients into the food chain in the shallow region,56 and it is
likely that other areas also benefit biologically from the ef-
fects of internal waves. Note that in a number of cases, sat-
ellite images show more than one family of solitary wave
packets undergoing collisions.

For solitons in midlatitude continental shelf waters dur-
ing summer conditions, typical scales of the waves �their
order of magnitude� in terms of a two-layer approximation
are given in Table I; note that deviations from these quanti-
ties can be large. The algebraic quantities appearing in the
table are defined in Fig. 9. The distance D between succes-
sive packets is set by the nonlinear phase speed of the lead-
ing solitons in the packets. The radius of curvature Rc can be

of the order of the distance from the generation region, al-
though in shallower water, the phase fronts become con-
trolled by the bathymetry. Scales for dynamical quantities
appear in Table II.

At the edge of the continental shelf, still other processes
are active in generating internal waves. For example, up-
welling, especially near regions of strong bathymetric relief
such as submarine canyons, appears to be an important
source. Such a disturbance was probably observed by the
10-cm-wavelength SAR on the Soviet/Russian spacecraft
Almaz-1 �A. Smirnov, private communication�. On the basis
of preliminary calculations, those analyzing the data believe
that the upwelling serves to excite internal disturbances in
submarine canyons and similar regions of high relief, which
then go on to develop into solitons.

A rather recent observation of large, shoaling deep-water
nonlinear internal waves comes from the Asian Seas Interna-
tional Acoustics Experiment �ASIAEX�, a joint acoustics and
physical oceanography observational program conducted in
the northeastern part of the South China Sea in 2001. In
ASIAEX, numerous moored, shipboard, and RADARSAT
observations were made of the nonlinear internal wave field,
in support of the program’s objective of determining the ef-
fect of nonlinear internal waves on acoustic propagation at
low frequencies �50–1000 Hz� in shallow water �0–300 m�.
The nonlinear waves observed in ASIAEX were among the
largest observed in the world’s oceans. Emanating from the
Luzon Strait, these waves had crests up to 200 km in lateral
extent, and vertical amplitudes ranging from 29 to over
140 m. The ASIAEX experiment concentrated significant re-
sources in studying the shoaling of these large waves, with
heavily instrumented moorings extending from 30 to 70 m
depth, as well as high frequency acoustic imaging. The in-
terested reader is referred to, e.g., the article by Orr and
Mignerey.55

Finally, we present an example of a group of strongly
nonlinear solitary waves observed in 1995 in the Coastal
Ocean Probing Experiment �COPE� off the coast of northern
Oregon. Presumably due to the proximity of Columbia River,
a sharp and shallow �5–7 m deep� pycnocline was formed
on which groups of very strong, tide-generated internal
waves propagated. A highlight of this experiment was that
the in situ observations were performed in two locations
along onshore IW propagation direction separated by 20 km

FIG. 9. Schematics of a soliton wave packet on the continental shelf, and
some of its dimensions. From Apel �see Ref. 6�.

TABLE I. Typical scales for continental shelf solitons. See Fig. 9 for notation.

L �km� �0 �m� h1 �m� h2 �m� ls �m� �0 �m� W �km� D �km� Rc �km� �� /�

1–5 0–30 5–25 100 100 50–500 0–30 15–25 15–� 0.001

TABLE II. Dynamical quantities.

Brunt–Väisälä frequency, N /2� 10 cycles/h
Radian frequency, � 0.001–0.005 rad/s
Speed, c 0.20–1.0 m/s
Current velocity, U 0.10–1.0 m/s
Packet lifetime, �life 24–48 h
Interpacket period, �gen 12.5–25 h
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so that the soliton group evolution could be followed up. At
the first site, with a depth of 150 m, measurements were
carried out with a CTD probe from the floating platform
�FLIP�. In the second site, with a depth of 60 m, moored
thermistor chains were used.57 In both cases, the current ve-
locity of the IW was measured. Remote images were also
obtained from coastal X-band and Ka-band Doppler radars
with horizontal and vertical polarizations.58 Details of this
experiment can be found in the cited publications.

Figure 10 presents the 14 °C isotherm displacement �ac-
tually a depression� at the FLIP site.25 The isotherm depres-
sions reach 25–30 m from its initial depth of 5–7 m. The
same group of solitons was registered at the thermistor site
after about 6.4 h of onshore propagation �M. V. Trevorrow,
private communication�, so that mean propagation velocity
was about 0.85 m/s. Peak particle velocity exceeded
0.7 m/s, only slightly smaller than the propagation velocity,
which confirms that the nonlinearity was very strong. Clear
radar images of this and other groups have been obtained by
a coastal radar.58 Amazingly, such images could be obtained
even with strong sea surface roughness, at wind speeds of up
to 13 m/s. The parameters of observed solitons are far from
those predicted by the KdV equation �a bit better approxima-
tion can sometimes be given by the eKdV equation, as done
in Stanton and Ostrovsky25� but they can be satisfactorily
approximated by the strongly nonlinear models discussed
above.

More examples of strongly nonlinear solitons are given
in Duda and Farmer.7 Note also an earlier observation in
Celtic Sea by Pingree and Mardell in 1985 where soliton
amplitudes reached 40 m.

The last, but not the least, interesting aspect of strong
internal solitons in coastal zones is their environmental ef-
fects. Examples can be found in Duda and Farmer.7 In par-
ticular, Stanton observed a significant increase in turbulent

mixing in solitons, whereas Lennert-Cody and Franks ob-
served strong phytoplankton luminescent activity in solitons.

B. Internal waves in the deep ocean

As a broader view of internal soliton activity on the
continental shelves was obtained, the interest of researchers
expanded to their study in the deep ocean. Various questions
were asked: Do solitons exist in the deep sea? What are their
typical and extreme parameters? Where are they encountered
most frequently? Over what distances can they propagate?
What fraction of the total internal wave field energy do they
contain? Why are they so coherent as to be recognizable over
a large span of space and time scales? What relation do they
have to deep-ocean internal waves, whose spectra, as de-
scribed by Garrett and Munk, imply that very little coherence
exists, and that energy levels are approximately the same
around the globe? We now know that solitary internal waves
occur in a wide range of deep-ocean locales, in regions at
least as far as 500 km from shore, and perhaps even farther.

Deep-water solitons are typically formed during strong
tidal flow over relatively shallow underwater sills that pro-
trude up into the permanent thermocline �e.g., 300–500 m�;
they then radiate away from their sources in narrow straits.
The Strait of Gibraltar has been, perhaps, the most thor-
oughly studied case.59 Figure 11 is a photograph taken from
the US Space Shuttle showing three packets of solitons
propagating into the western Mediterranean Sea following
their generation at the Gibraltar sill by the combined tidal,
surface, and subsurface flows of Mediterranean water out
into the Atlantic Ocean.60 The amplitude of these waves is of
order 50 m and their intersoliton distance, or wavelength, is
500–2000 m. It should be emphasized that these internal
waves may have significantly different characteristics from
the continental shelf waves discussed above. The solitons
can have larger amplitudes in deep water and much larger

FIG. 10. Temporal record of depth of 14 °C isotherm for September 25–26, 1995 �the peaks are actually water depressions�. From Kropfli et al. �see Ref. 58�.
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scales both across and along their fronts. At the same time,
due to the deeper pycnocline position and smoother stratifi-
cation, the effective nonlinearity in such solitons may remain
relatively small, whereas in the shelf zone it can reach sig-
nificant values as discussed above.

A group of solitary waves having an intersoliton spacing
of 20 km and a maximum crest length of over 90 km at a
distance of 400 km from their source has been observed with
the Landsat multispectral scanner in the Sulu Sea in the Phil-
ippines, where they radiate from a narrow sill approximately
2 km in width.61 In these South East archipelagos, a combi-
nation of complex geography, inland seas with differing tidal
responses, and a deep pycnocline formed by the stress of the
trade winds all work to cause the soliton populations in the
region to be extraordinarily dynamic. These large, deep-
water solitons have been studied in some detail. Several
measurements in the Andaman Sea62 and Sulu Sea61 have
shown that solitons exist with amplitudes of up to 70–90 m
and phase speeds approaching 2.5 m/s, caused by strong
tidal flow over underwater sills between islands. Although
the unperturbed pycnocline depth is of order 125–150 m in
that region of the ocean, waves having amplitudes of the
order of the pycnocline depth can be generated by the lee-
wave process. Such large amplitudes are accompanied by an
appreciable nonlinear increase in phase speed, according to
Eqs. �18�. The observations of solitons with amplitudes up to
60 m were made by Pinkel in 1999 �see in Duda and
Farmer7� during the TOGA-COARE experiment in the West-
ern Pacific. Large waves have been detected in the areas of
the Guiana Basin in Western Atlantic and of the Mascaren
Ridge in Indian Ocean. The “champion” internal solitary

wave �ISW� of 120 m amplitude has apparently been ob-
served in the Strait of Gibraltar by Bryden in the unpublished
Cruise Report in 1998.

Detailed observations and analysis of solitary internal
wave dynamics in the Sulu Sea were carried out by Apel
et al.61 Some 14 days of measurements were made with cur-
rent meters and thermistors at three locales along the direc-
tion of wave propagation, which had been determined earlier
using satellite imagery �Fig. 12�. Shipborne instruments, in-
cluding radar, optical, and acoustic sensors, were also used to
follow wave packets from their birth at a sill at the southern
entrance to the Sulu Sea to their decay approximately
400 km across the sea. A tidal generation process was estab-
lished during which �1� the tide initially produces a complex
hydrodynamic perturbation at the sill; �2� the disturbance
gradually becomes steeper as it propagates into deep water;
and �3� the perturbation then forms into a solibore, i.e., an
undulatory bore that becomes fully modulated into a group
of several solitons by the time the packet reaches a distance
of 200 km from the source region. At that distance, the
modal differences in velocity of propagation �see Eq. �9��
have caused a separation of the internal waves by mode to
have taken place, with only mode n=1 being observed at
larger distances �although higher-order modes are detected
closer to the source�. Measurements of density, currents, and
shear flow profiles allowed the evaluation of the coefficients
of the solitary wave equations, Eqs. �17� and �18�, or the like.

In the subsequent publications, the authors modeled
these waves by a modified form of the JKKD equation that is
similar to Eq. �36�, but with modifications for cylindrical
spreading and Reynolds-type dissipation �as in Eq. �40��.
They calculated the evolution of a wave packet over dis-
tances from 90 to 200 km using as the initial data the regis-
tered wave perturbation at the point located 90 km away
from the source. To fit numerical and observatios data for the
200-km site, the authors used an empirical value of the co-
efficient of horizontal eddy viscosity Ah=10 m2/s and ob-
tained fairly good agreement between the theoretical/
numerical and experimental results. The calculations clearly
demonstrate how the soliton packet evolves out of the initial
disturbance into a rank-ordered train of pulses that decay in
both amplitude and wavelength toward the rear of the group.
Figure 13 shows a comparison of the phase speeds of 18
solitons in the Sulu Sea with the theoretical JKKD model �cf.
Eq. �39��; the dependence appears to be in accord with the
theory. Such comparisons form quite reasonable tests of the
soliton character of the waves.

Numerical models show that in addition to the tidally
generated solitons which are formed near the continental
shelves and which then propagate toward shore, a well-
defined internal soliton packet that propagates into deep wa-
ter can be generated. Some studies �e.g., Pingree et al.63�
suggest that the shelf-break generation process also launches
an offshore-traveling disturbance that propagates down to the
bottom, then reflects/refracts upward, and finally reappears
near the surface a few hundred kilometers out to sea. If such
generation actually occurs in nature, then the continental
shelves can be considered to be global sources of deep-water
internal waves. Indeed, the generation process is likely to be

FIG. 11. Photograph of solitons in the Straight of Gibraltar as observed by
the U. S. Space Shuttle. Image courtesy of NASA and La Violette et al. �see
Ref. 60�.
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as widespread as is the combination of bathymetry, stratifi-
cation, and current flow. If this is true, as it appears to be,
then the entire rim and island population of an ocean basin
can be sources of internal waves.

The energy in such internal waves ultimately derives
from the rotational energy of the Earth-Moon-Sun system.
Observations of the decay of orbital parameters, as well as
measurements of solid-Earth tidal dissipation and bottom
friction acting on oceanic tides in shallow seas, suggest that
ocean tides by themselves are insufficient to account for the
energy loss. Estimates of internal wave dissipation made us-
ing Seasat SAR data suggest that perhaps 5%–10% of the
changes in the rotational energy budget could be attributed to
internal wave excitation; thus it appears that this process can
provide a small but significant fraction of the missing energy.
Although this problem is beyond the scope of this paper, it is
amusing to consider that space-based observations of events
occurring beneath the sea and which have subtle surface sig-
natures should yield information relevant to celestial me-
chanics.

A brief compilation of sightings of internal waves
thought to be solitons is shown in Fig. 14. The signatures
have been recorded by in situ sensors and, in some cases,
observed and photographed simultaneously from aircrafts or
satellites. The updated information on intense internal waves
registered from satellites and the map of their sightings is
presented in the Internet Atlas by Jackson and Apel.8 The
global nature of the sightings demonstrates the widespread
occurrence of intense internal waves and, among them, inter-
nal solitons and their trains—solibores. Note that the major-

FIG. 12. �a� Internal solitons in the Sulu Sea in the Philippines’ area, as observed with the Defence Meteorological Satellite, and seen in reflected sunlight.
Borneo is at lower left. Visible are five packets of solitons generated by tidal action in the Sibutu Passage. �b� Schematic of phase fronts in frame �a� as
observed on two consecutive days in 1979. Current meter moorings were emplaced at SS-1, SS-2, and SS-3 during 1981. From Apel et al. �see Ref. 61�.

FIG. 13. Experimental versus theoretical phase speeds for solitons in the
Sulu Sea. From Apel et al. �see Ref. 61�.
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ity of data reflected on the maps concerns primarily coastal
zones and adjoint parts of deep ocean areas. Apparently, this
confirms an important role of shelf breaks in the formation of
intense nonlinear IWs.

C. Surface signatures of internal waves

The visibility of internal waves at the surface is due to
the modification of the quasiequilibrium surface wave vector
spectrum, �eq�k�, by the subsurface currents in the IW, to
form a perturbed, nonequilibrium spectrum, ��k ;x , t�. In
general, this spectrum depends on a number of parameters
such as currents, wind, the presence of surfactants, long sur-
face waves, etc. As a result, the problem of surface wave
modulation is not completely solved yet. Detailed discussion
of this problem is beyond the scope of this paper. Below we
give only a short outline of some mechanisms forming the
surface signatures of internal waves.

In the majority of cases, the basic motion affecting sur-
face waves is the horizontal velocity of the IW current near
the surface. This current changes the wave number and, gen-
erally, the energy of surface waves. The commonly used de-
scription of the modulation processes is grounded in the
equation for the conservation of the wave action
spectrum.10,64 The wave action spectral density, N�k ,x , t�, is
wave energy density per unit surface area divided by the
Doppler frequency of the wave, �D=�−k ·U, where U is the
horizontal current velocity at the surface. The balance equa-
tion for action spectral density can be derived from the La-
grangian description or from the energy density balance
equation for surface waves.10 In the “relaxation time” ap-
proximation it states that the action spectrum changes along
characteristics in �k ,x� space according to

dN�k,x,t�
dt

=
�N

�t
+ �kN ·

dk

dt
+ �xN ·

dx

dt
= −

N�N − Neq�
�

,

�69�

where Neq�k� is the equilibrium action density, and � is the
surface wave relaxation time, a phenomenological mea-
sure of how long a perturbed wave spectrum takes to relax
back to its equilibrium state depending on the wind
stress;65 note that some models take Neq

n with n	1 which
implies a sharper dependence of the process on wave am-

plitude. This equation may be integrated along its charac-
teristics to describe perturbations of the surface wave
spectrum �see, e.g., Hughes65 for a treatment of the corre-
sponding effects�.

The signatures of strong internal waves can be consid-
erably enhanced by the effect of “group synchronism,” when
the phase velocity of internal wave is close to the group
velocity of the surface waves responsible for the formation
of radar and optical images.66 This is because the phase
speeds of the internal wave solitons are typically dozens of
cm/s �sometimes over 1 m/s�, with the corresponding wave-
lengths for surface waves lying between several decimeters
and few meters. These waves, in turn, can affect the shorter
gravity-capillary waves �cascade modulation�.

For weakly nonlinear internal waves the solution of the
action Eq. �69� without relaxation ��→�� shows that the
wave intensity is distributed according to the “strain rate,”
��u /�x�z=0. This strain rate causes alternating compressive

and tensile effects on the surface wave spectrum, rendering
the internal waves visible on the ocean surface as roughness
changes.

As an example, Fig. 15 shows internal solitary waves in
the New York Bight via �a� their surface signatures in a SAR
image, �b� in situ current meter measurements made simul-
taneously with the SAR image, and �c� theoretical cross-
sectional modulations computed using the formalism men-
tioned above.67 The agreement between observation and
theory is quite good, as may be seen by comparing the solid
and dotted lines in Fig. 15.

For strongly nonlinear waves, however, the result can be
quite different. For such solitons Bakhanov and Ostrovsky
�2002� have shown that, instead of the strain rate maxima,
the decrease of surface wave intensity �slicks� can shift to-
ward the soliton peak �maximal depression� that is in agree-
ment with the COPE observations mentioned above. Indeed,
in Kropfli et al.,58 the variations of scattering intensity and
isotherm displacements were plotted together to show that
for the strong solitons, the scattering minima are from the
soliton peaks �Fig. 16�. Note that a similar effect can be
produced due to surfactant modulation by the IW current.

In all these cases, alternating regions of enhanced and
diminished surface wave spectral density occur, i.e., regions
that are rougher and smoother than the average. Electromag-

FIG. 14. Map showing sites where internal solitons have been reported �courtesy of Jackson�.
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netic radiation incident on the surface is thus scattered dif-
ferentially by the rough and smooth portions, and an image
constructed from such scattered radiation—say a photograph
made in visible light or a radar image—will map the rough-
ness variations. This map mainly mirrors the underlying in-
ternal currents.

Even more complex situation occurs for short gravity-
capillary waves when the wind relaxation cannot be ne-
glected. In this case the IW modulates air flow stress in the
lower atmospheric boundary layer which, in turn, affects
wave amplification by wind. Whereas the action of long sur-
face waves on the low atmospheric boundary layer has been
a subject of a number of papers, the effect of internal soliton

wavetrain on short surface waves via the wind perturbations
has been considered in comparatively few publications.68

Finally, internal waves can affect generation of ripples at
the crests of longer gravity waves �“parasitic ripples”�. This
process is important when the gravity wave amplitude is
close to its breaking value where the wave crest has a large
curvature.69 Due to the sensitivity of ripple generation to the
curvature, even for a slight modulation of the “primary” long
wave by the IW current, the ripple amplitude can change
radically. This version of cascade modulation �IW→ longer
gravity wave→ ripples� was observed in laboratory and de-
scribed theoretically, for references see Charnotskii et al.70�.

FIG. 15. �a� Internal solitons in the New York Bight as observed with SAR from Environmental Research Institute of Michigan flown on Canadian CV-580
aircraft. �b� In situ current measurements of internal wave packet in frame �a�. �c� Fractional modulations of waves in radar image, comparing observation and
theory of Eq. �69�. From Gasparovich et al. �see Ref. 67�.

716 J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Apel et al.: Internal solitons in the ocean



V. EFFECTS OF NONLINEAR INTERNAL WAVES ON
SOUND WAVES IN THE OCEAN

From the point of view of ocean acoustics, nonlinear
internal waves are important scatterers of sound. This scat-
tering is highly frequency dependent, unsurprising given the
broad range of the scatterers scales. We first define what
frequency bands are of interest. Based on experience, we
consider three frequency bands: high frequency �f
�50 kHz�, mid frequency �1 kHz� f�50 kHz�, and low
frequency �f�1 kHz�.

In the high frequency band, medium attenuation limits
sound propagation to ranges on the order of a few meters to
a kilometer. Thus for sonars at high frequencies, the mono-
static backscatter geometry is found to be the most useful.
Using high frequency sound also allows one to image an
ensonified object with good resolution. In the past few de-
cades, high frequency acoustic scattering has been used suc-
cessfully for imaging the detailed structure of nonlinear in-
ternal waves. Such images have provided information on
various parameters of the internal waves, including: snap-
shots of the detailed spatial structure of individual solitons;
the space-time evolution of solitons, including their genera-
tion, propagation, dispersion, broadening by bathymetry
changes, inversion at the so-called “critical depth;” and the
dissipation of solitons via turbulent processes and wave
breaking.

High frequency acoustic images also give views of how
material such as sediment and biota are carried by the waves,
which is important since these waves can provide non-zero
mean transport of a “tracer” due to their nonlinearity. In
terms of the acoustics problem for high frequency scattering
by nonlinear internal waves, there are still a number of loose
ends. Specifically, there is a well known, yet continually nag-
ging problem of determining which tracer of the internal
wave has scattered the acoustic signal. Is the scattering due
to sound speed or density structure, biota, bubbles, or sedi-
ment? These tracers all highlight different parts of the inter-
nal wave, and if one is doing imaging, it is obviously neces-

sary to know what one is imaging. Moreover, one is also
often interested in the tracers themselves; for example, one
might like to know what type and size of biota are being
carried along by the wave. The literature on high frequency
scattering, while reasonably developed, is not yet overly ex-
tensive. We would refer the reader to the work of Farmer and
Armi71 as one of the representative samples of this literature,
from which one can find references to other work in the field.

Scattering of sound from internal waves at medium fre-
quencies is, at this point in time, an under-developed area of
research. The Strait of Gibraltar tomography study by Tie-
mann et al.72,73 is perhaps the most detailed look at scattering
of midfrequency sound by internal soliton trains reported in
the literature. Using frequency modulated sweeps from
1136 to 3409 Hz, the two transmission paths considered, of
14.6 and 20.1 km length, provided a “raypath-averaged”
view of the solitons, from which the researchers were able to
understand how tidal cycle variability affected both the in-
ternal wave wave field and its acoustic effect. The effects of
ISW on medium frequency acoustics have also been seen in
“acoustic navigation nets” working at 8–13 kHz, and Head-
rick and Lynch74 report significant travel time fluctuations of
short paths �hundreds of meters to a kilometer� due to non-
linear internal waves. Henyey and Ewart and their collabo-
rators looked at kilometer scale transmissions in shallow wa-
ter at midfrequencies, only using moored towers to constrain
observation of the energy to the water column.

Still, the corresponding literature is rather sparse. This
paucity of results should not continue indefinitely, however,
as there are good reasons to look at the scattering of midfre-
quency sound by internal solitary waves. For instance, if one
is interested in the turbulence generated both in a nonlinear
internal wave and in its wake, which could have scales from
centimeters to tens of meters, looking for resonance Bragg
scattering from midfrequency acoustics, which has the same
span of wavelengths as the turbulence, might be a viable
method. Short range tomography at mid-frequencies, which
has been explored by Yamaoka et al.,75 is also an interesting

FIG. 16. Temporal records of �a�
normalized radar cross-section at
vertical polarization, �b� 37-GHz
brightness temperature, and �c� cur-
rent at 4.4 m depth for September
25–26, 1995. From Kropfli et al. �see
Ref. 58�.
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possibility. Experiments which will look at midfrequency
propagation and scattering in the midst of a strong internal
wave field are being planned at present, so that it is probably
just a matter of time before the literature in this area will
expand.

By far the largest amount of research on the scattering of
sound by internal solitary waves has been done in the low
frequency regime, and in shallow water, where we operation-
ally define shallow water to be the region from the tidal
mixing front �
30 m� to the continental shelf break
�
200 m�. In shallow water, there is a well known “optimal”
frequency of propagation, on the order of a few hundred
Hertz, at which one sees a minimum in propagation loss.76

This optimal transmission characteristic makes low fre-
quency an ideal band for shallow water sonar systems. Since
the continental shelves are also the home to a plethora of
nonlinear internal waves, it becomes inevitable that the inter-
action between the sound waves and ocean internal waves is
strongly observed.

When examining, the interaction of sound with the
coastal soliton field, there are a number of different issues to
address. First, we note that we must treat both the amplitude
and phase of a scattered signal. This can to some extent be
done separately, as the scattering characteristics for these two
basic quantities are often independent, at least to first order.
Also, in treating these variables, we further note that the
most common acoustic measurements are of intensity and
pulse travel time fluctuations, two secondary quantities,
rather than of the amplitude and phase directly. Another im-
portant consideration in looking at the acoustic scattering by
internal waves is that the acoustic scattering is very different
for source-to-receiver geometries which go across the wave
fronts of the internal wave packets as opposed to those ge-
ometries which are along the IW wave fronts. We will exam-
ine this next, in the context of acoustic normal mode theory,
which is a natural and physically insightful descriptor for
low frequency, shallow water sound. We will use two-
dimensional �2D� range dependent mode theory here for no-
tational simplicity, noting that a fully three-dimensional �3D�
treatment of the acoustic field is needed for some of the
effects we will discuss.

When dealing with a range dependent ocean acoustic
waveguide, the Helmholtz equation is nonseparable; how-
ever, a variant of the usual separation of variables technique,
called “partial separation of variables,” can be employed.
Specifically, the range dependent Helmholtz equation is

�2��r,z� + k2�r,z���r,z� = 0, �70�

where z is the vertical coordinate, r is the horizontal range,
��r ,z� is the range dependent normal mode field, and
k�r ,z�=� /c�z ,r� is the total wave number, which carries
within it the description of the range-dependent sound speed
of the ocean.

For this case, we stipulate the partially separable
�modal� solution:

��r,z� = �
n

Rn�r��n�r,z� . �71�

Inserting this solution into Eq. �70� results in a “local
normal mode” equation

� �2

�z2 + k2�r,z� − kn
2��n�r,z� = 0 �72�

and a set of coupled equations for the radial part of the so-
lution

Rm� �r� +
1

r
Rm� + km

2 �r�Rm�r�

= − �
n
�AmnRn + Bmn�Rn

r
+ 2Rn��� , �73�

where the prime signifies a range derivative and

Amn = 
0

�

��z��m�z,r��n��z,r�dz and

Bmn = 
0

�

��z��m�z,r��n��z,r�dz �74�

are the mode coupling coefficients.
These “coupled mode equations” are well known in

ocean acoustics, and so we will just refer the reader to some
of the standard texts if more information is desired about
them.76,77 The solutions to these equations are usually gener-
ated numerically, via codes like the well-known KRAKEN

code.
It is worth noting the details of the weakly range depen-

dent solution to the coupled mode equations, obtained by
setting the Amn and Bmn terms of Eq. �73� equal to zero. In
this limit, the so-called “adiabatic mode” solution for pres-
sure is as follows:

�75�

This particular modal solution is germane to propagation
along the internal wave front, where the range dependence of
the medium parameters is slow, so that the coupling coeffi-
cients remain small. The adiabatic solution clearly shows
how the variability of the ocean medium �in our case the
internal waves� produces amplitude and phase �and thus
travel time� fluctuations. For amplitude, the passage of the
internal waves over the source and receiver positions pro-
duces a distortion of the normal modes at those positions,
which thus changes the received pressure p�z ,r�. For phase,
km�r� varies over the source to receiver range, which changes
the phase, is �m=�0

Rkm�r�dr. Such adiabatic amplitude and
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phase fluctuation effects are well known and have been ex-
amined in detail for the case of surface gravity waves.

For the coupled mode �across the IW crest� propagation
case, we get both the adiabatic effects noted above �since the
adiabatic solution is, in essence, the lowest order coupled
mode solution� as well as some additional effects. In the case
of strong range dependency �i.e., large �cs�z ,r� /�r→ large,
where cs is the sound speed in the water column and “large”
means of the order of 10 m/s per km or more, the same
order as the deep ocean vertical sound speed change�, the
normal modes exchange energy along the source-to-receiver
track. This leads modal arrivals at a distant receiver which
have shared characteristics of the modes along the path. As
an example, consider the travel time of a mode one upon
arriving at a receiver �assuming we can filter the signal so as
to identify modes� in a waveguide that only supports two
modes. For the case of no coupling, mode one arrives at its
expected travel time, i.e., t1=R /v1

G. However, with coupling,
the mode one arrival can start out in mode two, travel to a
point x where it encounters a soliton and couples into mode
one, and then continues propagating to the receiver as that
mode. This “coupled mode one” has the arrival time t1

cp

=x /v2
G+ �R−x� /v1

G, which is intermediate between the un-
coupled mode one and mode two arrival times. It is easy to
see that, if there are scatterers densely distributed along the
source-to-receiver path, one will see a mode one arrival
which is spread out in time between the usual mode one and
mode two arrival times. This “time spreading” is a well
known phenomenon in shallow water pulse propagation,
where the coupled mode arrival spreads between the arrival
times of the fastest and slowest uncoupled modes.

Turning to soliton induced coupled mode effects on am-
plitude, it is found that the biggest contribution to amplitude
fluctuation is caused by the difference in medium attenuation
for different modes �or “differential attenuation”�. In general
�though exceptions can be found�, the low-order trapped
acoustic modes attenuate slowly, whereas the higher order
trapped modes �and certainly the continuum modes� attenu-
ate far more quickly, due to enhanced boundary interaction.
Thus, if a low mode couples to a high mode, more propaga-
tion loss is seen—the opposite is true for a high mode cou-
pling to a low mode.

We next look at ISW sound scattering effects on phase
and travel time. “Pulse wander,” which is the variation in
arrival time of a pulse with no change in the shape of the
pulse, is mathematically the frequency derivative of the
phase �fluctuation� integral shown in Eq. �75�. It has been
shown that pulse wander effects are significantly larger for
along IW wave front propagation than for across wave front,
an effect which is readily understood by examining the phase
integral in Eq. �75�. The integrand of that integral oscillates
quickly and largely cancels for across IW wave front propa-
gation, whereas it is relatively constant along an IW wave
front. The wander also shows a distinct mode number depen-
dence, which is associated with where the acoustic mode
vertical turning points are located in relation to the maximum
amplitude points of the internal wave modes �which are usu-
ally dominated by mode one, as previously discussed�. Wan-
der effects for path lengths of 25–50 km at frequencies of

100–500 Hz tend to be of order 10 ms �or less� along IW
wave fronts, and about 1 ms �or less� across the wave fronts.

The travel time spread, which is caused by the mode
coupling due to across IW wave front propagation, shows an
interesting effect which has been dubbed “near receiver
dominance.” Specifically, when an internal wave or packet of
internal waves is between an acoustic source and receiver,
and moreover when especially it is close to the receiver, then
the time spread seen is a maximum. The explanation for this
is easily seen by taking the limit x→R in our previous two
mode simplistic example. In this limit, the arrival time dif-
ference between the undisturbed mode one and the coupled
mode one is a maximum. This spreading effect was clearly
seen in the 1995 SWARM experiment by Headrick and
Lynch,74 who showed an M2 tidal signal in the spread of
pulsed signals due to the passage of the nonlinear internal
tide by the receiver.

Let us return to the acoustic amplitude scattering effects
of the internal waves. We will first look at the across IW
wave front propagation geometry, simply because that was
the geometry that was first examined experimentally and
theoretically, and is better understood at this point in time.
Undoubtedly the best known shallow water acoustics experi-
ments on sound scattering by internal waves are the Yellow
Sea series of experiments reported by Zhou et al.78 In these
experiments, Zhou reported seeing anomalously high propa-
gation losses versus frequency, up to 30–40 dB, a huge
amount. These anomalous losses were attributed to resonant
Bragg scattering from a strong internal wave train with
evenly spaced internal wave solitons. �This is not the usual
soliton wave train one sees, but it is what exists in the Yellow
Sea.� Resonant scattering occurs when projection of the IW
wavelength along the acoustic path,  IW, is equal to the
acoustic mode interference distance �commonly called the
“mode cycle distance”�, �mn, where �mn=2� / �km−kn�. The
internal wave train then acts as a two-dimensional Bragg
crystal lattice, which gives both frequency and azimuth de-
pendence to the scattering field. At resonance, the predomi-
nantly lower mode energy created at the source was trans-
ferred to higher modes, which then attenuated more quickly,
thus greatly increasing the total energy losses reported. �We
again note that the opposite effect from this can happen,
depending upon the depth of the source relative to the strati-
fication of the ocean. If the source is in warmer, higher
sound-speed water, higher acoustic modes are preferentially
excited at the source. IW coupling then transfers much of
their energy to the low modes, which decay more slowly,
producing less loss.� This resonance mechanism is a robust
and easily understandable one. Moreover, it can be general-
ized to nonregularly spaced internal wave trains, simply by
examining the spatial wave number spectrum of a soliton
wave train, and then matching these wave number compo-
nents to the acoustic mode cycle distances. Preisig and
Duda79 have shown, via numerical simulations, the details of
a second mechanism for strong scattering, specifically the
resonance of pairs of acoustic modes with the widths of the
individual solitons. This mechanism is universal and is, in
fact, a more detailed version of the Bragg mechanism just
discussed. Since strong IW scattering mechanisms exist in
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nature, substantial across-wave front, coupled mode acoustic
scattering is the rule, rather than the exception.

Next we come to propagation along IW wave front. This
topic has been explored mostly theoretically, though recent
experimental data has confirmed some of the theory. An in-
teresting geometry which recently has been considered is the
“along IW wave front” geometry shown in Fig. 17. This
creates “horizontally ducted propagation” of acoustic normal
modes between internal wave solitons. Two neighboring soli-
tons in a wave train create high sound-speed regions, with a
comparatively low speed region in between. This creates a
horizontal duct �in the x-y plane� for each vertical acoustic
normal mode. The detailed scattering by this duct was pre-
dicted via the theory and computer modeling and recently
has seen a striking confirmation in the SWARM experimen-
tal data taken by Badiey et al.80,81 This ducting effect is a
strong one, easily producing 6–8 dB level increases in low
frequency, broadband transmissions. Moreover, since this is
a fully three-dimensional effect, the focusing of energy gives
amplitude fluctuations over and above the 5.6 dB that one
expects from saturated normal mode multipath interference
in two dimensions �in the x-z plane�. Additionally, the de-
scription of such propagation requires fully 3D theory and
numerics, and goes beyond the scope of the simple 2D equa-
tions presented previously.

There are two additional “along-internal-wave front”
scattering effects that have been theoretically predicted,
though not yet unambiguously observed. They are the so-
called “Lloyd’s mirror”77 and “whispering gallery mode” ef-
fects. In the first effect, one sees the interference between a
direct arrival and a totally internally reflected arrival which
has been glancingly reflected off an internal wave or the
leading edge of a packet of internal waves. The second ef-
fect, the whispering gallery effect, is somewhat more com-
plicated. To begin with, sound propagating along-shelf is be-
ing refracted seaward by seaward sloping bathymetry. Then
internal waves just seaward of the acoustic paths reflect the
acoustic energy back in the shoreward direction, given small
grazing angle incidence. This results in the sound being
trapped between the slope pushing it seaward and the IWs
reflecting it shoreward. It is the ocean acoustic analog of a
whispering gallery except that the curved rays act like the
curved walls of a whispering gallery, whereas the IWs act as
the wall reflector. This effect may have in fact been observed
�though from a front, not internal waves� via the enhanced
noise level at a receiver in the SWARM experiment; how-
ever, this evidence is preliminary at best, and detailed experi-
ments are needed to verify this.

To conclude, we note that further oceanographic mea-
surements of nonlinear internal waves are needed to better

understand the scattering of acoustic signals. To begin with,
the fully 3D structure and evolution of internal wave trains in
range variable bathymetry and hydrology needs to be under-
stood, as this defines the basic scattering entity. Second, the
turbulence generated by the nonlinear internal waves needs
to be better measured, as it also promises to be important to
midfrequency acoustic scattering. Finally, the relative
strength of the coastal nonlinear versus linear internal wave
field needs to be described, as both species of waves can be
important to acoustic scattering.

VI. CONCLUDING REMARKS

In this review paper we tried to outline different aspects
of ISWs including theoretical models, field data, and the
ISW action on acoustic wave propagation. Natural observa-
tions confirm that intense ISWs or their trains �solibores� do
exist both in shallow and deep ocean areas, and in many
cases their parameters are close to those predicted theoreti-
cally. There is not only academic interest to ISWs: they are
able to provide strong vertical mixing, transport particles,
affect turbulence and biological life, and even possibly inter-
fere with underwater navigation. They affect surface waves,
thus creating surface “slicks” that are visible by optical de-
vices and radars and sometimes by naked eye. They influ-
ence propagation of acoustic signals in water and may form
specific conditions for ducting sound waves.

Intensive theoretical and observational studies over the
last decade have confirmed that ISWs are a widespread phe-
nomenon throughout the oceans, especially in coastal zones
where they are generated by barotropic tides. They probably
absorb a noticeable part of the total tidal energy. Internal
solitons are, so to say, the “extremes” of the internal wave
spectrum, their magnitudes possibly reaching many dozens
of meters. They may be at least partially responsible for the
fact that the IW spectrum in upper ocean differs from the
Garrett–Munk spectrum characteristic of deeper water layers
�the main thermocline area�.

In spite of an impressive recent progress in studies of
ISWs, some important questions remain unanswered or at
least not completely clear. One of them is how the ISW are
generated in the ocean. The main source of oceanic ISWs is
apparently internal tides. However, the relative roles of spe-
cific mechanisms in their formation �shear-flow induced lee
waves, scattering of barotropic tides by bottom features�, as
well as the Earth’s rotation, etc., that are discussed in litera-
ture, are not clear in many cases. Also the energy sinks for
solitons �dissipation, scattering on bottom roughness, etc.�
are also not always known quite well.

Another problem is the ISWs propagation along inho-
mogeneous paths, e.g., onshore propagation from the shelf
break zone. There exist a number of theoretical models for
these processes, especially for weakly nonlinear waves de-
scribed by the KdV or KP equations with slowly varying
parameters. Experimentally, however, most in situ observa-
tions cover one or, in few cases, two observation points, with
little knowledge of what occurs at other points.84 On the
other hand, remote observations from aircraft and satellites
can provide a panoramic pattern of the surface slicks but

FIG. 17. Ducting of sound between internal waves.
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without detailed in situ data. Some exceptions have been
described above.

Other questions relate to statistical properties of solitons:
where are most active zones of soliton generation located,
what are the typical and extreme parameters of solitons in
different areas, and, in cases when solitons are randomly
distributed, what are their statistical and spectral characteris-
tics. We already mentioned the Atlas of solitons available on
the Internet, but it only describes several typical areas; per-
haps a more comprehensive atlas could be created in the
form of a map like that shown in Fig. 14 but much more
detailed.

And certainly the numerous possible mechanisms of
ISW interaction with the electromagnetic and acoustic fields
must be better understood: indeed, the interpretation of re-
mote sensing data crucially depends on the corresponding
models.

Finally, the action of ISWs on other processes such as,
e.g., biological life in upper ocean and shallow seas, has not
been sufficiently addressed yet; this is a very promising and
practically important area of oceanography.

Nonetheless, from we already know, we can arguably
state that ISWs are the most regularly and clearly observed
kind of solitons in natural conditions! One can foresee much
further progress in this area of theoretical and experimental
oceanography.
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I. INTRODUCTION

There is a well-established body of knowledge about the
speech production mechanism �e.g., Löfqvist, 1997�, cover-
ing articulatory processes �e.g., Perkell, 1997�, coarticulation
�e.g., Farnetani, 1997�, and so on. The movements of the
articulators can be directly measured in real time and models
of the articulatory system, particularly the tongue, have been
built �e.g., Honda et al., 1994; Kaburagi and Honda, 1996�.
Aside from actual articulatory data, other representations of
speech production are available, including various kinds of
feature systems, gestures, and landmarks. These expressive
representations allow simple explanations for many phenom-
ena observed in speech which cannot be easily analyzed
from either the acoustic signal or the phonetic transcription
alone.

Acoustic modeling for automatic speech recognition
�ASR� currently uses very little of this knowledge and as a
consequence speech is only modeled as a surface phenom-
enon. Generally, hidden Markov models �HMMs� link the
phonetic level to the observed acoustic signal via a single
discrete hidden variable, the state. The state space �i.e., the
set of values the state variable can take, which may be many
thousands� is a homogeneous layer with no explicit model of
the structural differences or similarities between phones; the
evolution of the state through time is modeled crudely. In
this article we consider whether acoustic modeling for

speech recognition stands to benefit from the judicious use of
knowledge about speech production.

The standard approach to acoustic modeling continues to
be the “beads on a string” model �Ostendorf, 1999� in which
the speech signal is represented as a concatenation of phones.
The fact that the acoustic realization of phones is context-
dependent—the consequence of coordinated motion of mul-
tiple, slow-moving physical articulators—is accounted for by
the use of context-dependent models. Because the set of con-
texts is very large, statistical clustering techniques must be
used. This approach is probably not optimal, and perhaps
effective only for relatively constrained types of speech. Al-
though these clustering techniques use articulatory/phonetic
features, a direct use of these features as statistical factors
may offer better performance. Variations in speech produc-
tion �e.g., due to speaking rate� are either not modeled, or
require the creation of situation-specific models, leading to a
problem of robust estimation. There is some work on explicit
modeling of pronunciation variation, but this is severely lim-
ited by the coarseness of the phone unit: another conse-
quence of the beads on a string approach. Section II provides
a full definition of what we mean by “speech production
knowledge.” For now, we can take it to include data about
articulation �recorded directly, or annotated by human label-
ers�, automatic recovery of such data, or features derived
from phonetic transcriptions.

A. The scope of this article

We aim to provide a comprehensive overview of the
large body of speech recognition research that uses speecha�Electronic mail: Simon.King@ed.ac.uk
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production knowledge: a road map for the reader that makes
connections between the different approaches. This article
was inspired by the Beyond HMM Workshop �2004� and had
its genesis in a short paper by McDermott �2004�.

Section I B makes the case for using speech production
knowledge, Sec. I C acknowledges ways in which current
systems already do, and Sec. I D gives some pointers to early
work. Section II defines in detail just what is meant by
speech production knowledge and discusses how it can be
represented with a view to using it in speech recognition; we
do not attempt a complete review of all work on speech
production, nor do we consider theories of speech perception
with a production basis �Liberman and Mattingly, 1985�. We
will not consider formant frequencies in any depth �because
they only give an incomplete picture of speech production�
or prosody, source features or phrasal effects �because we are
not aware of any production-based ASR system that uses
them�. In Secs. III and IV, we look at how this speech pro-
duction knowledge can be obtained, whether it is from ar-
ticulatory measurements, manual transcription, derivations
from phonetic labels, or by machine-learning. Section V pro-
vides a survey of efforts to use production knowledge in
acoustic modeling for automatic speech recognition. Finally,
in Sec. VI, we highlight some ongoing work and suggest
future directions.

B. The case for using speech production knowledge
in speech recognition

Incorporating speech production knowledge into ASR
may alleviate some of the problems outlined earlier and en-
able improved recognition of spontaneous speech, greater ro-
bustness to noise, and multilingual acoustic models �Rose et
al., 1996�. In practice, it is hard to realize these benefits.

Most production representations use a factored represen-
tation: parallel “streams” of features/parameters. Since any
given feature/parameter will typically be shared amongst
many phoneme classes, the training data are used in a poten-
tially more effective way. Low-frequency phonemes will
share features with high-frequency ones, benefiting from
their plentiful training data. Parameter tying for context-
dependent HMMs already takes advantage of this property.

Rather than modeling complex acoustic effects of coar-
ticulation, explicit modeling at the production level specifies
precisely where, when, and how coarticulation occurs. Since
production representations are easily interpreted, models that
use them are more transparent than HMMs, where the hid-
den state defies any interpretation or post-hoc error analysis.
Although our understanding of the modeling capabilities of
HMMs has recently been advanced �Bilmes, 2004; Bridle,
2004; Tokuda et al., 2004�, there is still a long way to go
before we are able to interpret current large systems.

The advantages of explicit modeling and a factored rep-
resentation together imply better performance on spontane-
ous or casual speech because of the greater degree of coar-
ticulation observed in this type of speech �Farnetani, 1997�.
We also expect production-based models to be noise robust.
The factored representation means each feature/parameter is
easier to recognize than, say, 61 phoneme classes, because
features/parameters typically have far fewer than 61 possible

values. In a factored representation, errors for each factor are
multiplied together, which could potentially make the situa-
tion worse, but each feature/parameter will be affected dif-
ferently by noise, so we could expect that—provided there is
a little redundancy, or a strong enough language model—in
the presence of noise, sufficient features/parameters could
still be identified �“islands of reliability”� to perform speech
recognition. In order to take full advantage of the varying
reliability of the different features, a confidence measure is
required.

It is possible to construct production-based representa-
tions that are multilingual or perhaps even language univer-
sal. This is an underexplored area, deserving of further re-
search. The International Phonetic Alphabet �IPA,
International Phonetic Association �1999�� provides a pho-
neme set which is intended to be universal, but suffers from
a number of problems, such as: A single IPA symbol may be
pronounced somewhat differently in different languages;
some symbols are very rare amongst the world’s languages.
Features offer a powerful and language-universal system
�Ladefoged, 1997�. Some representations of speech produc-
tion can be argued to be relatively speaker independent,
compared to standard spectral features �Maddieson, 1997�.
Expressing pronunciation variation as phonemic transcrip-
tions is problematic �Sec. V E�. A factored feature represen-
tation is potentially both more expressive �e.g., it allows
small variations that do not result in phonemes changing
class� and more compact.

C. How much production knowledge do current HMM
systems use?

Current systems, which are almost invariably HMM-
based, use a little knowledge of speech production. One of
the above advantages of a speech production rep-
resentation—its factorial nature—is exploited, albeit to a
limited extent and in somewhat opaque fashion, by standard
HMM systems during decision tree-based parameter tying.
Vocal tract length normalization �Cohen et al., 1995� ac-
knowledges a physiological fact of speech production, and is
widely used. Jurafsky et al. �2001� suggest that models of
triphones �context-dependent phones� can usually deal with
phonetic substitutions, but not large-scale deletions.

1. Decision trees for state tying

Because the state space of a context-dependent HMM
system is large �there are more parameters than can be
learned from current data sets�, it is necessary to share pa-
rameters within clusters of states. Bundles of discrete fea-
tures, similar to the systems discussed in Sec. II B, are the
usual representation used for phonetic context when building
the decision trees used for tying the states of context-
dependent HMMs such as triphone models �e.g., Young et
al., 2002�. If phonemes were used to describe the left and
right context, the power of state-tying would be severely
restricted. For example, it would not be possible to identify
the similar effect that nasals like �n� and �m� have on pre-
ceding vowels, or the similar formant transitions seen in
vowels following bilabial stops like �p� and �b�. The fact that
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�p� and �b� have the same values for some discrete features
tells us that they are similar �in terms of production� and will
have similar effects on neighboring phones. This use of fea-
tures is still limited, because features are attached to phones
�or HMM states�, so the power of the modeling is still re-
stricted by the beads on a string problem. To really exploit
the power of features to describe contextual and pronuncia-
tion variation in speech, probably requires the model to re-
tain an internal feature-based representation.

2. State tying gives structure to the state space

After state tying, the state space has structure. When a
pair of states from different triphone models �the same base
phone in different left and/or right contexts� are tied, the
acoustics of these two triphones must be similar. Since the
tying was guided by features that can be related to produc-
tion knowledge, the underlying production of the two triph-
ones must also be similar. A cluster of tied states thus con-
nects a localized region of acoustic space with a localized
region of articulatory space. Therefore, although the state-
space structure �the set of clusters� formed by state tying is
not at all easy to interpret, it forms a mapping from produc-
tion to acoustics. Within a cluster, the mapping is approxi-
mately constant �all states in the cluster share the same val-
ues for some subset of the production-based features and all
use the same output density�; from cluster to cluster, the
mapping changes, sometimes by a small amount �a smooth
region in the global articulation-to-acoustic mapping�, some-
times by a large amount �a discontinuity in the global
articulation-to-acoustic mapping�. However, little attempt is
made to take any further advantage of this implicit mapping,
by interpolating between clusters for example. Luo and Je-
linek �1998� suggested “nonreciprocal data sharing” as a
method for estimating HMM state parameters without hard
state tying. This is, in essence, an interpolation between the
clusters of states, but it does not explicitly use any articula-
tory information.

D. Historical perspective

Early attempts to use knowledge of speech production
for speech recognition were limited. Since articulatory mo-
tion data were not easily available, knowledge had to be
gleaned from human examination of the acoustic signal,
from experiments on human reading of spectrograms �Cole
et al., 1980; Zue, 1985�, from static x-ray images or intro-
spection. This knowledge was then translated into rules or
other classifiers that typically produced either a phoneme
string or a phoneme lattice as output. Some highlights of this
early work are mentioned in the following.

Fujimura �1986� proposed that certain, critical articula-
tory movements are more speaker-invariant than the acoustic
signal. Cole et al. �1986� suggested that features �e.g.,
formant-related� were required to make fine phonetic distinc-
tions and De Mori et al. �1976� used features attached to
syllables. Lochschmidt �1982� used simple articulatory pa-
rameters to aid phonetic classification. Several systems have
used a variety of acoustic-phonetic features, which often
have some speech production basis. The CMU Hearsay-II

system �Goldberg and Reddy, 1976� and the CSTR Alvey
recognizer �Harrington, 1987� made use of phonetic features.
More recent work has continued this knowledge-based ap-
proach �Bitar and Espy-Wilson, 1995, 1996; Espy-Wilson
and Bitar, 1995�.

In this article, we will not further discuss these early
�and often failed� attempts, which generally used knowledge-
based “expert systems” methods. We will instead consider
more recent work, which uses statistical/machine-learning
techniques. One of the earliest attempts at a production-
inspired model within a statistical machine-learning frame-
work was the Trended HMM of Deng �1992� in which HMM
states, instead of generating independent identically distrib-
uted observations, generate “trended” sequences of observa-
tions in the observation space. The model only accounts for
one aspect of the acoustic consequences of speech produc-
tion: piecewise smooth/continuous observation sequences. It
does not attempt to explicitly model underlying production.

II. WHAT IS SPEECH PRODUCTION KNOWLEDGE?

In the following, we examine what various researchers
mean by speech production knowledge, the linguistic theo-
ries which provide the original motivations, and how speech
production can be represented, whether that is in a literal or
abstract form.

A. Why the representation matters

For production knowledge to be useful for speech mod-
eling and recognition, an encoding must be chosen. A variety
of possibilities exist, ranging from continuous-valued mea-
surements of vocal tract shape during speech, to the use of
discrete-valued manually selected feature sets. The speech
production parameters which appear in this survey can be
broadly categorized as discrete or continuous. “Discrete” is
used in this article to cover both categorical features and
discretized positions �e.g., high/mid/low are the three pos-
sible values for the discrete feature “height” in some feature
systems�. As we will see, the form of the representation is
crucial. If we adopt an approach that models the representa-
tion explicitly, the representation will directly determine the
type of statistical or other model that can be used.

Generally, representations abstract away from the articu-
latory organs and lie somewhere between a concrete descrip-
tion of the continuous-valued physical positions and motions
of the articulators and some higher-level symbolic, linguistic
representation �e.g., phonemes�. The motivations for each
representation are quite different: a desire to explain coar-
ticulation, or the atomic units in some particular phonologi-
cal theory, for example. Likewise, the position of each rep-
resentation along the physical production space ↔ abstract
linguistic space axis is different. All of them claim to nor-
malize articulation, within and particularly across speakers—
they are more speaker-independent than measurements of
tongue position, for example. Most also claim to be language
independent �Ladefoged, 1997�. Many claim to be able to
explain phenomena that have complex acoustic conse-
quences, such as coarticulation or phonological assimilation,
quite simply, e.g., by overlapping or spreading of features
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�Farnetani, 1997�. These are all strong motivations for be-
lieving that production knowledge should be used in ASR.

Clearly, the degree of abstraction affects the usefulness
of a representation for modeling purposes. While physical
measurements of articulator positions might be most true to
the reality of speech production, they pose significant prob-
lems for statistical modeling—for example, they are gener-
ally continuous-over-time trajectories and therefore require a
different class of models and algorithms than frame-based
data. At the other extreme, highly abstract representations
might be simpler to model, but cannot express the details of
speech production that might improve speech recognition ac-
curacy. Typically, more abstract representations will tend to
be discrete whereas concrete ones will tend to be continuous-
valued. Discretization of continuous processes is common
when formulating numerical models. In the case of speech
production, the choice of symbols may be suggested by the
feature system in use �e.g., a traditional place/manner system
may have nine values for place and five for manner� or by
quantizing articulatory measurements �e.g., Stephenson’s
work discussed in Sec. V A 3�. We will use the terms articu-
latory features �AFs� to refer to discrete-valued representa-
tions and articulatory parameters to refer to continuous-
valued representations.

B. Discrete representations of speech production

Discrete representations of speech production fall into
two categories. In one, the number of features is usually
small, with each feature taking a value from a set of possible
values. It is possible for a feature to have an unspecified
value �the set of features is then called “underspecified”�.
These features are often associated with a linguistic unit. A
traditional system for describing phonemes using a small
number of features, each of which can take multiple values,
has as its two most important features manner and place. To
these, various other features can be added; for example, the
inventory used by Kirchhoff �1999� is manner �possible val-
ues: vowel, lateral, nasal, fricative, approximant, silence�,
place �dental, coronal, labial, retroflex, velar, glottal, high,
mid, low, silence�, voicing �voiced, voiceless, silence�,
rounding �rounded, unrounded, nil, silence�, and front-back
�front, back, nil, silence�. Because the set of possible places
of articulation depends on manner, the values that place can
take may be made conditional on the value of manner
�Chang et al., 2005; Juneja and Espy-Wilson, 2003b�. This is
a frequently used representation for modeling, where the fea-
tures are known as pseudoarticulatory features, or simply
articulatory features. AF-labeled data are commonly pro-
duced using rule-based systems which map from existing
labels to a corresponding articulatory configuration or se-
quence of configurations �see Sec. IV B 3�. Other discrete
parametrizations include quantizing measured articulatory
data �Sec. V A 3�.

The other category of representations uses a larger num-
ber of binary features; a vector of such features may be as-
sociated with a linguistic unit or, for the purposes of ASR,
may be specified for every time frame. One influential pho-
nological model �Chomsky and Halle, 1968� represents pho-

nemes as vectors of binary features, such as voiced/voiceless,
nasal/non-nasal, or rounded/unrounded. These all have a
physical production interpretation, although they were in-
tended for use in phonological rules. Some approaches to
ASR described in this article use this approach �Sec. V A 1�.
However, they generally adopt only the feature set and ig-
nore the rule-based phonological component. They also gen-
erally specify the features every frame, rather than associat-
ing them with linguistic units because the features can thus
be automatically recognized from the acoustic signal prior to
hypothesizing linguistic unit boundaries. This is in contrast
to “landmark” approaches, which first hypothesize linguisti-
cally important events, and then produce either acoustic fea-
tures for each event or distinctive features defined at land-
marks �Sec. IV C�.

The key advantage of using features in phonology trans-
fers directly to statistical modeling. Features are a factored
representation and, through this factorization, feature values
are shared by several phonemes. As we already mentioned in
Sec. I, even in standard HMM-based recognition systems
�e.g., Young et al., 2002�, this factored representation is
extremely useful.

Chomsky and Halle’s features are an abstract represen-
tation of speech production. After all, they were used in a
phonological theory, in which only symbolic processes �e.g.,
assimilation� are of interest. In speech modeling, we wish to
represent more acoustic detail than this. Fortunately, the fea-
ture set can be used to describe some acoustic �nonphono-
logical� processes. For example, we could describe a nasal-
ized version of an English vowel by simply changing its
nasal feature value from − to +. A simple extension of this
feature system �see Sec. V A 1� changes the interpretation of
the feature values to be probabilistic, with values ranging
from 0 to 1, thus allowing degrees of nasalization, for
example.

Speech as articulatory gestures. A separate and also in-
fluential perspective on speech organization was developed
at Haskins Laboratories during the 1980s �e.g., Browman
and Goldstein, 1992�. A central tenet of the gestural approach
is that speech percepts fundamentally correspond to the ar-
ticulatory gestures that produced the acoustic signal. Ges-
tures typically involve several articulators working together
in �loose� synchrony. In the gestural view of speech produc-
tion, a “gestural score” is first produced, from which a task
dynamic model �Saltzman and Munhall, 1989� generates ar-
ticulatory trajectories. The score is written using a finite
number of types of gesture, such as “bilabial closure” and
“velic opening.” An example gestural score, using Browman
and Goldstein’s vocal tract variables, is shown in Fig. 1.
These gestures correspond directly to physical actions of the
articulators.

The gestural approach provides an account of variation
in spontaneous or casual speech. Instead of using complex
phonological rules to account for phenomena such as leni-
tion, reduction, and insertion, it uses simple and predictable
changes in the relative timing of vocal tract variables �Brow-
man and Goldstein, 1991�. A vivid example of the represen-
tational power of the gestural approach is provided in Rubin
and Vatikiotis-Bateson �1998� for the utterances “banana,”
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“bandana,” “badnana,” and “baddata” where it is shown that
the differences between these utterances all come down to
differences in the timing of velar movement.

C. Continuous-valued representations of speech
production

In a few systems �e.g., Frankel, 2003; Wrench, 2001;
Zlokarnik, 1995�, a number of continuous-valued streams of
data together give a smoothly varying description of speech
production. These may consist of measured human articula-
tion, parameters automatically recovered from acoustic input
�Sec. IV A�, or production-inspired parameters �Nix and
Hogden, 1998; Richards and Bridle, 1999�.

The relationship between articulation and acoustics is
highly nonlinear. Measured articulatory parameters are
smooth, slowly varying, and continuous �yet noisy�, due to
the highly constrained dynamics of speech production. By
contrast, acoustic parameters display regions of smooth spec-
tral change interspersed by sudden discontinuities such as
found in plosives. Analysis of speaker-dependent electro-
magnetic articulograph �EMA� data from the MOCHA cor-
pus �Wrench and Hardcastle, 2000� reported by Frankel
�2003� shows that a linear predictor can explain much of the
variation found in articulatory parameters, both within and
between phone segments. On acoustic data, while a linear
predictor is suitable within phones, a nonlinear predictor is
required to model dependencies between phone segments.

III. MEASURING SPEECH PRODUCTION FROM
THE ARTICULATORS

In the following, we look at ways of measuring speech
production, then in Sec. IV we will cover methods that only
require the acoustics �at least, at recognition time�. We must
make a distinction between “data” and “knowledge.” While
data �e.g., articulation measured by electromagnetic articu-
lography or magnetic resonance imaging� may be regarded
as ground truth, it is not sufficient to build a model. Powerful
machine-learning techniques are available for learning the
parameters of a model and, increasingly, for selecting
amongst a set of candidate models. These techniques use
data but require the model �or model type� to be specified.
Machine-learning cannot hypothesize new types of model for
us; for that, we must apply knowledge of the problem. In this
article, we concentrate on systems that follow this method-
ology: they use knowledge of speech production to hypoth-

esize a new type of model, then use machine-learning and
data to learn its parameters.

A. Techniques for measuring articulation

Measuring articulation is frequently an invasive process.
However, subjects generally manage to produce intelligible
and reasonably natural speech despite the array of instru-
ments to which they are attached.

An x-ray microbeam system involves attaching 2–3 mm
gold pellets to the articulators which are tracked by a narrow,
high-energy x-ray beam. The system described by Westbury
�1994� achieves sampling rates of between 40 and 160 Hz
depending on the articulator being tracked. The x-ray ma-
chinery produces appreciable levels of background noise, re-
sulting in a noisy speech signal and also interfering with
speech production—the Lombard effect �Junqua, 1993�.

An EMA system uses small receiver coils, instead of
gold pellets, which have threadlike wires attached. These in-
terfere surprisingly little with speech production. Current is
induced in the coils by alternating magnetic fields from fixed
transmitter coils mounted on a helmet, and their position can
be inferred. As with an x-ray microbeam system, only x and
y coordinates of each sensor in the midsagittal plane are
measured, although a recently developed three-dimensional
version overcomes this limitation and additionally removes
the need to attach the transmitter coils to the subject �Hoole
et al., 2003�. EMA systems can be located in recording stu-
dios, produce little operating noise, and therefore offer very
high quality audio; there are, however, some limitations on
microphone type and placement, due to the electromagnetic
field. In practice, the duration of recording sessions is limited
because coils become detached or the subject tires.

A laryngograph, or electroglottograph �EGG�, measures
variation in conductance between transmitting and receiving
electrodes positioned on either side of the larynx, which is
related to the change in glottal contact. An electropalato-
graph �EPG� measures tongue/palate contact over the whole
palate using a custom-made artificial palate which has elec-
trodes embedded on the lower surface in a grid pattern. Be-
cause it is a few millimeters thick, this interferes substan-
tially with speech production. However, articulatory
compensation �Perkell, 1997� means that relatively natural
speech can be produced if the speaker wears the palate for
some time before the recording session starts. An overview
of other articulation-measuring devices can be found in
Stone �1997�, including computed tomography, magnetic
resonance imaging, ultrasound, electromyography, strain
gauges, video tracking systems, various aerodynamic mea-
surement devices, and so on.

B. Available corpora

Corpora large enough for training and evaluating ASR
systems are scarce due to the expense and labor involved in
data collection. We are aware of just two such data sets. The
Wisconsin x-ray microbeam database �Westbury, 1994� con-
sists of parallel articulatory and acoustic features for
60+ subjects, each of whom provide about 20 min of speech,
including reading prose passages, counting and digit se-

FIG. 1. Gestural score for the word “spam,” adapted from Browman and
Goldstein �1991�.
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quences, oral motor tasks, citation words, near-words,
sounds and sound sequences, and read sentences. The MO-
CHA corpus �Wrench, 2001; Wrench and Hardcastle, 2000�
was recorded at Queen Margaret University College, Edin-
burgh, and consists of parallel acoustic-articulatory record-
ings for a number of speakers, each of whom read up to 450
sentences from TIMIT �Garofolo et al., 1993�, plus 10 fur-
ther sentences to cover the received pronunciation �RP� ac-
cent of British English. The measurements comprise EMA,
EPG, and EGG. Data sets from the other measurement de-
vices listed earlier do exist, but not usually in useful quanti-
ties. New data are gradually becoming available, including
EMA and magnetic resonance imaging �MRI� video data
from the University of Southern California.1

IV. INFERRING SPEECH PRODUCTION FROM
THE ACOUSTIC SIGNAL

In the absence of measurements of speech production,
some method is required for recovering this information
from the acoustic signal. Here, we discuss the tasks of articu-
latory inversion �Sec. IV A�, articulatory feature recognition
�Sec. IV B�, and landmark detection �Sec. IV C�. Articula-
tory inversion is concerned with faithful recovery of articu-
lation or realistic, articulatorlike parameters. Articulatory
feature recognition is the inference of discrete pseudoarticu-
latory states. Landmark detection aims to enhance feature
detection by locating points in the signal at which reliable
acoustic cues may be found.

A. Articulatory inversion

An inversion mapping seeks to invert the process of
speech production: Given an acoustic signal, it estimates the
sequence of underlying articulatory configurations. There is
evidence that multiple articulatory configurations can result
in the same or very similar acoustic signals: a many-to-one
mapping. This makes the inversion mapping one-to-many,
which is an ill-posed problem. For example, using the Wis-
consin University x-ray microbeam database, Roweis �1999�
showed that the articulatory data points associated with the
nearest thousand acoustic neighbors of a reference acoustic
vector could be spread widely in the articulatory domain,
sometimes in multimodal distributions.

One method of inversion uses an analysis of the acoustic
signals based on some mathematical model of speech pro-
duction and the physical properties of the articulatory system
�Krstulović, 1999; Wakita, 1979�. Another technique uses ar-
ticulatory speech synthesis models with an analysis-by-
synthesis algorithm: Model parameters are adjusted so the
synthesizer output matches the acoustic target �e.g., Shirai
and Kobayashi, 1986�. Synthesis models can be used to gen-
erate articulatory-acoustic databases, which can be used for
performing the inversion mapping as part of a code-book
inversion method �e.g., Atal et al., 1978� or as training data
for another data-driven machine-learning model �e.g., Rahim
et al., 1993�. A fundamental problem facing the use of ana-
lytical methods and of articulatory synthesis models is the
difficulty in evaluating the result with respect to real human
articulation. From this point of view, measurements of hu-

man articulation can provide a huge advantage. �Section
VI E considers the problem of evaluation more generally.�

Together with new data, the popularity of machine-
learning methods has led to a recent increase in data driven
methods, including extended Kalman filtering �Dusan and
Deng, 2000�, self-organizing HMMs �Roweis, 1999�, code-
books �Hogden et al., 1996�, artificial neural networks
�ANNs� such as the multilayer perceptron �Papcun et al.,
1992; Richmond et al., 2003� and the mixture density net-
work �Richmond et al., 2003�, Gaussian mixture models
�Toda et al., 2004�, and an HMM-based speech production
model �Hiroya and Honda, 2004�.

Finally, there are approaches that do not rely on articu-
latory data: so-called latent variable models, such as the
maximum likelihood continuity map �MALCOM� �Hogden
et al., 1998�, which estimates the most likely sequence of
hidden variables in accordance with an articulatorylike con-
straint, given a sequence of acoustic frames. The constraint is
simply that the estimated motion of pseudoarticulators can-
not contain frequency components above a certain cutoff fre-
quency, e.g., 15 Hz. This is a direct use of the knowledge
that articulator motion is smooth �more specifically, band-
limited� to aid the inversion process.

Although Hogden et al. do not use articulatory data for
training, they report that the trajectories of the hidden vari-
ables correlate highly with measured articulatory trajectories.

B. Articulatory feature recognition

Articulatory feature recognition can be incorporated di-
rectly into existing phone or word-based systems, or can pro-
vide a subtask on the way to building a full AF-based ASR
system. Typically, separate models are trained to distinguish
between the possible values of each feature. Kirchhoff
�1999� proposes this approach because the complexity of
each individual classifier will be less than that of a mono-
lithic classifier, leading to improved robustness. Efficient use
is made of training data, improving the modeling of infre-
quently occurring feature combinations. ANNs, HMMs, and
dynamic Bayesian networks �DBNs� have all successfully
been applied to the task of AF recognition.

Attempting the task of AF recognition, without actually
performing word recognition, presents two inherent difficul-
ties, both of which stem from deriving AF labels from phone
labels: obtaining labels for the data and evaluating the sys-
tem. If the AFs directly correspond to articulator positions,
then they may be obtained by quantizing articulatory mea-
surement data. If AF labels are produced from phonetic tran-
scriptions, there is the possibility of merely having a distrib-
uted representation of phonemes without advantages of a
truly factored representation. Embedded training �e.g.,
Wester et al., 2004� can be used to address limitations in
phone-derived AF labels, by allowing boundaries to be
moved and labels potentially changed.

The following work on AF recognition all aims toward
full ASR; AF recognition is merely a staging post along the
way. There are two distinct categories of work here. The first
uses AFs of the kind discussed earlier; we describe three
different machine-learning approaches to recognizing the
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values of AFs from speech. The second approach is that of
landmarks. Evaluation of such systems can present some
problems, which are discussed in Sec. VI E.

1. Articulatory feature recognition using neural
networks

King and Taylor �2000� report articulatory feature rec-
ognition experiments on TIMIT using ANNs, comparing
three feature systems: binary features based on the sound
pattern of English �SPE� �Chomsky and Halle, 1968�, multi-
valued features using traditional phonetic categories such as
manner, place, etc., and government phonology �GP� �Harris,
1994�. The percentage of frames with all features simulta-
neously correct together was similar across feature systems:
52%, 53%, and 59% for SPE, multivalued, and GP, respec-
tively �59%, 60%, and 61% when each frame was mapped to
the nearest phoneme�. Dalsgaard et al. �1991� aligned
acoustic-phonetic features with speech using a neural net-
work; the features were similar to the SPE set, but underwent
principal components analysis to reduce correlation. It is not
clear whether they retain linguistic meaning after this proce-
dure. Kirchhoff �Kirchhoff, 1999; Kirchhoff et al., 2002�
used articulatory features to enhance a phone-based system.
Wester et al. �2001� and Chang et al. �2005� used separate
place classifiers for each value that manner can take. Omar
and Hasegawa-Johnson �2002� used a maximum mutual in-
formation approach to determine subsets of acoustic features
for use in AF recognition.

2. Articulatory feature recognition using hidden
Markov models

A number of systems use HMMs for AF recognition,
including Metze and Waibel �2002�, who used the set of
linguistically motivated questions devised for clustering
context-dependent HMM phone models to provide an initial
AF set. A set of feature detectors was then used to supple-
ment an HMM system via likelihood combination at the
phone or state level. Word error rate �WER� was reduced
from 13.4% to 11.6% on a 40k word vocabulary Broadcast
News task and from 23.5% to 21.9% on spontaneous speech
from the Verbmobil task. An HMM approach was also taken
by Eide �2001�, and used to generate observations for further
processing in a phone-based HMM system.

3. Articulatory feature recognition using dynamic
Bayesian networks

In contrast to the use of ANNs and HMMs, the use of
DBNs is motivated specifically by their particular capabili-
ties for this task: the ability to transparently and explicitly
model interdependencies between features and the possibility
of building a single model that includes both AF recognition
and word recognition.

Frankel et al. �2004� proposed DBNs as a model for AF
recognition. As with the manner-dependent place ANNs dis-
cussed earlier, evaluation on the TIMIT corpus �Garofolo et
al., 1993� showed that modeling interfeature dependencies
led to improved accuracy. The model is shown in Fig. 2.
Using phone-derived feature labels as the gold standard, the

overall framewise percent features correct was increased
from 80.8% to 81.5% by modeling dependencies, and frames
with all features simultaneously correct together increased
dramatically from 47.2% to 57.8% �this result can be com-
pared to 53% for King and Taylor’s multivalued feature sys-
tem described in Sec. IV B 1, where the feature system was
very similar�.

To mitigate the problems of learning from phone-
derived feature labels, an embedded training scheme �men-
tioned in Sec. IV B� was developed by Wester et al. �2004�
in which a set of asynchronous feature changes was learned
from the data. Evaluation on a subset of the OGI Numbers
corpus �Cole et al., 1995� showed that the new model led to
a slight increase in accuracy over a similar model trained on
phone-derived labels �these accuracy figures do not tell the
whole story—see Section VI E 2 a�. However, there was a
threefold increase in the number of feature combinations
found in the recognition output, suggesting that the model
was finding some asynchrony in feature changes. Frankel
and King �2005� describe a hybrid ANN/DBN approach, in
which the Gaussian mixture model �GMM� observation pro-
cess used by the original DBNs is replaced with ANN output
posteriors. This gives a system in the spirit of hybrid ANN/
HMM speech recognition �Bourlard and Morgan, 1993�,
combining the benefit of the ANN’s discriminative training
with the interfeature dependency modeling offered by the
DBN. The feature recognition accuracy on OGI Numbers
was increased to 87.8%.

FIG. 2. A DBN for articulatory feature recognition, from Frankel et al.
�2004�, shown in graphical model notation where square/round and shaded/
unshaded nodes denote discrete/continuous and observed/hidden variables,
respectively. �Arcs between time slices are drawn here, and in all other DBN
figures, with “drop shadows” for clarity, although they are otherwise no
different than other arcs.� The discrete variables mt , pt ,vt , f t ,st ,rt are the
articulatory features �manner, place, voicing, frontback, static, rounding� at
time t. The model consists of six parallel HMMs �e.g., consider only the
variables mt, mt−1 and their corresponding observations� plus a set of inter-
feature dependencies �e.g., the arc from mt to pt indicates that the distribu-
tion of pt depends on the value of mt�. These interfeature dependency arcs
allow the model to learn which feature values tend to co-occur. The con-
tinuous observation yt is repeated six times �a product-of-Gaussians obser-
vation density�.
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C. Landmark-based feature detection

Feature-based representations have been used for a long
time in the landmark-based recognition work of Stevens
�2000, 2002� which models speech perception in humans;
this work has inspired landmark-based ASR �e.g., Hasegawa-
Johnson et al., 2005; Juneja, 2004; Zue et al., 1989�. Stevens
�2002� describes the recognition process as beginning with
hypothesizing locations of landmarks, points in the speech
signal corresponding to important events such as consonantal
closures and releases, vowel centers, and extrema of glides
�e.g., Fig. 3�. The type of landmark determines the values of
articulator-free features such as �sonorant� and �continuant�.
Various cues �e.g., formant frequencies, spectral amplitudes,
duration of frication�, are then extracted around the land-
marks and used to determine the values of articulator-bound
distinctive features �e.g., place, vowel height, nasality�. The
set of hypothesized features is matched against feature-based
word representations in the lexicon.

There is no system for automatic speech recognition of
which we are aware that implements this theory fully, but
modules implementing some aspects of the theory have been
developed. Howitt �1999� reports on a method for vowel
landmark detection using a simple multilayer perceptron;
Choi �1999� presents knowledge-based cues and detectors
for consonant voicing at manually labeled landmarks. Two
complete ASR systems using landmarks—the MIT SUMMIT
system and a system from the 2004 Johns Hopkins Summer
Workshop—are described in Sec. V B. Juneja and Espy-
Wilson �Juneja, 2004; Juneja and Espy-Wilson, 2003b� re-
port related work, which combines support vector machine
outputs with dynamic programming to locate landmarks and
label manner features.

D. Comparison of AF and landmark approaches

In most AF-based systems, AF values are defined every
time frame. This is compatible with any of the frame-based
modeling techniques described in Sec. V, including genera-
tive models such as HMMs. These frame-based models com-
pute the likelihood of an utterance given some hypothesized
labels �e.g., a word sequence� by multiplying together frame-
level likelihoods. It is also straightforward to compute a
frame-level accuracy for these types of systems, so long as
reference lables are available �Sec. VI E discusses this issue�.
In contrast, landmarks are events. Evaluation of landmark

accuracy requires a measure such as the F score which com-
bines recall and precision, plus some measure of the tempo-
ral accuracy of the landmarks. For this reason, reports of
landmark accuracy are less common, less consistent, and
harder to interpret. For subsequent word recognition, land-
marks are used to guide acoustic feature extraction, meaning
that these acoustic features are not available at every time
frame to any subsequent model.

V. ACOUSTIC MODELING USING PRODUCTION
KNOWLEDGE

We now consider how speech production knowledge has
been used to improve acoustic modeling for speech recogni-
tion. Some of the work builds on AF recognition described
earlier. A simple way to use articulatory features is as a re-
placement for conventional acoustic observations. Alterna-
tively, “landmarks” may be located in the signal, and acous-
tic parameters extracted at those locations. AFs can be used
to perform phone recognition, where they have been shown
to improve noise robustness, although this approach suffers
from the phone “bottleneck” that AF approaches usually try
to avoid. A rather different way to harness the power of
articulatory information is to use it for model selection by,
for example, defining the topology of an otherwise conven-
tional HMM. Other models maintain an explicit internal rep-
resentation of speech production, whether that be discrete or
continuous. AFs have also been used in pronunciation mod-
eling, and for recognition-by-synthesis using an articulatory
speech synthesizer.

A. Articulatory features or parameters as observations

Articulatory parameters �continuous-valued or quan-
tized� can be used directly as �part of� the observation vector
of a statistical model. This requires access to measured or
automatically recovered articulation.

1. Hidden Markov models

Zlokarnik �1995� used measured or automatically recov-
ered articulatory parameters, appended to acoustic features,
in an HMM recognizer. On VCV sequences, adding mea-
sured articulation to Mel-frequency cepstral coefficients
�MFCCs� reduced WER by more than 60% relative. Articu-
latory parameters recovered using a multilater perceptron
�MLP� gave relative WER reductions of around 20%. The

FIG. 3. �Color online� Landmarks for the utterance “Yeah it’s like other weird stuff.” Text labels correspond to the landmark to their right. F1: fricative onset;
Son: sonorant consonant onset; P: vowel nucleus; D: syllabic dip; SIL: silence onset; B: stop burst onset; VOP: vowel onset point. Based on Fig. 4.2 in
Hasegawa-Johnson et al. �2005�.
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additional information carried by the recovered articulation
may be attributable either to the supervised nature of MLP
training, or the use of 51 frames �approximately half a sec-
ond� of acoustic context on the MLP inputs.

Similar experiments were conducted on a larger scale by
Wrench. For a single speaker, augmenting acoustic features
with measured articulatory parameters gave a 17% relative
phone error rate reduction using triphone HMMs. The articu-
latory feature set was generated by stacking EMA, EGG, and
EPG signals with their corresponding � �velocity� and ��
�acceleration� coefficients and performing linear discriminant
analysis �LDA� dimensionality reduction. However, when
real articulation was replaced with articulatory parameters
automatically recovered from the acoustics using a MLP,
there was no improvement over the baseline acoustic-only
result �Wrench, 2001; Wrench and Hardcastle, 2000; Wrench
and Richmond, 2000�.

Eide �2001� describes augmenting the MFCC observa-
tion vector for a standard HMM system with information
about articulatory features. Mutual information between the
true and estimated presence of features was used to reduce
the original 14 features down to 4. In an evaluation on city
and street names spoken in a car with the engine running at
0, 30, and 60 mph, the augmented observations gave 34%/
22% relative word/string error rate reductions.

Fukuda et al. �2003� used a MLP to map from acoustic
parameters to a 33-dimensional output vector representing 11
distinctive phonetic features �DPFs� at the current time frame
along with inferred values at preceding and following con-
texts. The modeling of the MLP-derived DPFs was refined
through the application of logarithmic feature transforms
�Fukuda and Nitta, 2003a� and dimensionality reduction
�Fukuda and Nitta, 2003b�. Augmenting MFCC feature vec-
tors with the MLP-derived DPFs gave accuracy increases
over the baseline, particularly in the presence of noise.

King et al. �1998� and King and Taylor �2000� also re-
port recognition experiments based on the combination of
the output of a number of independent ANN classifiers. The
work was primarily aimed at comparing phonological feature
sets on which to base the classifiers, though the feature pre-
dictions were also combined to give TIMIT phone recogni-
tion results. Unlike Kirchhoff, who used an ANN to combine
the independent feature classifiers, the predicted feature val-
ues were used as observations in an HMM system. The re-
sulting recognition accuracy of 63.5% was higher than the
result of 63.3% found using standard acoustic HMMs,
though not statistically significant. The need for an asynchro-
nous articulatory model was demonstrated using classifica-
tions of a set of binary features derived from Chomsky and
Halle �1968�. In cases where features changed value at phone
boundaries, allowing transitions within two frames of the
reference time to be counted as correct, the percentage of
frames where all features were correct �i.e., where the phone
was correctly identified� rose from 52% to 63%. Further-
more, the accuracy with which features were mapped onto
the nearest phone rose from 59% to 70%. This demonstrates
the limiting nature of forcing hard decisions at phone bound-

aries onto asynchronous data. In both the King et al. and the
Kirchhoff systems, the individual feature classifiers were in-
dependent.

2. Hybrid HMM/ANN systems

Kirchhoff �Kirchhoff, 1999; Kirchhoff et al., 2002�
showed that an AF-based system can increase robustness to
noise. The OGI Numbers corpus �Cole et al., 1995� was used
to develop this approach, using the feature representation
given in Sec. II B. Feature labels were generated from time-
aligned phone labels using rules. As in Sec. IV B, a separate
MLP for each feature was trained to estimate posterior prob-
abilities, given the acoustic input. A further MLP was trained
to map from the outputs of the five feature networks to phone
class posteriors which were then used in a standard hybrid
HMM/ANN recognition system.

On clean speech, the word error rates for the acoustic
and articulatory models were comparable, 8.4% and 8.9%,
respectively, though in the presence of a high degree of ad-
ditive noise, the articulatory model produced significantly
better results. At 0 dB �signal and noise have equal inten-
sity�, the word error rate for the acoustic model was 50.2%
but was 43.6% for the articulatory system. When the outputs
of the acoustic and articulatory recognizers were combined,
the error rates were lower than for either of the two individu-
ally, under a variety of noise levels and also on reverberant
speech. The framewise errors for the different articulatory
feature groups showed that classification performance on the
voicing, rounding, and front-back features do not deteriorate
as quickly as for manner and place in the presence of noise.
This result suggests that, by incorporating confidence scores
when combining the outputs of individual classifiers, the sys-
tem could be tailored to particular operating conditions, and
supports the authors’ suggestion that combining individual
classifiers might lead to improved robustness over a mono-
lithic classifier �i.e., one that recognizes all features simulta-
neously�. Similar experiments were performed on a larger
spontaneous dialog corpus �Verbmobil�. Improvements were
also shown when acoustic and articulatory features were
combined, giving relative WER reductions of up to 5.6%.

3. Dynamic Bayesian networks

Stephenson et al. �2000, 2004� created a DBN which
enhances the output mixture distribution of an HMM by in-
cluding dependency on an articulator position. Figure 4�c�
shows two time slices of the model. The articulator position
is conditioned on its previous value and on the current sub-
word state, providing an element of contextual modeling.
Note that the decoding version of the model is shown in
which the articulator position is hidden. During training, the
articulator position may be observed. The Wisconsin x-ray
microbeam database �Westbury, 1994� was used to provide
parallel acoustic-articulatory data for an isolated word recog-
nition task. The acoustic features were 12 MFCCs and en-
ergy along with their � coefficients, and the articulatory fea-
tures consisted of x and y coordinates for eight articulator
positions �upper lip, lower lip, four tongue positions, lower
front tooth, lower back tooth�. Both acoustic and articulatory

J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 King et al.: Production knowledge in automatic speech recognition 731



observations were discretized by generating code-books us-
ing K-means clustering. The acoustic-only word error rate of
8.6% was reduced to 7.6% when the articulatory data were
used during recognition. With the articulation hidden, the
system gave a recognition word error rate of 7.8%, which is
a 9% relative error decrease over the acoustic baseline.

4. Hybrid hidden Markov model/Bayesian network

Similar work is described in Markov et al. �2003�, using
a hybrid HMM plus Bayesian network �BN�: an HMM in
which the BN provides the observation process. The hybrid
HMM/BN shown in Fig. 4�d� was used to implement a simi-
lar system to that in Stephenson et al. �2000�, but without the
dependency between successive articulator positions. By
conditioning the GMM observation distributions on both the
subword state and the �discrete� articulator value, the model
is an HMM with a mixture output distribution where the
mixture component �i.e., articulator position� is observed.
Figure 4�e� shows a standard HMM with continuous obser-

vations and a mixture-of-Gaussians output density for com-
parison. As earlier, real articulatory data collected on an
EMA machine were used for training the models, with the
data first discretized. Unlike Stephenson et al. �2000�,
continuous-valued acoustic observations were used. Speaker-
dependent experiments showed that the structure in the BN
observation process makes it possible to support more mix-
ture components than with standard GMMs �Markov
et al., 2003�. Using 300 training sentences of parallel acous-
tic and articulatory data from 3 speakers, HMMs trained and
tested on both acoustic and articulatory data significantly
outperformed HMMs trained and tested on only acoustic
data. HMM/BN models trained on both acoustic and articu-
latory data, even though performing recognition using only
the acoustic parameters, gave similar performance to the
HMMs trained and tested on both. These findings support
those of Stephenson et al. �2000�. Both these systems require
articulatory measurement data for training.

5. Linear dynamic models

In the preceding work using HMMs and HMM/BNs, no
attempt �other than the use of delta features� was made to
model the continuous nature of articulator positions through
time. Only Stephenson’s model includes a dependency be-
tween the current articulatory state variable and its value at
the preceding time, but this variable is discrete. All of these
models use only discrete hidden state variable�s�. In contrast,
linear dynamic models �LDMs� use a continuous state vari-
able.

Frankel et al. �Frankel, 2003; Frankel and King,
2001a,b; Frankel et al., 2000� report the results of phone
classification and recognition on the MOCHA corpus using
LDMs. These are generative state-space models in which a
continuous-valued hidden state variable gives rise to a time-
varying multivariate Gaussian output distribution. Figure
4�b� shows two time slices of a LDM in graphical model
notation. Frankel �2003� describes a phone classification task
comparing various types of observation vectors derived from
the MOCHA corpus. These include MFCCs, measured ar-
ticulation �EMA�, EGG, and EPG data. Acoustic-only obser-
vations gave higher accuracy than EMA alone, but when
EGG �i.e., voicing information� and EPG data were added to
EMA, the accuracy approaches that of the acoustic-only sys-
tem. The acoustic-only phone error rate was reduced by
16.2% relative by adding EMA. Replacing measured EMA
parameters with values recovered from the acoustics by a
MLP �Richmond et al., 2003� actually led to a slight reduc-
tion in accuracy, compared to the acoustic-only system. This
may be due to the type of feed-forward MLP used in the
inversion mapping, which estimates the conditional average
articulatory parameters, given the acoustic inputs. Papcun et
al. �1992� and Rose et al. �1996� observed that noncritical
articulators tend to have higher associated variance than criti-
cal articulators. With no provision to model this variation,
the MLP will introduce consistency where there should be
none which may lead to an overemphasis on data streams
corresponding to noncritical articulators. An alternative type
of network might be better: in Richmond �2002� a mixture
density network was applied to the inversion task. Such net-

FIG. 4. �a� HMM in graphical model notation. qt is the hidden discrete state
at time t and ot is the continuous-valued observation. This graph illustrates
the conditional independence assumptions in this model, e.g., ot is condi-
tionally independent of everything except qt, given qt. �b� Linear dynamic
model �LDM�. xt is the continuous hidden state and yt is the continuous
observation at time t. The model is similar to the HMM except the state is
now continuous: its value is a vector of real numbers. Whereas the HMM
stochastically chooses a state sequence, the LDM makes stochastic trajecto-
ries in its state-space. �c� DBN from Stephenson et al. �2000�. qt is the
hidden state at time t, yt is a discrete acoustic observation, and at is a
discretized articulator position �which may be observed during training�.
This model is somewhat similar to the conventional HMM with a mixture-
of-Gaussians output density in �e�, except that the observation is discrete
�for practical implementation reasons�. The dependency of at on at−1 models
the dynamics of articulator movement. �d� Hybrid HMM/BN from Markov
et al. �2003�. qt is the hidden state at time t, ot is a discrete acoustic obser-
vation, and at is an observed, discretized articulator position. The model is
very similar to that of Stephenson except the articulator position is always
observed �so the dependency of at on at−1 is not needed�. �e� A conventional
mixture-of-Gaussians continuous-density HMM. wt is the hidden mixture
component at time t �the probability mass function of wt is constant: it is the
set of mixture weights�. The production-based models in �c� and �d� use a
similar structure to achieve a mixture distribution over the observation.
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works can model one-to-many relationships and account for
variance, because their outputs are mixtures of probability
density functions.

B. Landmark-based systems

The idea of locating landmarks in the speech signal, and
using those locations to extract acoustic information, was
introduced in Sec. IV C. The use of landmarks does not, in
itself, imply the use of production knowledge or articulatory
features, and has been used as part of both phone-based and
articulatory feature-based recognition systems.

The MIT SUMMIT speech recognition system �Glass,
2003; Zue et al., 1989� formalizes some of the ideas of
Stevens’ landmark-based approach �Stevens, 2002� in a
probabilistic setting. SUMMIT locates potential phone-
boundary landmarks and uses a phone-based dictionary to
represent words. SUMMIT has used various landmark detec-
tion algorithms �Chang and Glass, 1997; Glass, 1988� and
acoustic cues �Halberstadt and Glass, 1998; Muzumdar,
1996; Zue et al., 1989�. SUMMIT operates in either �or both�
of two modes: a boundary-based mode, in which the acoustic
cues around phonetic-boundary landmarks are explicitly
modeled, and a segment-based mode, in which the regions
between landmarks are modeled. Recent work by Tang et al.
�2003� uses SUMMIT in a combined phone-feature approach
to word recognition.

The 2004 Johns Hopkins Summer Workshop project on
landmark-based speech recognition used an entirely feaure-
based representation of words rather than a phonetic one
�Hasegawa-Johnson et al., 2005�. It also differed from SUM-

MIT in that it used support vector machines �SVMs� to detect
both landmarks and the presence or absence of distinctive
features. The outputs of these SVMs were combined into
word scores and used to rescore word lattices produced by a
baseline HMM-based recognizer. This project experimented
with three ways of combining the SVM outputs into word
scores. The first system used the approach of Juneja and
Espy-Wilson �2003a�, in which SVM discriminant scores are
converted to likelihoods and modified Viterbi scoring is done
using a phonetic baseform dictionary, mapped to distinctive
features. The second system used an articulatory feature-
based pronunciation model inspired by that of Livescu and
Glass �Sec. V E� and the third used a maximum entropy
model to classify words in a confusion network.

C. Articulatory features for HMM model selection

Articulatory features may also be used for the purposes
of model selection, providing a prior on model topology by
specifying the function of subword states. This is distinct
from AFs providing the internal representation because, in
the model selection approach, once the model is selected
�e.g., the topology of an HMM is specified�, the articulatory
information is no longer required

1. Feature bundles

Deng and colleagues �e.g., Deng and Sun, 1994a,b; Sun
et al., 2000� have developed HMM systems where each state
represents an articulatory configuration. Following Chomsky

and Halle’s theory of distinctive features and Browman and
Goldstein’s system of phonology �Browman and Goldstein,
1992�, they developed a detailed system for deriving HMM
state transition networks based on a set of “atomic” units.
These units represent all combinations of a set of overlap-
ping articulatory features that are possible under a set of
hand-written rules. Each phone is mapped to a static articu-
latory configuration �affricates and diphthongs each have a
sequence of two configurations�. Features can spread, to
model long span dependencies. When articulatory feature
bundles overlap asynchronously, new states are created for
the intermediate portions which describe transitions or allo-
phonic variation. On a TIMIT classification task, HMMs
constructed from these units achieved an accuracy of 73%
compared with context-independent HMMs of phones which
gave an accuracy of 62%. The feature-based HMMs also
required fewer mixture components. This suggests that a
principled approach to state selection requires fewer param-
eters and therefore less training data, since each state is mod-
eling a more consistent region of the acoustic space. This
work was extended to include higher level linguistic infor-
mation �Sun et al., 2000�, including utterance, word, mor-
pheme and syllable boundaries, syllable onset, nucleus and
coda, word stress and sentence accents. This time, results
were reported on TIMIT phone recognition, rather than clas-
sification. A recognition accuracy of 73% was found using
the feature-based HMM, which compares favorably to their
baseline triphone HMM which gave an accuracy of about
71%, although this is not a state-of-the art accuracy.

2. Hidden articulator Markov model

Richardson et al. �2000a,b� drew on work by Erler and
Freeman �1996� in devising the hidden articulator Markov
model �HAMM�, which is an HMM where each articulatory
configuration is modeled by a separate state. The state tran-
sitions reflect human articulation: Static constraints disallow
configurations which would not occur in American English,
and dynamic constraints ensure that only physically possible
movements are allowed. Asynchronous articulator movement
is allowed: Each feature can change value independently of
the others. On a 600 word PHONEBOOK isolated word,
telephone speech, recognition task, the HAMM gave a sig-
nificantly higher WER than a four-state HMM �7.56% vs
5.76%� but a combination of the two gave a WER of 4.56%:
a relative reduction of 21% over the HMM system.

D. Articulatory information as internal structure

Articulatory information can be used to provide some or
all of the internal model structure. This can take the form of
decomposing subword states into a set of discrete articula-
tory features �Bilmes et al., 2001; Livescu et al., 2003�, or
using a continuous-valued articulatorylike representation
which then generates acoustic parameters via some transform
�Iso, 1993; Richards and Bridle, 1999; Russell and Jackson,
2005�; some of the linear dynamic models of Frankel and
colleagues �Sec. V A 5� can be seen as having a hidden con-
tinuous articulatorylike state variable which generates acous-
tic observations.
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1. Factoring the state into discrete articulatory
features

Features provide a parsimonious framework within
which to represent the variation present in natural speech.
The following approaches use AF recognition �Sec. IV B 1�
coupled with some method of mapping from features to sub-
word or word units; thus, the AFs are explicitly present in the
model’s internal representation.

Eide et al. �1993� presents work in this vein, though
phones are used to mediate between features and words,
which compromises the benefits of a feature approach.
Kirchhoff �1996� observes that articulatory asynchrony spans
units longer than phones, and describes a system in which
synchronization of feature streams is delayed to the syllable
level. HMMs are used to infer values corresponding to each
of six feature streams, and syllables are defined as parallel
sequences of feature values. In evaluation on spontaneous
German speech, a baseline triphone-based recognizer gave a
phone accuracy of 54.81%. To allow comparison, recognized
syllables were mapped to a phone sequence, and gave the
substantially higher recognition accuracy of 68.3%, although
it should be noted that this not a fair comparison because the
syllable-based system benefits from the phonotactic con-
straints provided by the syllable models.

Bilmes et al. �2001� proposed a DBN-based approach to
ASR with an AF internal representation. Livescu et al.
�2003� continued this work and proposed a model that uses
an articulatory feature factorization of the state space. A set
of eight features is defined, with the value of each condi-
tioned on the current phone state and its own previous value
�Fig. 5�. Dependencies may also be added between features
in the same time slice. To overcome the problem of specify-
ing an observation model for every possible combination of
features, a product-of-mixtures-of-Gaussians model is used.
Evaluation of the model on the Aurora 2.0 noisy digit corpus
showed small accuracy increases over a phone-based HMM
baseline in clean test conditions and more substantial im-
provements in some noise conditions. However, improve-
ments over the baseline were only found when a phone-to-

observation edge was included, giving a system in which the
feature and phone-based model likelihoods are effectively
combined at the frame level. Only limited forms of such
models were considered �for computational reasons�, in
which the interframe feature dependencies shown in Fig. 5
were omitted and features were conditionally independent of
each other. Given the flexibility of the DBN framework,
there is much scope for further development of this ap-
proach.

There have been other attempts to use a factored state
representation. For example, Nock �2001� proposed
“loosely-coupled HMMs” which have two or more Markov
chains, each with its own observation variable. In Nock’s
work, the observations for each chain were derived from a
different frequency band of the spectrum. Although it is clear
that the acoustic consequences of speech production do not
factor neatly into frequency bands, Nock’s approach is in-
spired by the asynchronous nature of speech production and
the loosely-coupled HMM may be more effective with ob-
servation streams that relate more directly to speech produc-
tion �e.g., articulatory features�.

2. Continuous articulatory internal representation

A number of researchers have investigated the use of
continuous state-space representations, where the acoustic
observations are modeled as the realization of some �possi-
bly unobserved� dynamical system. Some of these ap-
proaches, such as the linear Gaussian systems described by
Digalakis �1992�, Frankel �2003�, and Rosti �2004� are in-
tended to reflect only the general properties of speech pro-
duction and provide a compact representation of acoustic
parameters �Sec. V A 5�. Other studies, as described in the
following, make a more explicit attempt to incorporate a
model of the relationship between articulatory and acoustic
domains.

a. Segmental HMM. Russell and Jackson �2005� de-
scribe a multilevel segmental hidden Markov model
�MSHMM� in which formant frequencies are used to build
an articulatorylike internal representation. Each state in the
model generates a variable-duration noisy linear trajectory in
articulatory space, which is projected into the acoustic space
via a linear mapping. The articulatory-acoustic mappings are
either on a per-phone basis or shared across phone classes. A
number of tying strategies were compared, with greater num-
bers of mappings giving improved performance. Given the
linear nature of the articulatory trajectories, and the linear
mapping to the acoustic parameters, a theoretical upper
bound on performance is given by a fixed linear-trajectory
acoustic segmental HMM �FT-SHMM� �Holmes and Russell,
1999�, which models the acoustic parameters directly. Ex-
perimental results show that this bound is met, and that
where triphone models are employed, the MSHMM gives
comparable performance to the FT-SHMM system with a
25% reduction in the number of free parameters. To over-
come the limitation of using a linear mapping between ar-
ticulatory and acoustic domains, Jackson et al. �2002� inves-
tigated the nonlinear alternatives of MLP and radial basis
function �RBF�, finding superior performance with the RBF
�for background reading on these and other machine-learning
techniques, see Sec. VI G�.

FIG. 5. A hidden feature model from Livescu et al. �2003� shown in graphi-
cal model notation. qt is the �phonetic� hidden state, yt is the acoustic ob-
servation, and at

�0� . . .at
�N� are the articulatory variables, at time t. The depen-

dency of the observation on the phone is mediated by the articulatory
variables. Adding this intermediary layer allows for feature-based pronun-
ciation modeling via the phone-to-feature dependencies.
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b. Long-span contextual modeling. Attempting to cap-
ture long-span contextual effects along with the nonlinear
relationship between articulatory and acoustic parameters has
prompted models such as that of Iso �1993� and the hidden
dynamic model �HDM� of Richards and Bridle �1999�. The
HDM uses a segmental framework in which a static target or
series of targets in a hidden state space is associated with
each phone in the inventory. A Kalman smoother is run over
the targets to produce a continuous trajectory through the
state space. These trajectories are connected to the surface
acoustics by a single MLP. For an N-best rescoring task on
the Switchboard corpus and a baseline WER of 48.2% from
a standard HMM system, 5-best rescoring with the reference
transcription included2 using the HDM gave a reduced error
rate of 34.7% �Picone et al., 1999�. An identical rescoring
experiment using an HMM trained on the data used to build
the HDM gave a word error rate of 44.8%. This suggests that
the HDM was able to capture information that the HMM
could not.

Deng and Ma �2000� describe a similar model in
which the state is intended to model the pole locations of the
vocal tract frequency response via vocal-tract-resonance
�VTR� targets for each phone. Multiple switching MLPs are
used to map from state to observations, though instead of the
deterministic output distribution found in the HDM, filtering
is implemented with an extended Kalman filter �EKF�. To
avoid the difficulties of training a nonlinear mapping and the
inherent problems of the EKF, Ma and Deng �2004a,b� de-
scribe a system in which a mixture of linear models is used
to approximate the nonlinearity, and demonstrate slight error
reductions over an HMM baseline on a Switchboard rescor-
ing task.

Zhou et al. �2003� describe a hidden-trajectory
HMM �HTHMM� which also combines VTR dynamics with
a mixture of linear projections to approximate a nonlinear
state-to-observation mapping. However, the model is frame-
based rather than segmental, and the state trajectories are
deterministic, conditioned on the sequence of subword units,
which in fact consist of HMM states. The model can be
interpreted as an HMM in which the output distributions are
adapted to account for long-span contextual information by
conditioning on a continuous hidden trajectory. The deter-
ministic continuous state obviates the need for filtering to
infer state trajectories that, in combination with-frame-based
computation, simplifies decoder implementation – described
in Seide et al. �2003�. Initial evaluation on TIDIGITS
�Leonard, 1984� with a context-independent HTHMM sys-
tem produced 0.37% WER and matched the 0.40% WER of
a context-dependent triphone HMM system.

E. Articulatory feature modeling of pronunciation
variation

The usual choice of subword unit is the phoneme and
the usual representation of a word is as a string of phonemes.
AFs are an alternative to phonemes and their use is moti-
vated by difficulties in describing pronunciation variation us-
ing a string of phonemes. Spoken pronunciations often differ
radically from dictionary baseforms, especially in conversa-
tional speech �Weintraub et al., 1996�. This contributes to the
poor performance of ASR �Fosler-Lussier, 1999; McAllaster
et al., 1998; Saraclar et al., 2000�. Phoneme-based pronun-
ciation models usually account for variability by expanding
the dictionary with additional pronunciation variants �Hazen

et al., 2005; Riley and Ljolje, 1996; Shu and Hetherington,
2002; Wester, 2003�. However, phoneme-based pronuncia-
tion models have numerous drawbacks. Saraclar et al. �2000�
show that a phonetic realization is often somewhere between
the intended phoneme and some other phoneme, rather than
a phonemic substitution, insertion, or deletion. Phonemic
changes can lead to increased confusability, e.g., “support”
will be confusable with “sport” if it is allowed to undergo
complete deletion of the schwa. In reality though, the �p� in
“support” will be aspirated even if the schwa is deleted; the
one in “sport” will not. Bates �2003� addresses these draw-
backs by building a model of phonetic substitutions in which
the probabilities of possible realizations of a phoneme are
computed using a product model in which each product term
involves a different AF or AF group.

Livescu and Glass �Livescu, 2005; Livescu and Glass,
2004a,b� generate pronunciation variants from baseforms
through feature substitution and feature asynchrony using
features based on Browman and Goldstein’s vocal tract vari-
ables �Browman and Goldstein, 1992�. Effects that can be
modeled include: asynchrony only: Nasal deletions as in
can’t→ �k ae_n t� are caused by asynchrony between the
nasality and tongue closure features; substitution only: In-
complete stop closures, as in legal→ �l iy g_fr ax l�, can be
described as the substitution of a complete velar closure with
a critical closure, resulting in frication �the �g_fr� is a fricated
�g��; both asynchrony and substitution: everybody→ �eh r
uw ay�, which can be described as the substitution of narrow
lip and tongue closures for critical or complete ones �ac-
counting for the reduction of the �v�, �b�, and �dx�� and asyn-
chrony between the tongue and lips in the middle of the word
�accounting for �iy�→ �uw� via early lip closure�.3 Livescu
and Glass represent this type of model using a DBN and
show improved coverage of observed pronunciations and re-
duced error rate in a lexical access task on the phonetically
transcribed portion of Switchboard �Greenberg et al., 1996�,
relative to a phone-based pronunciation model.

There are a number of ways in which such a pronuncia-
tion model could be incorporated into a complete recognizer.
One recent attempt was described in Sec. V B, in the context
of landmark-based speech recognition. A similar pronuncia-
tion model has been applied to the task of visual speech
recognition �i.e., lipreading� by Saenko et al. �2005a,b� and
Lee and Wellekens �2001� describe a lexicon using phonetic
features.

F. Recognition by articulatory synthesis

Blackburn and Young �2000� investigated an articulatory
speech production model �SPM� in order to give an explicit
model of coarticulation. Experiments using real articulatory
data were carried out on the Wisconsin x-ray microbeam data
�Westbury, 1994� and other experiments on the resource
management �RM� corpus �Price et al., 1988�. The system
rescored output from an HMM recognizer by resynthesizing
articulatory traces from time-aligned phone sequences and
mapping these into log-spectra using MLPs �one per pho-
neme�. Errors between these and the original speech were
used to reorder the N-best list. The model includes a notion
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of articulatory effort that leads to an account of the varying
strength of coarticulation. On the Wisconsin corpus, recog-
nition performance was enhanced for all but one speaker in
the test set using N-best lists with 2�N�5. The SPM
worked best for speakers with low initial word accuracy. On
the RM corpus, N-best rescoring for small N offered modest
gains, but performance deteriorated with N=100.

VI. DISCUSSION

A. The use of data

This article has given an overview of many approaches
to using knowledge about speech production to improve au-
tomatic speech recognition. Some require articulatory mea-
surement data, although perhaps only when training the mod-
els. Others use a more abstract representation, such as
articulatory features or landmarks, which can be obtained
more easily.

Approaches that require actual articulatory data will al-
ways have to deal with the problems of very limited corpora
and with the challenge of doing without these data when
actually performing recognition. Elegant solutions to the lat-
ter problem include Stephenson’s use of DBN variables that
are observed during training but hidden during recognition–a
technique reminiscent of multitask training �Caruana, 1997�.
However, there is still more work to be done, because new
�and less invasive� forms of articulatory measurement are
becoming available, such as real-time magnetic resonance
imaging �Narayanan et al., 2004� or ultrasound. These sys-
tems offer great potential because they provide a complete
contour of the tongue.

On the other hand, approaches that can utilize knowl-
edge about articulation, such as articulatory features that can
be initialized from phonetic transcriptions or models with
kinematic constraints on �pseudo-�articulator movement, suf-
fer less from the lack of corpora and so are perhaps more
likely to transfer easily to larger tasks.

B. Explicit versus implicit modeling

The use of an explicit representation of speech produc-
tion in the statistical model used for ASR allows the model to
make a direct and interpretable account of the processes
mentioned earlier. The behavior of such models is more eas-
ily analyzed than a large state-tied HMM system and there-
fore it is, in theory, possible to determine if the model is
indeed learning to model specific speech processes.

The price paid for this transparency is typically that the
wide variety of powerful techniques developed for HMMs
are not immediately available. In some cases, this is merely
for practical reasons: for example, algorithms for adaptation
or discriminative training are currently more readily avail-
able for HMMs than DBNs. In other cases, there are theoret-
ical difficulties: for example, the use of Gaussian mixture
distributions in LDMs �Sec. V A 5� leads to intractable mod-
els.

A currently underexplored area of research is the mar-
riage of speech production inspiration with standard models
such as HMMs, DBNs, or ANNs. We have seen some initial
work in this area: In Sec. IV B 1 we described systems which

first used ANNs to recover AFs from speech, then used
HMMs to model these AFs either by deriving phone class
posteriors �this is known as a hybrid HMM/ANN system� or
by using the AFs as observations to be generated by the
HMM. This latter method is essentially a Tandem system
�Ellis et al., 2001�, but without the dimensionality reduction/
decorrelation step. A true Tandem system using ANNs
trained to recover AFs is a promising area to explore, as
shown by Çetin et al. �2007�, and may be particularly appro-
priate in a multilingual or language-independent situation.
One can argue that it is far easier to devise a universal AF set
than a universal phoneme set. So, while the explicit use of a
speech production representation allows direct modeling of
speech effects, implicit approaches like Tandem currently of-
fer a better selection of powerful models and techniques.

C. Moving into the mainstream

There are two distinct routes by which the work we have
discussed could move into the mainstream. The first is obvi-
ous: If these techniques can show real accuracy gains on the
large vocabulary, very large corpus, conversational telephone
speech tasks that drive research on conventional HMM-
based systems then they may replace such systems. The sec-
ond route is a little more subtle: Speech production-based
models can influence HMMs-of-phones systems. For ex-
ample, if it can be shown that a factored state representation
provides a more structured or parsimonious state space and
therefore allows more sophisticated parameter tying
schemes, then this could be used directly in HMM systems,
where the factored state is only required during training and
can be “flattened” to a single hidden variable so that the
model becomes a standard HMM �and can then be used in
existing decoders—a major advantage�. This transfer of tech-
niques into the mainstream has the added practical advantage
that the novel models can continue to be developed on
smaller corpora than are currently in use in mainstream
HMM research.

D. Ongoing work

In the work that we have mentioned, several strands of
research can be identified that continue to be areas of active
research. In particular, we wish to highlight DBNs as a very
exciting framework �Zweig and Russell, 1998�. With the ad-
vent of powerful toolkits such as the graphical models toolkit
GMTK �Bilmes, 2002� and the Bayes Net Toolbox for Mat-
lab �Murphy, 2001� it is now straightforward to quickly ex-
plore a very large family of models. Many of the models
mentioned in this article can be implemented in the DBN
framework, including all HMMs, the hybrid HMM/BN
model in Sec. V A 4, linear dynamic models, factorial
HMMs �Ghahramani and Jordan, 1995�, and segmental mod-
els. Work in other formalisms continues too. For example,
landmark-based systems, as described in Sec. V B are ben-
efiting from the incorporation of classifiers such as SVMs.
Indeed, the most successful speech production approaches to
ASR generally follow the key principles of conventional
techniques: Statistical models are used, parameters are
learned from data; these models are used in a consistent
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probabilistic framework, where evidence from all sources
�e.g., the acoustic signal, the lexicon and the language
model� is combined to reach the final decision.

E. Evaluation

Over the many decades of development of conventional
ASR, a single standard evaluation methodology has
emerged: systems are trained and evaluated on standard cor-
pora, and compared using the standard measure of word error
rate. While an imperfect measure in some regards, the uni-
versal use of WER makes cross-system comparison easy and
fair.

For speech production-inspired systems, there is not yet
a single evaluation methodology. This is a severe problem
both in terms of the development of such methods and their
acceptance into the mainstream. Those systems that perform
the full ASR task and produce word transcriptions can, of
course, be evaluated using WER. However, it is necessary to
be able to evaluate systems under development: those that do
not �yet� perform word transcription.

The lack of standard evaluation methods hampers devel-
opment because it is difficult to make cross-system compari-
sons and thus identify the best approaches. In this paper, we
have attempted to make these comparisons wherever pos-
sible, but have been limited by the lack of common corpora,
task definitions, and error measures. In the following, we
suggest ways in which future comparisons could be made
easier.

1. Standard corpora

It is often the case that novel acoustic models cannot be
developed on very large corpora �for computational reasons�
and it is also often desirable to use relatively simple tasks,
such as isolated words or small vocabularies �to make decod-
ing times shorter, or error analysis easier, for example�. Typi-
cal spontaneous speech corpora have vocabularies that are
too large for this purpose. On the other hand, the spontane-
ous speech effects that production-inspired approaches aim
to model are less prominent in read-text corpora �e.g., spo-
ken digits, newspaper sentences�. One solution is to con-
struct a small vocabulary corpus from fragments of a large,
spontaneous speech corpus, as has been done in the SVitch-
board 1 corpus �King et al., 2005�, which contains a number
of manageable, yet realistic, benchmark tasks made from
Switchboard 1 data.

2. Standard error measures
a. Directly measuring feature recognition accuracy.

Evaluation of AF recognition accuracy is problematic be-
cause comparing recognizer output to reference feature la-
bels derived from phone labels will incorrectly penalize a
number of the processes which the feature models are in-
tended to capture but are not present in the reference tran-
scription. Making comparisons at the frame level will penal-
ize instances where the feature models change value
asynchronously. This may be alleviated through the use of a
recognition accuracy measure in which timing is ignored,
though all feature insertions, deletions, and substitutions will
still be counted as errors even where they are in fact correct.

Evaluation of landmark accuracy is also problem-
atic since not only are both temporal and classification errors
possible, there also is the possibility of insertion or deletion
of landmarks. Each researcher currently appears to use a dif-
ferent measure.

Niyogi et al. �1999� use receiver operating charac-
teristic �ROC� curves which show the trade off between false
detections �landmark insertions� and false rejections �land-
mark deletions�. Automatically detected landmarks are com-
pared to the landmarks in the reference transcription within
some time window to allow for small temporal misalign-
ments. Juneja �2004� uses two measures. The first is the
frame-level accuracy of a small number of binary manner
classifiers. This measure gives a very incomplete picture of
the system’s performance. The second measure is for the
sequence of recovered manner segments and uses the string
measure “Percent correct,” which does not take into account
the large number of insertions that many event-based sys-
tems are prone to. “Accuracy” figures are not given.
Hasegawa-Johnson et al. �2005� feed fragments of speech
wave form �half of which contain a reference landmark, and
half of which do not� to the landmark detector and the de-
tection accuracy is measured.

b. Evaluating in terms of other linguistic units. One
option for evaluation is to convert to either phones or syl-
lables, and evaluate using a conventional WER-like measure.
This can give some insights into system performance but
care must be taken if a fair comparison is to be made. A
conversion from AFs to phones at the frame level, as done by
King and Taylor �2000�, is straightforward, subject to the
caveat above that phone-to-feature conversion penalizes
some of the very properties of features that are thought to be
most desirable.

However, if using a system that incorporates some
model of the syllable or word, conversion to phones for
evaluation purposes is unfair since the phonotactic con-
straints of syllables or words provide a strong language
model that may not be part of the systems being compared
to.

c. Evaluating pronunciation modeling. Measures of
performance of a pronunciation model include coverage, the
proportion of spoken pronunciations which the model con-
siders to be allowable realizations of the correct word, and
accuracy, the proportion of the test set for which the word is
recognized correctly. Coverage can be increased trivially, by
giving all possible pronunciations of every word a nonzero
probability, but this would reduce accuracy by introducing
confusability.

F. Future directions

Some powerful classifiers, such as SVMs, are inherently
binary �that is, they can only solve two-class problems�. In
standard ASR systems, such classifiers can only normally be
used by reformulating ASR as a two-class problem; for ex-
ample, disambiguating confusable word pairs from confusion
networks �e.g., Layton and Gales, 2004� or in event/
landmark-based systems �Hasegawa-Johnson et al., 2005;
Juneja, 2004; Juneja and Espy-Wilson, 2003b�. Some articu-
latory feature systems �e.g., SPE, Sec. II B� are naturally
binary, so would be ideal for use with these classifiers.

The phonetic layer in most current systems is a bottle-
neck. As we have described, it is highly unsatisfactory for
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describing many forms of pronunciation variation. Some of
the feature-based systems we have described still use a
phone-based representation between features and word. This
clearly constrains the flexibility afforded by the features; for
example, it will not allow modeling of highly reduced pro-
nunciations such as the everybody → �eh r uw ay� example
from Sec. V E because it prevents modeling asynchronous
feature value changes. The problem of mediating between
acoustic and word levels, while avoiding the phone�me�
bottleneck, is addressed from a rather different angle by Gut-
kin and King �2005� who use a structural approach to dis-
cover hierarchy in speech data.

Finally, the potential for language-independent recogni-
tion systems based on AFs is huge. This is an almost unex-
plored area �Stüker, 2003�.

G. Suggested background reading

Löfqvist �1997�, Perkell �1997�, and Farnetani �1997�
are all chapters in Hardcastle and Laver �1997�, which con-
tains many other interesting articles, such as Steven’s chapter
on articulatory-acoustic relationships �Stevens, 1997�, and a
long bibliography. Extensive reading lists for many topics
are available from Haskins Laboratories’ “Talking Heads”
website. For papers on novel approaches to ASR, the pro-
ceedings of the Beyond HMM Workshop �2004� are a good
starting point. For general background on machine-learning
and pattern recognition, we recommend: Bishop and Hinton
�1995� and MacKay �2003�; for dynamic Bayesian networks
either Cowell et al. �1999� for the theory, or Bilmes and
Bartels �2005� for the use of graphical models in ASR.
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This letter concerns the paper “Analysis of the time-reversal operator for scatterers of finite size” �J.
Acoust. Soc. Am. 112, 411–419 �2002��. The number of possible eigenvalues and eigenfunctions of
the time reversal operator for a finite sphere given in the paper is much more than the correct
number, which is proven to be the total number of multipole moments induced inside the finite
sphere. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2405130�

PACS number�s�: 43.20.Fn, 43.60.Pt �LLT� Pages: 743–744

I. INTRODUCTION

Although the paper by Chambers1 shows that the time
reversal operator for a finite sphere has a large number of
distinguishable eigenvalues and eigenfunctions, the present
author believes that the total number of possible eigenvalues
and eigenfunctions given there is incorrect. The purpose of
this letter is to show that many eigenfunctions given in Ref.
1 are in fact linearly dependent so that the time reversal
operator has a much lower total number of eigenvalues,
which is proven to be the total number of multipole moments
induced inside the finite sphere.

II. NUMBER OF TOTAL EIGENVALUES AND
EIGENFUNCTIONS

The reduced scattering kernel is given by Eq. �11� in
Ref. 1,

K���,��,�,�� =
1

rMrM�
�
n=0

N

An�− 1�n� ��� + ��� + zM
2

rM� rM
�n

,

�1�

where �� ,� ,zM� and ��� ,�� ,zM� denote the positions of the
transmitter �r� and receiver �r�� in the time-reversal mirror
�TMR�, respectively, and An are complex coefficients. For
each integer n, the kernel is separated to �n+1��n+2� /2 lin-
early independent terms, amounting to a total number of T0

= �N+3��N+2��N+1� /6 linearly independent terms for all n

ranging from 0 to N. The reduced scattering kernel can be
expressed by

K�r�;r� = �
t=1

T0

Ctft�r��gt�r� , �2�

where Ct are complex coefficients related to the previous
coefficients An.

For ease of presenting, the TMR is discretized into S
parts, and the integers i and j index the receiver and trans-
mitter. Thus, the scattering kernel becomes the scattering ma-
trix K with elements

Ki,j = �
t=1

T0

Ctft�ri�gt�r j�, i, j = 1,2, . . . ,S . �3�

Thus the scattering matrix can be expressed as a sum of T0

terms, each of which is an outer product of vectors

K = �
t=1

T0

Ctftgt
T, �4�

where ft= �f t�r1� , f t�r2� , . . . , f t�rS��T, gt

= �gt�r1� ,gt�r2� , . . . ,gt�rS��T, and the superscript “T” stands
for transpose. The singular value decomposition for the scat-
tering matrix K is given by

K� = ��*. �5�

Substitution of Eq. �4� into Eq. �5� yieldsa�Electronic mail: elechenx@nus.edu.sg
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� = �
t=1

T0

ft
*Ct

*�gt
T�

�
�*

. �6�

Thus the eigenfunction can be expressed as a linear superpo-
sition of ft

*,

� = �
t=1

T0

�tft
*, �7�

where complex coefficients �t are equal to Ct
*�gt

T� /��*.
Although the matrixes ftgt

T are linearly independent, the
vectors ft are not. An examination of Eq. �1� yields some
examples. The ith �i=1,2 , . . . ,S� components of ft for n
=0,1 ,2 are listed as follows:

n = 0:f1�i� =
1

ri
,

n = 1:f2�i� =
�i

ri
2 , f3�i� =

�i

ri
2 , f4�i� =

zM

ri
2 ,

n = 2:f5�i� =
�i

2

ri
3 , f6�i� =

�i
2

ri
3 , f7�i� =

zM
2

ri
3 ,

f8�i� =
�i�i

ri
3 , f9�i� =

zM�i

ri
3 , f10�i� =

zM�i

ri
3 .

It is obvious that f7�i�= f1�i�− f5�i�− f6�i�, since �i
2+�i

2+zM
2 =ri

2.
Thus f7 is linearly dependent on f1, f5, and f6 since the sub-
script i can be any of �1,2 , . . . ,S	. Similarly, for n�2, any
vector with a power of zM greater than 1 is linearly depen-
dent on others. The number of terms with the zeroth and first
powers of zM are n+1 and n, respectively, amounting to a
total of 2n+1 linearly independent vectors f. This result
agrees with the total number of the nth order multipoles,
which is seen from the spherical harmonic expansion for a
general scattered field �Eq. �12� in Ref. 1�,

PS�r,�,�� = �
n=0

	

�
l=−n

n

ClnPn
l �− cos ��eil�hn�kr� . �8�

There are 2n+1 multipole terms for each n since l ranges
from −n to n. For n=0,1 , . . . ,N, there are T1= �N+1�2 lin-
early independent vectors f in total, which is much less than
�N+3��N+2��N+1� /6 as given by Ref. 1.

Equation �7� reduces to a new expression of the eigen-
function that is a superposition of linearly independent vec-
tors ft

*,

� = �
t=1

T1


tft
*, �9�

where 
t are complex coefficients related to �t. Substitution
of Eq. �4� and Eq. �9� into Eq. �5� enables one to obtain up to
T1 eigenvalues � and coefficients of their corresponding
eigenfunctions �
1 ,
2 , . . . ,
T1

�T.
The actual number of eigenvalues may be less, depend-

ing on the configuration of the time-reversal mirror. For ex-
ample, the two examples investigated in Sec. V of Ref. 1 use
a linear array, where the values of � and �� are set to zero. It
is easy to show that there are only two independent terms for
each order n greater than zero, and one for n=0, amounting
to 2N+1 vectors for all terms up to N. Consequently, since
the number N is set to the smallest integer greater than three
plus the maximum ka of interest, the number of eigenvalues
scales with �ka�2 for planar arrays, and ka for linear arrays.

III. CONCLUSION

The number of possible eigenvalues and eigenfunctions
of the time-reversal operators for a finite sphere is equal to
the number of possible multipole moments induced in the
sphere, which is much less than that presented in Ref. 1.

1D. H. Chambers, “Analysis of the time-reversal operator for scatterers of
finite size,” J. Acoust. Soc. Am. 112, 411–419 �2002�.
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To analyze the characteristics of voice source signals from speech, a model is presented in the form
of polynomial function by expanding the definition of the Rosenberg model. In combination with the
all-pole assumption of the vocal-tract filter, methods are described for the pitch-synchronous speech
analysis and temporal search of the glottal opening and closing instants. Because the source and
filter models are both linear, the parameter estimation problem can be conveniently solved. In
addition, the temporal search method can refine the locations of the glottal events and improve the
accuracy of the parameter estimation. Analyses of non-nasalized voiced speech are conducted using
an electroglottographic device from which the initial estimate of the temporal information is
given. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2359234�

PACS number�s�: 43.72.Ar, 43.70.Gr �DOS� Pages: 745–748

I. INTRODUCTION

To study the voice acoustics, a number of parametric
models were proposed to represent voice source signals.
Such models were also used to estimate the source and
vocal-tract characteristics jointly from speech �Klatt and
Klatt, 1990; Childers and Lee, 1991; Kaburagi and Kawai,
2003�. However, some models have inconveniences for de-
termining the values of model parameters. For example, de-
termination of the � parameter of the LF model �Fant, 1986�
results in a nonlinear problem giving rise to a large amount
of computation, and there still exists a nonlinear equation
constraining the time parameters of the R�� model
�Veldhuis, 1998�. Kasuya et al. �1999� therefore employed a
simple RK model �Klatt and Klatt, 1990�, because such non-
linearities are especially inconvenient for speech analysis.
On the other hand, Milenkovic �1986, 1993� showed that
complexities of the estimation problem can be reduced using
linearized models formed as polynomial functions.

This paper presents a speech analysis method by com-
bining models of the vocal tract and voice source signal.
While the tract filter is modeled using the conventional all-
pole assumption, the voice source signal is represented as a
polynomial, constructed by overlapping multiple base signal.
Also, these base signals are obtained by expanding the
Rosenberg model �Rosenberg, 1971�.

Speech analysis is then performed using procedures of
the joint parameter estimation and temporal searching. The
optimal values of the model parameters are uniquely deter-
mined as in Milenkovic �1986� when the instants of the glot-
tal opening and closing events are given. In addition, the
temporal search procedure efficiently refines the time loca-
tions of glottal events initially provided, for example, by an
electroglottographic �EGG� device under an error criterion.

II. VOICE SOURCE REPRESENTATION AND SPEECH
PARAMETER ESTIMATION

A polynomial expression is used to model the time-
differentiated glottal flow as

g�t� = �2 + ��t1+� − �3 + ��t2+� �1�

for a time interval �0� t�1� between the instants of glottal
opening �t=0� and closing �t=1�. When �, a parameter
specifying the polynomial order, is zero, g�t� is coincident
with the model proposed by Rosenberg �1971�. Irrespective
of the value of �, the expression meets conditions

g�t� = � 0, t = 0,

− 1, t = 1,
� �2�

at both boundaries and satisfies an integral condition

�
0

1

g�t�dt = 0. �3�

A. Speech production model

It is assumed in this study that only non-nasalized
voiced speech is considered as the object of the analysis.
Then the speech production model can be represented as

s̃�n� = − �
i=1

p

ais�n − i� + d�n� , �4�

where s�n� and s̃�n� respectively represent the actual and
predicted samples of speech. ai�1� i� p� are the filter coef-
ficients and p is the filter order. d�n� represents the driving
signal defined as
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d�n� = �
j=1

r

�
k=1

m

bjkgjk�n� , �5�

where r is the number of pitch periods within the analysis
frame and m is that of overlapped base signals for each pe-
riod. bjk are parameters controlling the amplitude of base
signals. Tracheal coupling can add poles and zeros to the
transfer function of the vocal tract when the glottis is open.
To reduce this coupling effect, speech samples should not be
taken from the initial and final parts of a voiced segment for
which the effect can be more prominently observed �Klatt
and Klatt, 1990�.

The base signal gjk�n� takes a nonzero value in the in-
terval nj1�n�nj2 and becomes zero outside so that nj1 and
nj2 respectively correspond to the instants of glottal opening
and closing. Then gjk�n� can be constructed by sampling the
function g�t� in Eq. �1�, where instants t=0 and t=1 respec-
tively correspond to nj1 and nj2.

In Fig. 1, g�t� is shown in the left and the magnitude
spectrum in the right. The envelope of the magnitude spec-
trum can be controlled by the order parameter: the slope of
the spectral envelope is about −5.4, −5.3, and −5.2 dB/oct
over 0.1� when � is 0, 1, and 2, respectively. In the speech
analysis, parameters of the source model �r, m, and �� and
the filter order �p� should be specified in advance. Also, the
instants of glottal opening �nj1� and closing �nj2� should be
given.

B. Joint estimation of the model parameters

The optimal values of ai and bjk in Eqs. �4� and �5� can
be simultaneously determined so that the total squared error
within the analysis frame,

E = eeT, �6�

is minimized, where the error e�n�=s�n�− s̃�n� between the
actual sample s�n� �0�n�N−1� and the predicted one s̃�n�
can be written in the vector form as e=s0+qGT. T denotes
the transposition. From the optimality condition dE /dq=0,
the problem results in simultaneous linear equations as

qGTG = − s0G �7�

and it can be solved explicitly. Here, e= �e�p� ,e�p
+1� , . . . ,e�N−1��, sk= �s�p−k� ,s�p−k+1� , . . . ,s�N−k−1��,
and q= �a1 , . . . ,ap ,−b11, . . . ,−b1m , . . . ,−br1 , . . . ,−brm�. G is
a matrix storing samples of speech and the voice source
model as G= ��s1�T , . . . , �sp�T , �g11�T , . . . , �g1m�T , �g21�T , . . . ,
�g2m�T , . . . , �gr1�T , . . . , �grm�T�, where g jk is the vector g jk

= �gjk�p� ,gjk�p+1� , . . . ,gjk�N−1�� corresponding to the kth

base signal of the jth pitch period.

III. TEMPORAL DETERMINATION OF GLOTTAL
EVENTS

This section presents a temporal search method of the
glottal events. Suppose that the instants nj1 and nj2 are ini-
tially guessed using, for example, an electroglottographic
�EGG� device. Then it is convenient to define the analysis
frame in synchronization with them. Both ends of the analy-
sis frame can be set at the instants of the glottal opening with
the interval of L pitch periods as n01 and nL1 �Fig. 2�. These
end points are fixed and the positions of other 2L−1 time
points are searched in the vicinity of their initial estimates. In
the following, the instants 	n01,n02, . . . ,nL1
 are rewritten as
	n0 ,n1 , . . . ,n2L
 for simplicity.

A. Definition of the segmental error

The instants 	n1 ,n2 , . . . ,n2L−1
 are determined by fitting
the voice source model to the residual signal obtained by
inversely filtering the speech samples. Then the squared error
within the frame is defined as

E = �
l=1

2L

El�nl−1,nl� , �8�

where El is the error between n=nl−1 and nl−1

El�nl−1,nl� = �
n=nl−1

nl−1

�x�n� − d�n��2. �9�

x�n� is the residual signal computed as x�n�=�i=0
p ais�n− i�

�a0=1�, where ai is the coefficient of the vocal-tract filter. In
the segment for which the glottis is closed, d�n� is set at zero
and hence El is the sum of x�n� squared. When the glottis is
open, the voice source signal is represented as d�n�
=�k=1

m bkgk�n�, where bk are unknown weighting parameters.
Their optimal values are determined from the condition
dEl /dbk=0 and expressed by x�n�. Then the segmental error
can be written as El�nl−1 ,nl�=elel

T when the glottis is open

FIG. 1. Waveform and magnitude
spectrum of the base polynomial
model. In �a�, g�t� in Eq. �1� was
sampled at t=n /40 �0�n�40� and
interpolated linearly. In �b�, the pitch
period was set at 80 samples by add-
ing 39 zero samples to each signal in
�a� and a discrete Fourier transform
was applied. The horizontal axis in �b�
represents the frequency in the
discrete-time domain.

FIG. 2. Illustration of glottal opening �o� and closing �c� events and corre-
sponding notations �nj1 and nj2� of the voice source model. In the brackets,
time markers used in the temporal search procedure are shown.
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and El�nl−1 ,nl�=xlxl
T when it is closed. xl= �x�nl−1� ,x�nl−1

+1� , . . . ,x�nl−1�� is the vector storing samples of the re-
sidual signal, el=xl	I−G�GTG�−1GT
 is the error vector when
the residual signal is approximated by the voice source
model, G= ��g1�T , �g2�T , . . . , �gm�T� is the matrix storing the
base signals of the voice source model, and I is the unit
matrix.

B. Dynamic programming solution

The instants 	n1 ,n2 , . . . ,n2L−1
 are determined so that the
error E in Eq. �8� is minimized. The accumulated error along
the search path is first computed as

D1�n1� = E1�n0,n1� ,

Dl�nl� = min
nl−1

Dl−1�nl−1� + El�nl−1,nl�

�l = 2,3, . . . ,2L − 2� ,

D2L−1�n2L−1� = min
n2L−2

D2L−2�n2L−2� + E2L−1�n2L−2,n2L−1�

+ E2L�n2L−1,n2L� , �10�

where the search range of each time point is set as nl

=nl
0 ,nl

0±1 , . . . ,nl
0±�n for the initial value �nl

0� and the range
parameter ��n�. Then the solution can be obtained as

n2L−1
* = arg min

n2L−1

D2L−1�n2L−1� ,

nl−1
* = arg min

nl−1

Dl�nl
*� �l = 2L − 1, . . . ,2� , �11�

where nl
* represents the optimal time position.

IV. SPEECH ANALYSIS EXPERIMENT

The speech analysis procedure is summarized as follows
�Fig. 3�. Audio signals were recorded at a sampling fre-
quency of 8 kHz. EGG signals were recorded simultaneously
and the initial estimates of nj1 and nj2 were obtained as zero-
crossing points in time after the bias components were re-
moved. Given the values of r, m, and � of the source model
and p of the tract model, values of ai and bjk were deter-
mined by the joint estimation �Eq. �7�� for fixed glottal tem-
poral alignments. After that, the temporal search procedure
�Eq. �11�� was performed for fixed filter coefficients, where

FIG. 3. The procedure for jointly determining the optimal values of source
and tract parameters of the speech production model. DP stands for the
dynamic programming used in Sec. III.

FIG. 4. The results of analyses of vowels /a/ and /e/ using three phonation conditions. Traces in each phonation condition show �a� speech s�n�, �b� voice
source signal d�n� �thick� and residual of speech �thin�, and �c� EGG signal. In �d�, the magnitude spectrum of the voice source signal is shown. The voice
source signal was calculated using the expression given in Eq. �5�, where the values of the model parameters were determined by the analysis procedure. The
residual signal was obtained by inversely filtering the speech in �a� as explained in Sec. III A.
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the tract filter was used to obtain the residual signal. These
procedures were alternatively used as long as the signal pre-
diction error in Eq. �6� decreased. Finally, properties of the
vocal tract and voice source signal were determined as the
solution to the joint estimation problem.

Figure 4 shows analysis results of two vowels uttered by
a male subject. Four base signals with the order parameter of
0, 2, 4, and 6 were used. The order of the tract filter and the
frame length �number of pitch periods� were 14 and 2 for the
modal and pressed voices and 10 and 3 for the falsetto. The
range of the temporal search was set at �n=3. As a measure
of the objective evaluation, signal-to-noise ratio �SNR� was
10 to 17 dB for these samples.1 In Fig. 5, these source sig-
nals are illustrated. These results indicate that the source sig-
nal of the falsetto voice can be characterize by a rounded
waveform and a large magnitude difference between the fun-
damental frequency and its second harmonic. In the pressed
voice, the source signal forms a sharp edge in the vicinity of
the glottal closure, and the magnitude spectrum is slowly
decaying. The estimated open quotient �OQ� and speed quo-
tient �SQ� are 0.44 and 2.2 for the modal, 0.74 and 1.2 for
the falsetto, and 0.41 and 2.7 for the pressed on average.2

These indicate that the falsetto voice has a long pulse width
and a low pulse skewing and, in the pressed, they are oppo-
site as described in Childers and Lee �1991�.

On the other hand, parameters of the source model were
empirically determined. Mean SNR of 13.3 dB for six utter-
ances in Fig. 4 decreased to 11.2, 10.7, and 9.8 dB when m
was reduced to 3 ��=0,2 ,4�, 2 ��=0,2�, and 1 ��=0�, re-
spectively. Also, when m was 4 and �=0, 1, 2, and 3, mean
SNR was 11.5 dB. So the values of m and � used were
superior to other parameter settings tested. Finally, the per-
formance was about 16.9 dB on average when each of two
females and two males spoke five Japanese vowels with the
modal voice. Also, the mean SNR increased about 1 dB
through the iterative use of the joint estimation and temporal
search procedures, indicating that the initial temporal infor-
mation from the EGG observation was effectively refined.

V. CONCLUSIONS

A method was proposed for the analysis of voice source
dynamics. The voice source signal was constructed by a lin-
ear superposition of base polynomial models. The order of
the polynomial model is variable while it was fixed at four in
Milenkovic �1986�. The spectral envelope of the overlapped

model can be controlled by adjusting the relative weights
among the base signals, while a low-pass filter was em-
ployed in the RK model �Klatt and Klatt, 1990�.

Due to the linearities of the source and tract models, the
optimal value of every model parameter can be jointly deter-
mined. In the estimation method using the RK model �Ka-
suya et al., 1999�, on the other hand, complicated optimiza-
tion procedures were required. Our signal model has a
relatively large number of parameters such as the order
parameters, weighting parameters, and temporal parameters
of the glottal events. However, when the temporal informa-
tion is given, the weights are uniquely determined for pre-
scribed order parameters. Furthermore, the temporal search
method was effective even when the EGG was used to esti-
mate the glottal events initially.

Speech analyses revealed that the proposed method has
a potential for capturing features of voice source signals. The
results were generally in agreement with those in Childers
and Lee �1991�, but our method tended to estimate a rela-
tively small open quotient. This might be caused by the ten-
dency that the source signal approaches to zero in the return
phase more quickly than the LF model as can be seen in Fig.
5. Further studies will be addressed to incorporating a fric-
tional source model for capturing features of the breathy
voice. Work supported by JSPS.

1Speech samples were resynthesized as s̃�n� where the values of the model
parameters were estimated by analysis of the speech samples �s�n��. Then
the SNR was calculated as 10 log10 Ps / Pe, where Ps=�n=1

M s�n�2, Pe

=�n=1
M �s�n�− s̃�n��2, and M is the length of s�n�. Note that s�n− i� should be

replaced by s̃�n− i� on the right side of Eq. �4� for the resynthesis.
2The OQ, the ratio of the open phase of the glottis to the pitch period, was
calculated as �nj2−nj1� / �n�j+1�1−nj1� and SQ, the ratio of the opening phase
to the closing phase, as �nc−nj1� / �nj2−nc�. nc represents the instant at
which the differentiated flow becomes zero, and it was determined as nc

=arg minn�d�n�� for nj1�n�nj2 where d�n� is the source signal estimated
by analysis in the form of Eq. �5�.
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Echolocation clicks from Norwegian killer whales feeding on herring schools were recorded using
a four-hydrophone array. The clicks had broadband bimodal frequency spectra with low and high
frequency peaks at 24 and 108 kHz, respectively. The −10 dB bandwidth was 35 kHz. The average
source level varied from 173 to 202 dB re 1 �Pa �peak-to-peak� @ 1 m. This is considerably lower
than source levels described for Canadian killer whales foraging on salmon. It is suggested that
biosonar clicks of Norwegian killer whales are adapted for localization of prey with high target
strength and acute hearing abilities. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2404922�

PACS number�s�: 43.80.Ka, 43.80.Lb, 43.30.Sf �WWA� Pages: 749–752

I. INTRODUCTION

Toothed whales �Order: Odontoceti� listen for echoes
from their intense, brief echolocation clicks to find prey.
There have been many studies on the biosonar of captive
odontocetes, but our understanding of how these animals use
echolocation in the field is limited �Au, 2002�. Killer whales
�Orcinus orca� specialize in a large variety of prey species in
different parts of the world. The acoustic properties of their
biosonar signals have been described for the NE Pacific resi-
dent killer whales that feed mainly on salmon �Barrett-
Lennard et al., 1996; Au et al., 2004�. Comparing these data
with those from other killer whale populations that feed on
other prey species may reveal how the biosonar in this od-
ontocete is adapted to different foraging situations and prey.

Here we present the first acoustic analysis of full-
bandwidth hydrophone array recordings of echolocation
clicks from wild killer whales foraging on Atlantic herring
�Clupea harengus�.

II. MATERIALS AND METHODS

Recordings of killer whales foraging on herring were
made from October to December 2001 in Vestfjord and ad-
jacent fjords, Norway. The rocky seabed of the recording site
had a depth between 50 and 500 m. Foraging activity was
defined as killer whales surfacing in different directions,
arching their body before diving, seabirds taking fish at the
site of diving and the presence of fish or fish parts at the
surface �Similä and Ugarte, 1993�. The boat was placed ap-

proximately 100 m upwind from the foraging whales and the
engine switched off before recording in order to minimize
disturbance of the whales and herring.

The recording system consisted of an array of four om-
nidirectional Reson �Copenhagen, Denmark� TC4034 hydro-
phones with a flat �±3 dB� frequency response from
0.1 to 300 kHz �sensitivity −218 dB±3 dB re 1 V/�Pa�.
Three hydrophones were placed at the tips of an equilateral
triangle, separated by 0.5 m from a fourth hydrophone in the
center. The array was mounted on a pole and held from the
side of the boat so that the center hydrophone was 1.5 m
below the water surface �see Simon et al., 2005�. Each hy-
drophone was connected via a 26 dB amplifier and 1 Hz
high-pass filter �Etec, Copenhagen, Denmark� to a Racal
Store 4DS high-speed tape recorder �tape speed 30 in./ s on
1
4-in. magnetic Ampex tapes�. A calibration signal from a
B&K pistonphone calibrator �250 Hz, 171 dB re 1 �Pa �pp��
was recorded on the tape and used for measuring the re-
ceived level �see below�. The analog recordings were played
back eight times slower and digitized on a computer at a
sampling rate of 48 kHz �20 kHz antialiasing filter�, giving
an effective sample rate of 384 kHz �recording software
CoolEdit Pro, Syntrillium Software, Phoenix, AZ�. The dis-
tance from the phonating whales to the array was calculated
from the time-of-arrival differences of a click recorded at the
four hydrophones �Au and Herzing, 2003; Schotten et al.,
2004�. These differences were calculated by measuring the
interval between highest-amplitude peaks of the envelope of
cross-correlation curves between the center channel and each
of the three outer channels �using a custom designed MATLAB

program, The MathWorks, Inc., Cambridge, MA�.a�Electronic mail: masi@natur.gl
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The apparent source level �ASL� is defined as the sound
pressure level 1 m away in any direction of the sound source
�Møhl et al., 2000�. The ASL of the clicks, on all four hy-
drophones, was calculated as

ASL = RL + TL �Eq.�1�modified from Urick�1983�� ,

where Received level, RL=20 log�Vpp/Vppcal�-dBcal,
Transmission loss, TL=Spherical spreading+absorption
loss=20 log�R�+� ·R, and Vpp=recorded peak-to-peak
voltage of killer whale signal; Vppcal=recorded peak-to-
peak voltage of calibration signal; dBcal=peak-to-peak
sound level of the calibration signal, 171 dB re 1 �Pa
�pp�; R=calculated range in meters; and �=absorption
coefficient=0.008 dB/m �Urick, 1983�.

Measurements of the localization accuracy of the record-
ing system revealed that source levels were underestimated
by up to 5 dB at distances of less than 15 m from the array,
mainly due to slight variations of tape speed in the analog
tape recorder �Simon, 2004�. Only clicks located at distances
of less than 15 m in front of the array were chosen for further
analysis. On-axis clicks were defined by having a higher or
equally high ASL on the center hydrophone relative to the
surrounding hydrophones.

The click duration ��E97� is defined as the time period
containing 97% of the click energy �Simon et al., 2005� and
was measured according to Madsen et al. �2004�. The fre-
quency bandwidth and the center frequency f0 were mea-
sured as in Au �1993�. The signal analysis was performed
using CoolEdit Pro �Syntrillium Software, Phoenix, AZ�,
BatSound Pro �Petterson Elektronik, Upsala, Sweden�, MAT-

LAB and SIGPRO �Pedersen, Centre for Sound Communica-
tion, Denmark�.

III. RESULTS

From 19 different recording sessions a total of 748
clicks were recorded on all four channels, 516 of which were
found to be within 15 m from the array. Eighty-four of the
clicks �recorded during seven sessions� were considered on-
axis. Examples of clicks and their spectra are given in Fig. 1.
The signal parameters of on-axis clicks were compared to
similar measurements made by Au et al. �2004� of killer
whales foraging on salmon �Table I�. Although measured
ranges of click parameters overlapped, echolocation clicks
from herring-eating killer whales had mostly lower ASLs,
center frequencies and frequency bandwidth than the echolo-
cation clicks from salmon-eating killer whales. The click du-
rations for herring-eating killer whales covered a broader
range than those of salmon-eating killer whales, but this
probably due to methodological differences �Table I�.

IV. DISCUSSION

The method used in this study classified on-axis clicks
as those with the highest or equally high source level on the
center hydrophone compared to the surrounding hydro-
phones. Our method is similar, though more restrictive than
that used by Au et al. �2004� and Au and Herzing �2003�.
Our method could include off-axis clicks if they are recorded
from a direction where the apparent source level is not

changing substantially with the off-axis angle. However, our
results can be compared to those reported by Au et al. �2004�
from NE Pacific resident killer whale.

Even though the frequency characteristics and duration
of Norwegian killer whale clicks are similar to those of the
NE Pacific killer whales, the source levels are lower for the
former �Table I�. This may be explained by the fact that
Norwegian and NE Pacific resident killer whales feed on
prey with very different schooling behavior. NE Pacific resi-
dent killer whales feed on Chinook salmon �Oncorhynchus
tshawytscha�, which generally do not form schools �Ford et
al., 1998�. Norwegian killer whales feed on Atlantic herring,
which have a pronounced schooling behavior �Christensen,

FIG. 1. �a� Wave form of six typical on-axis echolocation clicks recorded
from feeding Norwegian killer whales �recording bandwidth: 150 kHz�. �b�
Normalized frequency spectra of the clicks in Fig. 1�a�. �Rectangular win-
dow, fast Fourier transform window size: 128, frequency resolution:
2.3 kHz, spectra interpolated ten times�.

TABLE I. Acoustic properties of on-axis clicks recorded from herring-
eating �this study� and salmon-eating killer whales �from Au et al. 2004�.
�The mean and standard deviation are given in parenthesis as �X±SD�.�

Killer whale
ecotype N

ASL,
dB re 1 �Pa

�pp�

−10 dB
bandwidth

�kHz�

Center
frequency
f0 �kHz�

Duration
��s�

Scandinavian
herring-eaters

84 173–202
�189±7.1�

8–58
�35±15.9�

22–49
�38±6.7�

31–203
�89±51.0�

NE Pacific
salmon-eaters

1185 195–224 35–50 45–80 80–120

In the Scandinavian study the duration was measured as �E97; for the
Salmon-eating study the method used is unknown.
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1982; Similä et al., 1996; Nøttestad and Axelsen, 1999�. A
school of herring has much larger target strength than a
single salmon �Simmonds and MacLennan, 2005�. Pacific
resident killer whales might therefore need a higher source
level when locating their prey than do Norwegian killer
whales. In addition, the Pacific killer whales recorded by Au
et al. �2004� were searching for individual fish that presum-
ably try to escape predation by swimming away. While
swimming away, their target strength would be lowered by
the skewed angle to the killer whale �Au et al., 2004�. Under
such circumstances powerful, long-range sonar might be ad-
vantageous. In contrast, the Norwegian killer whales re-
corded in this study encircled relatively stationary schools of
fish and powerful, long-range sonar was not necessary to
detect the schools. Norwegian killer whales may actually
benefit by producing low energy clicks when feeding on prey
of high target strength and with good hearing. The hearing
abilities of Atlantic herring �measured by Mann et al., 2005�
should be much better than those of Pacific salmon. Al-
though the hearing abilities of Pacific salmon are unknown
they are probably similar to those of Atlantic salmon �Salmo
salar� that are insensitive to frequencies above 200–300 Hz
�Hawkins and Johnstone, 1978�.

The advantage of using different levels of echolocation
clicks can be illustrated by modeling the echolocation per-
formance of a killer whale while searching for prey. In Fig. 2
received levels are shown as a function of range of a 5 kHz
low-pass-filtered click with a source level similar to that of a
salmon-eating �black line, from Au et al., 2004� and a
herring-eating �red line, data from this paper� killer whale,
respectively. The 5 kHz low-pass filter results in a 40 dB
drop in the click source level and crudely imitates the fre-
quency response of the herring auditory system �data from
Mann et al., 2005�. The intersections between the solid lines
and the herring hearing threshold �blue solid line, taken from
Mann et al., 2005 at 4 kHz� indicate the ranges at which the
herring can hear the two different types of killer whale

clicks. Even though the hearing abilities of herring improve
considerably below 1 kHz there is very little energy in the
killer whale clicks at such low frequencies, which is the ra-
tionale of choosing the hearing threshold at 4 kHz for the
calculations in Fig. 2.

The dashed red and black curves in Fig. 2 illustrate the
intensity of echoes received by the killer whale from a her-
ring at various ranges when using different click source lev-
els, that of herring and that of salmon eating killer whales.
These curves are calculated from the full-bandwidth click
source levels, as the echoes are detected by a whale with a
very large receiving bandwidth �Szymanski et al., 1999�. The
target strength of the herring was chosen as −44 dB, corre-
sponding to a 25 cm long herring �Foote, 1987�. The killer
whale hearing threshold is assumed to be limited by back-
ground noise integrated over the bandwidth of the click
rather than by the hearing threshold measured in quiet con-
ditions. Assuming a noise spectral density of 30 dB re
1 �Pa/Hz1/2 �which is approximately the ambient noise level
at sea state 2 at 50 kHz; see Wenz, 1962�, integrating the
bandwidth of the click �35 kHz� and subtracting an assumed
directionality index of 20 dB �estimated by Au et al., 2004�
we obtain a total received ambient noise level of 30
+10 log�35 000�−20=55 dB re 1 �Pa. Here, this is used as
an approximate detection threshold for the killer whale, in-
dicated in Fig. 2 with a blue dotted line. The intersections of
the echoes with the killer whale hearing threshold �marked
with a red and a black circle� are the maximum ranges at
which a killer whale could detect a herring using echoloca-
tion.

The model shows that if the herring-eating Norwegian
killer whales used clicks with the same high source levels as
those used by salmon-eating NE Pacific killer whales, the
herring would detect the clicks over much larger distances,
giving little advantage to the killer whale �the two black
circles in Fig. 2�. However, by using lower source levels the
killer whale can detect an echo from a herring at much
greater distances than the herring can detect the predator �the
two red circles in Fig. 2�.

When exposed to click trains resembling those of forag-
ing killer whales, Pacific herring �Clupea pallasii� react by
increasing schooling density, swimming speed and depth
�Wilson and Dill, 2002�. Even though killer whales can dive
to depths of more than 300 m �Similä et al., 2002�, they
seem to be unsuccessful in herding herring schools to the
surface if the herring are deeper than 180 m �Nøttestad et al.,
2002�. Therefore, diving may be an effective antipredator
strategy. Thus it may be crucial for the killer whales to detect
the herring before the herring hear their echolocation clicks
and increase their depth.

The patterns in Fig. 2 may change dramatically when
considering variations in target strength, hearing thresholds,
and other parameters. Nevertheless, Fig. 2 illustrates that it
might be an advantage for an echolocating predator to reduce
the source level when foraging on prey with sensitive hear-
ing abilities. On the other hand, it is advantageous to use
high source level echolocation clicks when foraging on prey
with low hearing sensitivity �salmon�, as a high source level
will increase the search range. The hearing abilities of

FIG. 2. Acoustic interactions between killer whales and herring. The black
and red solid lines illustrate high and low level killer whale clicks �low-pass
filtered at 5 kHz�. The dashed black and red lines illustrate the broadband
echo from high level and low level killer whale clicks, respectively. The
rings shows the maximum distance at which the received level is sufficient
for the herring to detect the click �solid blue line� and for the killer whale to
detect the echo of the herring �dashed blue line�. Norwegian killer whales
using low level clicks can detect the echo from a herring at greater distances
than the herring can detect the whale’s click giving the killer whale an
advantage over the herring.
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salmon are restricted to low frequencies and killer whale
clicks are probably not detectable by the salmon even at very
high received levels. Similar arguments have been used to
explain variations in source levels found in bats hunting for
tympanate insects �Surlykke, 1988�. More accurate data are
needed on the acoustic interaction between killer whales and
their prey to confirm that the mechanisms outlined in Fig. 2
are actually used by the whales in real life.
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The exact scattering by a sphere centered on a Bessel beam is expressed as a partial wave series
involving the scattering angle relative to the beam axis and the conical angle of the wave vector
components of the Bessel beam. The sphere is assumed to have isotropic material properties so that
the nth partial wave amplitude for plane wave scattering is proportional to a known partial-wave
coefficient. The scattered partial waves in the Bessel beam case are also proportional to the same
partial-wave coefficient but now the weighting factor depends on the properties of the Bessel beam.
When the wavenumber-radius product ka is large, for rigid or soft spheres the scattering is peaked
in the backward and forward directions along the beam axis as well as in the direction of the conical
angle. These properties are geometrically explained and some symmetry properties are noted. The
formulation is also suitable for elastic and fluid spheres. A partial wave expansion of the Bessel
beam is noted. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2404931�
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I. INTRODUCTION

Scalar wave Bessel beams are an exact solution of the
linear wave equation proportional to exp�i��z−�t��J0����
where z and � denote the axial and radial coordinates, � and
� denote the axial and radial wavenumbers, J0 is a zero-
order Bessel function, and �2+�2=k2= �� /c�2 where c de-
notes the phase velocity of the fluid. If such beams could be
realized the beam would propagate without spreading.1,2

There has been considerable interest in the applications and
properties of ultrasonic and optical approximations of such
beams.3–9 The purpose of this paper is to describe the scat-
tering by a sphere centered on the axis of such a beam and to
explain aspects of the scattering from geometrical consider-
ations. Though farfield scattering is emphasized, some con-
sideration is given to analytical and geometric aspects of the
nearfield properties. In practice, because of the finite width
of sources realizable beams only retain their form over a
finite propagation distance, however, in the discussion which
follows the incident wave is taken to be an ideal Bessel
beam. The results here are outside the scope of prior discus-
sions of the scattering of Gaussian or flat-topped acoustic
beams by spheres.10

It is anticipated that these results may be helpful not
only for understanding the scattering but also in related in-
vestigations of the effects of Bessel beams on objects. Such
applications include the radiation force imparted by a Bessel
beam since the radiation force is related to the farfield
scattering.11 In a separate publication expressions for the
scattering given here are applied to the calculation of the
radiation force.12

II. PLANE-WAVE DECOMPOSITION OF BESSEL
BEAMS

As reviewed by Redwood13 the synthesis of cylindrical
waves by plane waves has long been used in the theory of

waveguides. Let the spatial dependence of the complex ve-
locity potential of the Bessel beam be denoted by �B�z ,��
=�0 exp�i�z�J0���� where �0 determines the beam ampli-
tude. For the azimuthal interval in Fig. 1 from �� to ��
+d�� denote the incident wave contribution by d�B

= �d�B /d���d��. Durnin’s representation of the beam1 may
be interpreted as the following superposition of plane waves:

�B�z,�� = �
0

2�

�d�B/d���d��, �1�

d�B/d�� = �0�2��−1ei�z exp�i�x cos �� + i�y sin ��� ,

�2�

where x2+y2=�2 and �� denotes the azimuthal direction of
the plane wave component. The polar angle of each compo-
nent relative to the z axis is ��=	=arcsin�� /k�. The wave
vector components form a cone having a conical angle 	
relative to the z axis.

III. SCATTERING BY EACH PLANE WAVE
COMPONENT

Neglecting the absorption in the surroundings, the
farfield scattering for each plane wave component of the in-
cident wave by a sphere centered at z=0 and �=0 may be
expressed using a complex dimensionless form function f
using the relation14–19

d�S = �a/2r�f�ka,cos 
�exp�ikr�d�B, �3�

where d�B is evaluated at z=0,a denotes the radius of the
sphere, r denotes the distance from the center of the sphere,
and 
 denotes the scattering angle of the field point relative
to the local incident wave vector as shown in Fig. 1. The
function f accounts for the dependence of the plane-wave
scattering on the frequency and sphere size through the de-
pendence on ka. The dependence on the relative scattering
angle 
 is expressed through the dependence on cos 
. In the
farfield the scattering amplitude decreases with increasinga�Electronic mail: marston@wsu.edu
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r in proportion to 1/r. It is assumed that the sphere con-
tains only isotropic materials, however, it may dissipate
energy. When ka is large, the farfield condition is that r
� �1/2� ka2 but when ka is not large, the condition be-
comes r�a. The form function may be expressed in terms
of a partial wave series17–19 for plane-wave incidence scat-
tering

f�ka,cos 
� = �− i/ka��
n=0

�

�2n + 1��sn − 1�Pn�cos 
� , �4�

where Pn denotes a Legendre polynomial of the indicated
argument, and the complex sn depend on ka and are deter-
mined by the boundary condition and material properties.
Instead of expressing the dependence on material properties
through the factor �sn−1�, a partial-wave coefficient having
the form an= �sn−1� /2 is typically used. The an and the sn

are known for a wide variety of spheres.14–19 When the
sphere does not dissipate energy, sn is unimodular.19,20 In
that case, introducing the sn enables the an to be expressed in
a compact form. The sn for rigid and soft spheres are noted in
Sec. VI and the expression for sn for fluid spheres was re-
cently reviewed.12 Partial-wave coefficients for quantum me-
chanical and electromagnetic scattering are commonly ex-
pressed as proportional to �sn−1� where �sn � =1 in the
absence of absorption.20 The case of acoustical scattering is
directly analogous.19

While near-field expressions for the scattering are
needed for the evaluation of the sn, the derivation given be-
low shows that once the sn are found for the plane-wave case
it is not necessary to repeat the nearfield analysis to construct
the farfield scattering for a sphere centered on a Bessel beam.
Nearfield scattering in the Bessel beam is discussed briefly at
the end of Sec. VII.

IV. INTEGRATION OF THE SCATTERING
COMPONENTS

The addition theorem of spherical harmonics21 allows
each Pn�cos 
� to be expressed in terms of the direction �
and � of the scattering

Pn�cos 
� = �4�/�2n + 1�� �
m=−n

n

Ynm��,��Ynm
* ���,��� , �5�

where Ynm denotes standard spherical harmonics of the
indicated angular arguments, * denotes complex conjuga-
tion, and since all plane wave components of the incident
wave lie on a cone, �� is constant and is given by 	.
Insertion of Eq. �5� into �3� and �4� facilitates the desired
integration:

�s�r,�� =� d�s = �a/2r��0Feikr, �6�

F�ka,cos �,cos 	� = �− i/ka��
n=0

�

�2n + 1��sn − 1�In, �7�

In�cos �,cos 	� = �2��−1�
0

2�

Pn�cos 
�d�� �8a�

=Pn�cos ��Pn�cos 	� . �8b�

Equation �8b� follows from �8a� and �5� since only terms
with m=0 survive the integration, and the spherical harmon-
ics in that case reduce to21 Yn0�� ,��= ��2n
+1� /4��1/2Pn�cos �� and Yn0�	 ,���= ��2n
+1� /4��1/2Pn�cos 	�. Combining �7� and �8b� gives the di-
mensionless form function for scattering by a Bessel beam

F�ka,cos �,cos 	� = �− i/ka��
n=0

�

�2n + 1�

�sn − 1�Pn�cos ��Pn�cos 	� . �9�

This function shows how the scattering in Eq. �6� de-
pends on material parameters, on ka, on the scattering angle
�, and on the Bessel beam parameter 	. The convergence is
found to be similar to that of Eq. �4� so that the series may be
terminated for n somewhat in excess of ka. Since the com-
plex pressure is proportional to the velocity potential, �s and
�0 in Eq. �6� may be replaced by complex pressures for the
scattered and incident waves. Because the incident wave is
assumed to be an ideal Bessel beam, shifting the sphere
along the axis only alters the phase of the scattering. Shifting
off of the axis will induce a dependence of the scattering on
�, however, that case is outside the scope of the present
investigation.

V. FORM FUNCTION SYMMETRY PROPERTIES AND
SPECIAL CASES

Comparison of �4� and �9� and standard properties of the
Legendre polynomials gives the following special cases. For
forward scattering along the Bessel beam axis, �=0, cos �
=1, and

F�ka,1,cos 	� = f�ka,cos 	� . �10�

The scattering is given by f evaluated at a scattering
angle 	. For backscattering along the −z axis, �=�, cos �=
−1, and

FIG. 1. Coordinate system used to analyze the scattering. The Bessel beam
is incident along the z axis and the sphere is centered at the origin. The
vector r� denotes the direction of the incident plane-wave component having
polar and azimuthal angles �� and ��. All of the incident components have
��=	=arcsin�� /k�. The scattering is evaluated for r in the � ,� direction.
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F�ka,− 1,cos 	� = f�ka,− cos 	� �11a�

= f�ka,cos�� − 	�� . �11b�

The scattering is given by f evaluated at a scattering angle
��−	�. Equation �11a� follows from the identity
Pn�−cos 	�= �−1�nPn�cos 	�. Equations �10� and �11� also
follow from symmetry considerations. Inspection of �9� also
shows that

F�ka,cos �,cos 	� = F�ka,cos 	,cos �� , �12a�

F�ka,cos �,1� = f�ka,cos �� , �12b�

where �12b� gives the plane-wave limit. Taking �=0 gives
	=90° so that the incident wave becomes a pure cylindrical
wave. The terms in Eq. �9� vanish for odd n and the scatter-
ing becomes symmetric about the plane z=0 so that

F�ka,cos �,0� = F�ka,cos�� − ��,0� . �13�

Under most circumstances16,22,23 when a gas bubble in a
liquid is excited at the fundamental monopole resonance, the
series in Eq. �4� is dominated by the term having n=0. For
that situation the series in Eq. �9� will also be dominated by
the term having n=0 so that F� f . Note, however, that for a
gas bubble the function denoted here by s0 has a modulus
significantly less than unity as a consequence of thermal-
viscous dissipation.22,23

VI. REVIEW OF PLANE WAVE SCATTERING RESULTS

Prior to discussing results for Bessel beams it is helpful
to review standard results for scattering by a perfectly soft
sphere and a fixed rigid sphere.14 Understanding scattering
by rigid and soft spheres is helpful for understanding scatter-
ing in other cases since they are often used as a background
for isolating elastic effects.17 In the perfectly soft case14,19

sn=−hn
�2��ka� /hn

�1��ka� where hn is a spherical Hankel func-
tion of the indicated kind. In the perfectly rigid case14,17 sn

=−hn
�2��ka�� /hn

�1��ka�� where primes denote differentiation
with respect to the indicated argument. Figure 2 shows the
computed �f � for soft and �dashed� rigid spheres having ka
=15. The general features shown here are known to be

present14 for ka greater than approximately 5. The flat region
on the right side corresponds to specular reflection where
�f � �1. Here �f � becomes closer to unity the greater the value
of ka. This corresponds to the geometric optics limit where
the modulus of the specular contribution for a sphere is in-
dependent of scattering angle and the normalization for f is
such that �f � =1 for the specular contribution.19,24 In the for-
ward region is a diffraction peak which narrows and grows
with increasing ka. When ka is very large the forward scat-
tering becomes14 f�ka ,1�� ika.

VII. BESSEL BEAM SCATTERING, GEOMETRICAL
INTERPRETATION, AND DISCUSSION

Figure 3 shows �F� as a function of � for a perfectly soft
sphere with ka=15. Three values of 	 are shown: 20° �solid
curve�, 30° �long dashes�, and 45° �short dashes�. Each curve
has a peak in �F� centered near �=	. This peak may be
interpreted as associated with the superposition of the local
forward scattering of the individual plane-wave components
of the incident wave. Each curve also has a backscattering
peak which becomes narrower for increasing 	, and each has
a forward directed peak at �=0 which narrows slightly for
decreasing 	. Aspects of these backward and forward di-
rected peaks can be understood from geometric arguments

FIG. 3. Form function modulus �F� from Eq. �9� for Bessel beam scattering
by a soft sphere having ka=15 for 	 of 20° �solid curve�, 30° �long dashes�,
and 45° �short dashes�. The abscissa is the scattering angle �.

FIG. 4. Ray diagram for construction of geometric models of reflection
contributions. The models are helpful for explaining some features of the
exact results.

FIG. 2. For an incident plane wave the dimensionless form function �f � is
shown as a function of the scattering angle � for soft �solid curve� and rigid
�dashed curve� spheres with ka=15. See Sec. VI.
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outlined below. This geometrical analysis is supportive of the
analytical result in Eq. �9�.

Figure 4 shows the ray optics of reflections from an
impenetrable sphere where the incident wave vector is tilted
from the z axis by an angle 	, the cone angle of the Bessel
beam. Rays having a local angle of incidence v1=	 /2 reflect
to produce a ray traveling antiparallel to the z axis. The cor-
responding specular point is at A1 where the offset from the
axis is b1=a sin�v1�. Associated with this reflected ray is a
virtual wavefront that is curved along the dashed arc passing
though A1. Similarly v2, A2, and b2 denote corresponding
properties of a forward-directed reflected ray where it is
found that b2=a cos�	 /2�. The specular point at A2 is close
to the shadow boundary at T where the incident wave vector
is tangent to the sphere. At point N the ray is normally re-
flected.

Consider the scattering contribution associated with the
ray reflected at A1 and from similar points generated by ro-
tating the figure around the z axis. It is shown in Appendix A
that the superposed amplitudes produce a wavefront that has
locally the shape of a circular torus. The Gaussian curvature
of that wavefront vanishes on a ring of radius b1. It is a
property of such wave fronts that for scalar waves the am-
plitude is approximately proportional to J0�kb1��−��� pro-
vided that ��−�� is small and kb1�118,24–27 �see also Secs.
4.3–4.5 of Ref. 6�. Since b1=a sin�	 /2�, the resulting peak
in the scattering becomes narrower for increasing 	. Simi-
larly the ray reflected at A2 gives rise to a forward directed
toroidal wavefront, however, in this case the width of the
peak depends only weakly on 	 for 	�45° since b2

=a cos�	 /2�. Increasing 	 widens the forward peak.
When ka is large the magnitude of the backscattering at

�=180° estimated from �11b� becomes the specular contri-
bution to f giving �F � �1. Similarly from �10�, when �=0
the specular contribution to f gives �F � �1 provided ka is
very large and 	 is not small so that the forward diffraction
peak does not contribute significantly to f�ka , cos 	�. These
on-axis properties are shown from ray theory in Appendix A
for Bessel beam reflection. When these approximations are
applicable �F� becomes

�Fj� = �J0�kbj� j�� , �14a�

�1 = �� − �� , �14b�

�2 = � , �14c�

for the near-backward �j=1� and near-forward �j=2� contri-
butions. This approximation will now be illustrated for soft
and rigid spheres.

Figures 5 and 6 compare for 	=30° the exact soft
sphere result from �9� with the approximations from �14� for
ka of 15 and 40. As expected from the restriction on the
forward approximation, Eq. �14� is a more useful approxima-
tion in the backwards case. Figures 7 and 8 give similar
comparisons for the corresponding case of a rigid sphere. In
this case, however, �14� completely breaks down for j=2
where ka=15 so that �F2� is not shown. Inspection of Fig. 2
shows that �f � is small for the rigid sphere near �=30° as a
consequence of the forward diffraction and specular features
so that from Eq. �10�, �F� is small for �=0 when ka=15. See
also the discussion in Appendix A.

Ordinarily for toroidal wavefronts generated by the
transmission of sound through fluid filled and solid elastic
spheres, the form function �f � descriptive of the farfield scat-
tering of plane waves increases in proportion to �ka�1/2 as a
consequence of axial focusing.24–27 This is the reason why
high refractive index fluid-filled focusing spherical targets

FIG. 5. The solid curve is �F� from Eq. �9� for a soft sphere having ka
=15 illuminated by a Bessel beam having 	=30°. The dashed curves are
geometric models of specular contributions, Eq. �14�. The dashed curve on
the right is �F1� and the one on the left is �F2�.

FIG. 6. Like Fig. 5 except that ka=40.

FIG. 7. Like Fig. 5 except that the sphere is rigid and �F2� is not shown.
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are still useful with acoustical refractive indices somewhat
less than 2 �see Sec. 4.8 of Ref. 6 for the �ka�1/2 scaling by
such targets�. Since the reflection of a Bessel beam by a soft
or rigid sphere produces a toroidal wavefront, it may appear
paradoxical that �Fj � =1 for the on-axis scattering when ka is
large. This is resolved in Appendix A where it is found that
the amplitude of the toroidal wavefront close to the sphere is
proportional to �ka�−1/2 in the Bessel beam case. In contrast,
for the usual focusing sphere case the amplitude does not
depend on ka when attenuation is neglected.

The discussion above of Fig. 3 emphasized the geomet-
ric interpretation of the scattering. Figure 3 also illustrates
how the dependence on the ratio of beam size to sphere size
influences the scattering. This may be seen by defining b
such that �b�2.405 is the first root of J0��b�=0. Conse-
quently b denotes the half-width of the beam at the first
radial pressure node of the beam. The ratio of the size of the
sphere to the size of the beam is characterized by

a/b = �a/�b � �ka/2.405�sin 	 .

In the plane-wave limit 	 and the ratio a /b both vanish when
ka remains fixed. For the cases shown in Fig. 3 of 	=20°,
30°, and 45°, the respective values of a /b are 2.13, 3.12,
and 4.41. While the scattering examples illustrated here
are for the cases of soft and rigid spheres, some examples
of the angular dependence of �F� for fluid spheres were
recently published12 together with plots of how the back-
scattering depends on ka. Plots were shown of �F� for
spheres having relatively small values of ka in beams with
small values of a /b.12

The farfield restriction on �6� may be removed by taking
the scattering �s for r�a to be an infinite sum of partial
waves �sn= ��0 /2�in�2n+1��sn−1�Pn�cos ��Pn�cos 	�
hn

�1��kr�. The result in �6� and �9� is recovered by approxi-
mating hn

�1��kr� for large kr. Summing this �s with Eq. �B2�
gives the partial waves of the total velocity potential
�T�r ,��=�S+�B. It follows that as required �T�a ,��=0
when using the soft sphere sn=−hn

�2��ka� /hn
�1��ka�. It also fol-

lows that as required ��T /�r=0 at r=a when using the rigid
sphere sn=−hn

�2��ka�� /hn
�1��ka��where primes denote differen-

tiation. This verifies that, in agreement with the analysis in
Secs. III and IV, illumination by a Bessel beam does not alter

the sn. While the nearfield properties could have been intro-
duced at an earlier stage of the analysis, it was not necessary
to do so since the plane-wave scattering is taken to be al-
ready known in Sec. III.
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APPENDIX A: TOROIDAL WAVEFRONT AND
AMPLITUDE

The reflected wave properties may be constructed by
inspection of Fig. 4 and by using the methods of ray
optics.6,24,26,27 For simplicity consider the properties of the
wavefront reflected near point A1. For a specified incident
wave vector component lying in the plane of Fig. 4, back-
propagating the reflected wavefront to point A1 while ne-
glecting the presence of the sphere generates a virtual wave-
front that is locally ellipsoidal. One of the principal planes of
the reflected wavefront lies in the plane of Fig. 4 and the
intersection of the virtual wavefront with that plane gives the
dashed curve shown. At A1 the associated principal radius is
found from Eq. �1� of Ref. 24 to be ��= �a /2�cos�v1�. At A1

the orthogonal principal radius is found to be ��
= �a /2� / cos�v1�. Consider the associated complex amplitude
in a virtual exit plane perpendicular to the z axis which
passes through A1. The local wavefront shape gives the am-
plitude as

d�E = ��0/2��exp�ik�s − b1�2/2�� + iku2/2�� + i��d��,

�A1�

where s denotes the radial coordinate and u denotes the or-
thogonal coordinate perpendicular to the plane of Fig. 4. The
phase constant � contains geometrical factors and it also
depends on the sign of the reflection coefficient. The super-
position for all wave vector components of the incident wave
gives the exit-plane amplitude

�E�s� =� d�E � �0�2�kb1
2/���−1/2exp�ik�s − b1�2/2��

+ i� + i�/4� , �A2�

where in the integration over d�� ,u=b1���−�0�� where �0� is
the azimutal angle of the slice shown in Fig. 4. The integra-
tion uses the stationary phase approximation. This confirms
that the reflection of a Bessel beam generates a toroidal
wavefront and that the amplitude is proportional to k−1/2. A
Rayleigh-Sommerfeld diffraction integral gives the on-axis
magnitude of the contribution to the farfield form function
for such a toroidal wavefront as �see Eq. �14� of Ref. 24 or
Eqs. �248�–�250� of Ref. 6�

�F� � �2k/a���0
−1�

0

�

s�E�s�ds� . �A3�

Application of the stationary phase approximation gives
�F � ��2/a�	 ������. The product ���� of the principal radii

FIG. 8. Like Fig. 5 except that the sphere is rigid and ka=40.
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is �a /2�2 so that �F � �1 for backscattering in agreement with
�14�.

Repeating this analysis for the reflection at A2 gives
�F � �1 for forward scattering. In that case, however, �� is
small and the specular point at A2 lies close to the shadow
edge at T in Fig. 4. Thus the result for �F2� in �14� and the
stationary phase approximation of �A3� are only applicable
when ka is very large.

APPENDIX B: PARTIAL WAVE EXPANSION
OF A BESSEL BEAM

The following expansion in spherical coordinates facili-
tates the discussion at the end of Sec. VII. It is also used in
the derivation of the radiation force given in Ref. 12. Appli-
cation of the usual spherical-coordinate plane-wave expan-
sion theorem �p. 119 of Ref. 20 or p. 471 of Ref. 21� to the
plane-wave component d�B= �d�B /d���d�� gives

d�B = ��0/2���
n=0

�

in�2n + 1�jn�kr�Pn�cos 
�d��, �B1�

at a location specified by �r ,� ,�� in Fig. 1. Consequently the
incident Bessel beam may be expanded in spherical partial
waves as

�B�r,�� =� d�B = �0�
n=0

�

in

�2n + 1�jn�kr�Pn�cos ��Pn�cos 	� , �B2�

by using Eq. �8�. This expansion was verified numerically to
converge to �0ei�zJ0����.
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A fast integral expression for computing the nearfield pressure is derived for axisymmetric radiators.
This method replaces the sum of contributions from concentric annuli with an exact double integral
that converges much faster than methods that evaluate the Rayleigh-Sommerfeld integral or the
generalized King integral. Expressions are derived for plane circular pistons using both continuous
wave and pulsed excitations. Several commonly used apodization schemes for the surface velocity
distribution are considered, including polynomial functions and a “smooth piston” function. The
effect of different apodization functions on the spectral content of the wave field is explored.
Quantitative error and time comparisons between the new method, the Rayleigh-Sommerfeld
integral, and the generalized King integral are discussed. At all error levels considered, the annular
superposition method achieves a speed-up of at least a factor of 4 relative to the point-source
method and a factor of 3 relative to the generalized King integral without increasing the
computational complexity. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2405124�
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I. INTRODUCTION

Many radiators in biomedical ultrasonics, SONAR, and
nondestructive testing have a spatially varying particle veloc-
ity on the piston surface. This variation in surface velocity, or
apodization, significantly alters the beam pattern compared
to a radiator with uniform velocity. In order to accurately
model pressures generated by these transducers, this apodiza-
tion must be considered.1,2 Although a formal solution to this
problem is given by the Rayleigh-Sommerfeld diffraction
integral3 or the King integral,4 these solutions can be poorly
behaved numerically, especially near the source. In the case
of the King integral, the integrand is singular, which leads to
slow convergence relative to other integral expressions.
Therefore, many specialized solutions have been developed
to handle piston radiators, including series solutions in terms
of spherical wave functions,5–7 single-integral expressions
based on the impulse response,8–10 and transient single-
integral expressions.11 Recent series approaches have consid-
ered circular sources in finite baffles12 and resilient disks13

with nonuniform surface velocity distributions.
To overcome the difficulties associated with the

Rayleigh-Sommerfeld and generalized King integrals, an
axisymmetric solution to the piston radiator problem is de-
rived. Based on the fast nearfield method �FNM� for radia-
tors with uniform surface velocity,14–16 the proposed annular
superposition method calculates the pressure fields generated
by apertures where the surface velocity is a function of the
radial variable. As an extension of the FNM expression de-
rived in Ref. 14, this annular superposition method has a
numerically well-behaved integrand that rapidly converges
within the nearfield region of the radiator. Unlike the impulse
response or Schoch solutions, the resulting annular superpo-

sition integral is defined by a single expression that describes
the pressure throughout the entire computational domain.

After classical solutions to the apodized piston problem
are reviewed, the method based on the annular superposition
integral is derived subject to an arbitrary axisymmetric sur-
face velocity distribution. This new method is applied to the
“smooth piston” model and polynomial apodization func-
tions. In addition, the method is generalized to the case of
transient excitations. Example fields are computed and the
spectral content of apodized wave fields are examined. Tran-
sient wave fields are also presented. An error analysis and
comparison of the annular superposition method to the stan-
dard point-source approach is performed. The results show
that the annular superposition integral achieves a speed-up
by a factor of 4 relative to the Rayleigh-Sommerfeld integral
at all error levels considered.

II. NEARFIELD CALCULATIONS FOR A CIRCULAR
PISTON

Before the annular superposition integral is derived, two
classical solutions to the baffled piston problem are re-
viewed: the Rayleigh-Sommerfeld and King integrals. Both
he Rayleigh-Sommerfeld and the generalized King integral
will be quantitatively compared to the proposed method.

A circular aperture with radius a, located in the x–y
plane, radiates into a homogeneous acoustic half-space with
constant density � and sound speed c. Initially, the excitation
is assumed to be single frequency with angular frequency �.
The velocity distribution is assumed symmetric with respect
to the angle � lying in the x–y plane, allowing all apodiza-
tion and phasing information to be encoded in an aperture
function q���, where � is radial distance. Figure 1 displays
the geometry and notation used in the subsequent derivation.
Since any realistic transducer has finite extent, q is assumed
to be zero outside the interval �0,a�.

a�Electronic mail: kellyja8@msu.edu
b�Electronic mail: mcgough@egr.msu.edu
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A. Rayleigh-Sommerfeld integral

The Rayleigh-Sommerfeld diffraction integral, evaluated
with the point-source approach,3 is the standard method for
evaluating pressure fields generated by acoustic radiators.
The Rayleigh-Sommerfeld integral analytically sums spheri-
cal wave contributions from each point on the aperture. In
cylindrical coordinates, the Rayleigh-Sommerfeld integral is
given by

p̂�r,z;�� =
jk�c

�
�

0

a

�q����
0

� e−jkR��,��

R��,��
d�d� �1�

with R�� ,��=�z2+�2+r2−2r� cos �. Through the cylin-
drical symmetry of R�� ,��, the integrand of Eq. �1� evalu-
ated for �� �0,�� is replicated for �� �� ,2��, so the lim-
its of integration are reduced to �0,��. Note that Eq. �1�
possesses a 1/r singularity.

B. Generalized King integral

The generalized King integral utilizes the spectral form
of the Green’s function to represent the pressure generated
by an axisymmetric radiator as a single integral. However,
the domain of integration is infinite and the integrand is
weakly singular at wave number k. In cylindrical coordi-
nates, the King integral is given by

p̂�r,z;�� = ���
0

� exp�− jz�k2 − �2�
�k2 − �2

q̃���J0�r���d� ,

�2�

where q̃��� is the Hankel transform of the apodization func-
tion q��� and Jn�z� is the Bessel function of the first kind of
order n. In the case of the uniform piston, q̃��� is propor-
tional to aJ1��a� /�, reducing Eq. �2� to the classical King
integral �see Eq. �7� in Ref. 1�. Unlike the 1/r singularity
present in Eq. �1�, Eq. �2� contains a weak singularity at �
=k.17 Numerically, the integral is decomposed into two inte-
grals ranging from �0,k� and �k , � � and a trigonometric and
hyperbolic substitution is performed on each integral, respec-
tively. The integration from �0,k� represents the propagating

spectrum, whereas the integration from �k , � � represents the
evanescent spectrum.

C. Annular superposition integral

The single-frequency pressure p̂a�r ,z ;�� generated by a
circular piston a with spatially uniform velocity v0 is given
by the FNM14

p̂a�r,z;�� =
�cav0

�
�

0

� r cos � − a

r2 + a2 − 2ar cos �

	 �e−jk�r2+a2+z2−2ar cos � − e−jkz�d� , �3�

where �c is the characteristic acoustic impedance of the �ho-
mogeneous� medium, v0 is the piston velocity, and �r ,z� are
the observation coordinates in cylindrical coordinates. As
suggested in Ref. 10, the pressure field p̂�r ,z ;�� associated
with the aperture function q��� can be synthesized by de-
composing the circle of radius a into N concentric annuli
where the ith annulus has inner radius �i−1�� and outer ra-
dius i�. After defining pi= p̂i
��r ,z ;�� and qi=q�i
�� and a
uniform spacing of annuli with 
�=a /N, then the total pres-
sure is written as

p̂�r,z;�� � �
i=1

N−1

pi�qi − qi+1� + pNqN. �4�

Taking qN=0 �since the aperture function vanishes on the
boundary�, Eq. �4� can be written as a Riemann sum

p̂�r,z;�� � �
i=1

N−1

− pi
qi+1 − qi


�

� . �5�

Letting N→� and 
�→0, the sum becomes an integral and
the difference quotient becomes a derivative, yielding

p̂�r,z;�� = − �
0

a

p̂��r,z;��q����d� . �6�

Inserting Eq. �3� into Eq. �6� yields the following double
integral for the apodized pressure field:

p̂�r,z;�� = −
�cv0

�
�

0

a

q������
0

� r cos � − �

r2 + �2 − 2�r cos �

	 �e−jk�r2+�2+z2−2�r cos � − e−jkz�d�d� . �7�

Equation �7� provides the basis for the axisymmetric super-
position method. By choosing the appropriate complex-
valued aperture function q���, the acoustic field pressure
p̂�r ,z ;�� is specified for all observation points �r ,z� in the
acoustic half-space. Since the derivative of q���� appears in
Eq. �7�, the aperture function q��� must be at least weakly
differentiable.

Physically, Eqs. �6� and �7� state that the total pressure
generated by an apodized radiator consists of contributions
from concentric annuli with uniform velocity. Note that Eq.
�6� is valid for any pressure uniform pressure expression
p̂��r ,z ;��, such as the impulse response integral.8 However,
other single-integral solutions are defined piecewise over the
computational domain, making the integration over � intrac-

FIG. 1. Coordinate axis used in the derivation. A piston of radius a is
excited by a radially varying particle velocity specified by an aperture func-
tion q���, where � is the radial position on the piston. The radiator is
surrounded by an infinite rigid baffle in the z=0 plane. The angle � and
relative distance R�� ,�� correspond to the notation used in Eq. �1�.
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table. The single integral expression developed for the fast
nearfield method14 is ideal for those calculations due to rapid
convergence in the nearfield region.

D. Pulsed circular radiator

The expression in Eq. �7� is also amenable to time-
domain calculations of transient pressures generated by
apodized circular pistons. The velocity distribution is as-
sumed to be separable in radial coordinate � and time t such
that u�� , t�=v�t�q���. For a pulse v�t� with a spectrum given
by v̂���, the transient pressure field is recovered by weight-
ing Eq. �7� by the pulse spectrum v̂��� and inverse Fourier
transforming. These operations yield

p�r,z;t� = −
�c

�
�

0

a

q������
0

� r cos � − a

r2 + �2 − 2�r cos �

	�v�t − �1� − v�t − �2��d�d� , �8�

where the delay times �1 and �2 are defined by

�1 = �r2 + z2 + �2 − 2a� cos �/c , �9a�

�2 = z/c . �9b�

III. APERTURE FUNCTIONS

In the following, double integral expressions are derived
for the following aperture functions: uniform piston, smooth
piston, and polynomial apodization. An expression for a
pulsed, apodized piston is also derived.

A. Uniform piston

Note that for spatially uniform pressure, q���=H�a−��,
where H�z� is the Heaviside function. Then the weak deriva-
tive q����=−���−a�, where ��z� is the Dirac delta function.
Inserting q����=−���−a� into Eq. �7� yields the original ex-
pression for pressure given by Eq. �3�.

B. Smooth piston

A piston model proposed in Ref. 18 provides a smooth
tapering of surface particle velocity near the surrounding
baffle. This smooth piston assumes an aperture function
given by

q��� = 	
1 if �  a

�1 + ��2 − �2/a2

��2 + ��
if a � �  a�1 + ��

0 otherwise,

�10�

where ��0 is a unitless parameter that specifies a continu-
ous transition region between piston-like motion and the
rigid baffle. Note that the � integral is evaluated over the
thin semiannular region a�1+�����a, which significantly
reduces the computational complexity.

C. Polynomial apodization

Previous studies of piston radiators have employed poly-
nomial apodization functions2,19 to model the distribution of
normal particle velocity across the face of the radiator. A
general aperture function of the form

q��� = 1 − ��/a�n �11�

is considered for ��a. The uniform rigid piston is recovered
by letting n→�, while linear, quadratic, and quartic apodiza-
tions are obtained for n=1, n=2, and n=4, respectively.
Evaluation of the on-axis pressure for 0�n�� shows a re-
duction in on-axis nulls that characterize the nearfield of cir-
cular pistons.

IV. NUMERICAL RESULTS

Examples of continuous wave and pulsed fields are com-
puted using the apodization and phasing schemes described
in Sec. II. All double integrals were evaluated via Gauss-
Legendre quadrature.20 Since the region of integration for
each of the integral expressions is a half-disc of radius a, the
number of quadrature points for the ith � or � integral is
chosen as proportional to the radial variable �i. Thus, the
computational cost is reduced by roughly a factor of 2 rela-

FIG. 2. Normalized pressure fields generated by “smooth” pistons modeled
by Eq. �10�. �a� The pressure produced by a piston with radius a=2.5� with
transition parameter �=0.05, which closely resembles the field produced by
a uniform piston. �b� The field generated by a piston with the same radius
�=0.30.
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tive to direct application of Gauss-Legendre quadrature. The
King integral, given by Eq. �2�, was evaluated using the sub-
stitutions given in Ref. 17. Both the propagating and evanes-
cent integrals were integrated using Gauss-Legendre quadra-
ture with an equal number of abscissas.

A fixed computational grid and sampling frequency �in
the case of transient fields� is used in all field computations.
In the following simulations, a piston of radius a=2.5�
=1.5 mm is driven at a center frequency of 2.5 MHz in a
homogeneous medium with sound speed c=1.5 mm/�s. The
scaling factor v0 in Eq. �7� is taken to be unity. A fixed
computational grid with 121 samples in the radial direction
and 101 samples in the axial direction is employed, which
corresponds to � /4 spacing. The computational grid is axi-
ally offset by � /4 in order to facilitate comparison to the
Rayleigh-Sommerfeld integral in Sec. IV. The resulting fields
are normalized with respect to the peak pressure magnitude.

A. Smooth piston fields

Figure 2 shows the normalized pressure fields produced
by the “smooth” piston model given by Eq. �10�. Figure 2�a�
displays the pressure field associated with a relatively narrow
transition region of �=0.05, whereas Fig. 2�b� displays the
pressure fields associated with a wider transition region of
�=0.30. Relative to the field in Fig. 2�a�, the field in Fig.
2�b� contains less spatial variation resulting from less varia-
tion in the apodization function q���. The spatial bandwidth
for each piston is quantified in Fig. 3, which displays the
magnitude spectrum in the transverse plane z=0.9375 on a
normalized decibel scale. Comparing Figs. 2�a� and 2�b�, the
�=0.05 piston contains significantly more spectral informa-
tion than the �=0.3 piston due to a shorter transition band in
the normal surface velocity. This wider spectrum correlates
with the greater spatial variation depicted in Fig. 2�a�.

B. Polynomial apodization

Pressure fields resulting from the polynomial apodiza-
tion given by Eq. �11� are evaluated on a fixed computational
grid for n=2 and n=4. The resulting normalized pressure

FIG. 3. Normalized magnitude spectrum of the “smooth piston” pressure
fields displayed in Fig. 2. In each panel, the nearfield pressure is calculated
in a transverse plane at z=0.9375 mm via Eq. �10� followed by a two-
dimensional Fourier transform. �a� The magnitude spectrum, displayed on a
normalized decibel scale, for a smooth piston with �=0.05. �b� The spec-
trum for a smooth piston with �=0.30. Panel �b� contains significantly less
spectral information than �a� due to the wider transition band.

FIG. 4. Reference pressure fields for polynomial apodization given by Eq.
�11�. �a� The effect of quadratic apodization �n=2�. �b� Quartic apodization
�n=4�.
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fields are plotted in Fig. 4. Figure 4�a�, displaying the effect
of quadratic apodization, demonstrates the reduced spatial
variation of the parabolic radiator compared to a uniform
rigid piston with the same geometry �see Fig. 5 in Ref. 3�.
Spectral computations similar to those shown in Fig. 3 dem-
onstrate the larger spatial bandwidth of the quartic apodiza-
tion relative to the quadratic apodization. This greater band-
width is observed qualitatively through the noticeable
oscillations near the axial region in Fig. 4�b�. These oscilla-
tions are produced by the rapid change in the apodization
function near the piston boundary at r=a.

C. Pulsed fields

The time-domain pressure for the smoothed circular pis-
ton model was computed via Eqs. �8� and �10�. The compu-
tational grid and piston parameters used in the continuous
wave case were utilized in the pulsed case. Figure 5 displays
the time evolution of the pulsed pressure fields associated
with pistons having transition parameters �=0.05 and �
=0.30. In both cases, a six-cycle Hanning-weighted tone
burst with center frequency f0=2.5 MHz models the excita-

tion pulse v�t�. Figures 5�a� and 5�c�, which show, respec-
tively, the normalized fields at t=2.50 �s for �=0.05 and �
=0.30 piston, exhibit significant disparity between the two
fields. In particular, the �=0.05 piston exhibits an edge wave
associated with the sharp change in surface velocity in the
source plane; the edge wave for the �=0.30 piston is not as
pronounced due to the more gradual change in surface ve-
locity. Figures 5�b� and 5�d� display the normalized fields at
t=5.00 �s for �=0.05 and �=0.30; compared to Figs. 5�a�
and 5�c�, the two fields in Figs. 5�b� and 5�d� are very simi-
lar, indicating that the effects of spatial apodization are fil-
tered out by space after a short propagation distance.

V. ERROR ANALYSIS

A. Reference field

The reference field was generated by applying a 20 000
point Gauss quadrature to the generalized King integral us-
ing quadratic apodization.4 This integration scheme resulted
in a reference field that converged within 10−6 of machine
precision.

FIG. 5. Pulsed fields generated by smooth pistons with the same parameters used in Fig. 2. The time evolution for smooth pistons with �=0.3 and �
=0.05 are compared. �a� and �b� Normalized pressure fields corresponding to �=0.05 at t=2.50 �s and t=5.00 �s, respectively. �c� and �d� Normalized
pressure fields corresponding to �=0.30 at t=2.50 �s and t=5.00 �s, respectively.
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B. Error metric

The spatial distribution of error is computed via the fol-
lowing metric:

��r,z� =

p̂�r,z;�� − p̂ref�r,z;��


maxr,z
p̂ref�r,z;��

. �12�

The peak error is then determined by taking the maximum of
Eq. �12�.

C. Error and time comparison

The annular superposition method, the point source
method, and the generalized King integral were implemented
in the C programming language and executed on a 3.0 GHz
Pentium IV processor running RED HAT LINUX. The Bessel
functions in the integrand of Eq. �2� were evaluated with the
GNU Scientific Library.21 The annular superposition method,
the point source method, and the generalized King integral
subject to quadratic apodization, are evaluated with varying
numbers of quadrature points and the computation times re-
corded at specified error levels. The resulting error and time
analysis is summarized in Fig. 6. Figure 6�a� displays the
number of quadrature points required to achieve a peak
specified error, while Fig. 6�b� displays the associated com-
putation times required for a specified error. Figures 6�a� and
6�b� demonstrate that the present superposition method con-
verges significantly faster with respect to the point source
approach and generalized King integral within the metric
given by Eq. �12�. For instance, at 10% peak specified error,
the annular superposition method requires 20 quadrature
points, while the point-source method requires 70 quadrature
points and the generalized King integral requires 56 quadra-
ture points. Comparing the computation times in Fig. 6�b�,
the superposition method requires 0.0486 s while the point-
source requires 0.1946 s at the 10% peak error level. Hence,
the annular superposition method achieves a speed-up by a
factor of 4 at the 10% error level. Although the generalized
King integral requires less quadrature points than point-
source to achieve 10% maximum error, the computation time
associated with Eq. �2� is about twice as long relative to
point-source �0.3851 s vs 0.1946 s� due to evaluations of
special functions.

Similar speed-ups are observed at other specified peak
error levels, with the speed-up increasing as the peak error
decreases. At 1% peak error, the new method achieves a
speed-up factor of 4.4 relative to the point-source approach
and a speed-up factor of 3.7 relative to the generalized King
integral.

VI. DISCUSSION

The farfield approximation is commonly employed to
simplify cw and pulsed calculations of baffled radiators.22

Although the computational complexity of a problem is re-
duced by making this approximation, unacceptable error may
be introduced if employed too close to the nearfield region.
In the following, the farfield approximation applied to a
parabolic radiator is analyzed.

The farfield directivity pattern for a parabolic radiator,
obtained from the Hankel transform of Eq. �11� using n=2, is
given by

D��� =
2J2�ka sin ��

k2 sin2 �
, �13�

where the angle �=sin−1�r /z�. The farfield pressure field is
then proportional to Eq. �13� multiplied by the free-space
Green’s function. The error due to the farfield approxima-
tion was then computed relative to exact nearfield pres-
sure. On-axis, the farfield error is less than 10% for all
values of z�3.7a2 /�, where a2 /� is the farfield transition
distance. The farfield error on-axis is less than 1% for all
values of z�11.8a2 /�.

The farfield approximation introduces greater error for
the uniform piston. The farfield error is less than 10% for all
values of z�4.9a2 /�, while the error is less than 1% for all

FIG. 6. Number of Gauss abscissas vs specified peak error �a� and compu-
tation time vs specified peak error �b� for the annular superposition method,
the Rayleigh-Sommerfeld integral, and the generalized King integral applied
to a parabolic radiator. The annular superposition method achieves 10%
peak error with the application of 20 abscissas, the Rayleigh-Sommerfeld
approach requires 70 abscissas, and the generalized King integral requires
56 abscissas. Since the computation times are similar for each integral
evaluated with the same number of abscissas, �b� demonstrates the present
method’s speed advantage compared to the Rayleigh-Sommerfeld approach
and the generalized King integral at all error levels considered.
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values of z�15.7a2 /�. In all cases examined, the farfield
error at a fixed axial location z is less for the parabolic ra-
diator than the uniform radiator. Thus, the apodization of the
piston reduces the effective size of the nearfield by reducing
the spectral content of the wave field.

VII. CONCLUSION

A new analytical integral expression for the wave fields
generated by axisymmetric radiators mounted in a rigid
baffle has been derived. Integral expressions are derived for
several common apodization models, including apodized
transient excitations. The effect of apodization on the result-
ing wave field has been examined for both cw and transient
excitations. Compared to the classical Rayleigh-Sommerfeld
integral, this new approach converges faster with respect to
number of quadrature points by at least a factor of 4. Similar
speed-up relative to the generalized King integral is ob-
served. Unlike the generalized King integral, the annular su-
perposition integral does not require the evaluation of special
mathematical functions over an infinite range of integration.
In short, the new method combines the ease of implementa-
tion of the point-source method with a more rapid conver-
gence within the nearfield region of the radiator.
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A method is presented for computing the acoustic radiation from baffled, unbaffled, or partially
baffled planar structures. The surface displacement and the surface pressure are expressed in terms
of wavelets, and the acoustic dynamic stiffness �baffled case� or the acoustic receptance �unbaffled
case� between any two wavelets is derived in closed form. The wavelets are employed with
translation only �i.e., no dilation�, and the jinc function is used; the Hankel transform of this function
is the Heavyside step function, and this feature greatly simplifies the analysis. There is a trivial
mapping between the wavelet amplitudes and the physical motion of the structure, and hence the
dynamic stiffness and receptance results can readily be used to derive the acoustic dynamic stiffness
matrix �by inverting the receptance matrix in the unbaffled case� in any set of generalized
coordinates. Partially baffled systems can then be studied by substructuring the dynamic stiffness
matrix. A set of example problems is considered in which the method is used to compute the
resistive and reactive radiation efficiency of a range of benchmark systems. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2405125�
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I. INTRODUCTION

There are many areas of engineering in which fluid-
structure coupling is an important design issue, with regard
to both the sound radiated into the fluid and the effect of the
fluid on the vibrations of the structure. Examples include the
study of interior noise in automotive, aerospace, and marine
vehicles, and the effect of heavy external fluid loading on
marine structures. The past two decades have brought re-
markable developments in the computational modeling of
this type of problem, and very complex structures can now
be analyzed routinely by using commercial software that em-
ploys the boundary element method �BEM� and/or the finite
element method. Such software, although very general pur-
pose, is not always convenient for design studies where mul-
tiple calculations are required to identify an optimal design.
This is particularly true for high frequency vibrations, where
the short wavelength of the structural and acoustic displace-
ments requires the use of very many degrees of freedom. In
such cases it is helpful to have available a more efficient
analysis method, which may be more approximate and/or
limited in application, but which provides both physical in-
sight and numerical results of quantitative utility. Similarly,
when considering the feasibility of a new technology, such
as, for example, the efficacy of new actuators for the active
control of radiated sound, it is very useful to consider ini-
tially a relatively simple system and an efficient analysis
method which allows the analyst to focus on the key issues
of practical concern. An efficient fluid-structure analysis
method which is compatible with these aims is developed
here for the case of baffled, unbaffled, and partially baffled

planar structures. Before considering the method in detail, a
brief review of previous methods that can also be categorized
in this way is given.

The analysis of the sound radiated by a vibrating planar
body has been the subject of research for many years, and a
complete solution for a harmonically vibrating baffled planar
structure is given by the Rayleigh integral �Ralyleigh, 1896�,
which states

p�x� = − ���2

2�
��

A
� e−ikar

r
�w�x��dx�, �1a�

r = �x − x�� . �1b�

This equation relates the complex amplitude of the pressure
p�x� at a general location x in space to the complex ampli-
tude of the out-of-plane displacement w�x�� at all locations
x� on the vibrating structure. The terms � and ka are, respec-
tively, the air density and the acoustic wave number, and � is
the frequency of the vibration. The region A represents the
vibrating structure, which is taken to lie within a rigid planar
baffle, so that the fluid velocity normal to the plane of the
structure is zero at all points that lie outside A. Almost a
century after Rayleigh, Williams and Maynard �1982� con-
sidered the numerical evaluation of the radiated pressure via
the following wave number representation of Eq. �1�:

p�x� = � 1

4�2��
R
� i��cka

	ka
2 − k2�W�k�eik·xdk , �2a�

k = �k� . �2b�

Here W�k� is the spatial Fourier transform of w�x��, and the
integration region R covers the whole of the two-dimensional
wave number plane, with k= �k1 ,k2�. Both W�k� and p�x�a�Electronic mail: rsl21@eng.cam.ac.uk
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can be computed very efficiently by using the fast Fourier
transform �FFT� algorithm, and hence Eq. �2� allows the ap-
plication of Eq. �1� to a wide range of baffled systems. The
extension of this type of analysis to an unbaffled planar sys-
tem was considered by Williams �1983�, who developed an
iterative FFT based method, and �for rectangular plate struc-
tures� by Atalla et al. �1996� using a variational approach
based on the pressure jump across the plate. Each of these
two approaches, although powerful, display numerical prob-
lems, respectively, at low and high frequencies. An alterna-
tive method has been presented by Laulagnet �1998� for a
simply supported unbaffled plate based on expanding the
pressure jump in terms of the plate modes. This approach,
although limited to a simply supported plate, allows the ef-
fect of the baffle condition to be investigated over a wide
frequency range.

The present approach differs from previous work in that
the variable of interest �the displacement or pressure on the
surface of the structure� is represented in terms of wavelets.
The wavelets are translated across the structure, but no dila-
tion is employed, and in this regard the current modeling
approach has more in common with the techniques employed
in smoothed particle hydrodynamics �Monaghan, 1992� than
conventional wavelet analysis �Newland, 1993�. A similar
strategy has been employed by McWilliam et al. �2000� in
the numerical solution of the Fokker-Planck-Kolmogorov
equation which arises in random vibration, and in that case
the wavelets employed were sinc functions. In the present
work jinc functions are used; these functions have a band-
limited Hankel transform, and are particularly well suited to
work in planar acoustics. Futhermore, the mapping between
the amplitudes of the jinc functions and the physical system
displacement �or pressure� is trivial. Considering initially the
case of baffled systems, it is shown that the acoustic dynamic
stiffness matrix can be written in closed form when ex-
pressed in terms of jinc functions, and the matrix is then
easily transformed to any set of generalized coordinates. For
unbaffled systems a similar approach is used to obtain the
receptance matrix in closed form, and this can then be in-
verted to yield the dynamic stiffness matrix. It is also shown
that the approach can be extended to partially baffled sys-
tems, and there is no restriction on the shape of the planar
structure under consideration. Given the acoustic dynamic
stiffness matrix, the fluid-structure problem can readily be
fully analyzed. The present approach is clearly less generally
applicable than the boundary element method �see, for ex-
ample, Petyt and Jones �2004��, but for planar structures it
has numerous advantages, including the avoidance of any
computational issues regarding the singularity in the acoustic
Green’s function, and the availability of closed form expres-
sions for the acoustic stiffness or receptance matrix. The
method is illustrated here by application to a number of
benchmark problems: a baffled, unbaffled, and partially
baffled plate, and an unbaffled circular disk.

II. BAFFLED SYSTEMS

A. The acoustic dynamic stiffness matrix

In the following a general expression is derived for the
acoustic dynamic stiffness matrix associated with a baffled

planar structure that radiates into free space. The out-of-
plane displacement w�x� of the structure at the spatial loca-
tion x= �x1 ,x2� is written in terms of a set of generalized
degrees of freedom an �n=1,2 , . . . ,N� in the form

w�x� = 

n

anun�x� , �3�

where un�x�, n=1,2 , . . . ,N, represents a set of prescribed
shape functions. The motion of the system is taken to be
harmonic with frequency �, so that both w�x� and an repre-
sent complex amplitudes, with the time-dependent response
being given by Re�w�x�exp�i�t�� and Re�an exp�i�t��, re-
spectively. The surface pressure due to the motion of the
system can be written in the form

p�x� = �
A

g�x − x��w�x��dx�

= 

n

an�
A

g�x − x��un�x��dx�, �4a�

g�x� = −
��2e−ika�x�

2��x�
, �4b�

where A represents the surface of the system and g�x−x�� is
the acoustic Green function, i.e., the pressure produced at
location x by a harmonic delta function displacement at lo-
cation x�, given that the motion is zero elsewhere. The region
A can actually be replaced by the infinite plane, given that
the system displacement is nonzero only within A; this inter-
pretation of A will be adopted in what follows. Equation �4a�
represents the Rayleigh integral �Rayleigh, 1896�, as pre-
sented in Eq. �1�. The generalized force acting on degree of
freedom am due to this pressure has the form

fm = �
A

p�x�um�x�dx = 

n

Dmnan, �5a�

Dmn = �
A
�

A

g�x − x��um�x�un�x��dxdx�. �5b�

Here the terms Dmn are the entries of the acoustic dy-
namic stiffness matrix D of the system, expressed in the
generalized coordinates an. This result can be expressed in a
more convenient form by writing the shape functions and the
Green’s function in terms of their Fourier transforms, Un�k�
and G�k�, respectively, so that

un�x� =
1

4�2�
R

Un�k�eik·xdk , �6�

g�x� =
1

4�2�
R

G�k�eik·xdk , �7�

where k= �k1 ,k2� is the acoustic wave number vector with
modulus k= �k�, and R is the wave number plane �−��k1

��, −��k2���. Substituting Eqs. �6� and �7� into Eq. �5b�
yields the acoustic dynamic stiffness matrix in the form
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Dmn =
1

4�2�
R

G�k�Um
* �k�Un�k�dk = i�Zmn, �8�

where the notation Zmn is introduced to represent the entries
of the acoustic impedance matrix Z. The function Un�k�
which appears in this result will depend on the shape func-
tions employed in Eq. �3�, while the function G�k� is given
by �see, for example, Cremer et al., 1988, p. 527�

G�k� =
i��cka

	ka
2 − k2

, �9�

where �, c, and ka are, respectively, the air density, the speed
of sound, and the acoustic wave number. Equation �8� will
be used in the sections that follow to develop an efficient
method of computing the acoustic dynamic stiffness matrix
of a baffled planar structure.

It can be noted for future reference that the time aver-
aged power radiated by the structure can be written in terms
of either the acoustic dynamic stiffness matrix or the imped-
ance matrix as follows:

Prad = ��/2�a*T Im�D�a = ��2/2�a*T Re�Z�a . �10�

B. The use of jinc shape functions

The usual approach to defining the shape functions un�x�
that appear in Eq. �3� is to use either a set of global shape
functions that extend over the whole structure, such as a
Fourier series, or to use local shape functions that are each
restricted to a finite region of the structure, as in the finite
element method. An alternative approach is adopted here
which is analogous to a wavelet description of the motion of
the system �see, for example, Newland, �1993��. The nth
shape function is written in the form

un�x� = u�x − xn� , �11�

where u�x� is a function whose maximum lies at x=0. Equa-
tions �3� and �11� do not quite constitute a standard wavelet
description of the response, which would rather have the
more general form

w�x� = 

n



j

anju�s j · x − xn� , �12�

where s j is a scale factor. Equation �12� represents a series of
translations and dilations of the function u�x�, whereas Eqs.
�3� and �11� represent only a series of translations. Nonethe-
less, the present approach is similar to the modeling strategy
adopted in the method of smoothed particle hydrodynamics
�Monaghan, 1992�, and convergence of the response descrip-
tion can be expected with the use of an increasing number of
grid points xn.

Given Eq. �11�, a mathematically convenient function
u�x� must be selected. One approach would be to use the
Shannon wavelet �or sinc function� so that

u�x� = sin�ksx1�sin�ksx2�/�ks
2x1x2� , �13�

where ks is a suitable wave number. This type of description
has been used, for example, by McWilliam et al. �2000� in
the numerical solution of the Fokker-Planck-Kolmogorov

equation. In the present application the function given by Eq.
�13� has the disadvantage of not being radially symmetric: If
the function is radially symmetric so that u�x�=u�r� where
r= �x�, then Eq. �8� can be reduced from a two-dimensional
integral to the following one-dimensional integral:

Dmn =
1

2�
�

0

�

G�k��U�k��2J0�krmn�kdk, rmn = �xm − xn� ,

�14�

where

U�k� = �
A

u�x�e−ik·xdx = 2��
0

�

u�r�J0�kr�rdr . �15�

In deriving this result it has been noted that

un�x� = u�x − xn� ⇒ Un�k� = U�k�e−ik·xn, �16�

which allows Eq. �8� to be integrated over the variable �
=tan−1�k2 /k1� to give Eq. �14�. The result yielded by Eq.
�14� depends only on the acoustic wave number k �and
hence the frequency �� and the distance between the two
points xn and xm, giving a very convenient form of the
dynamic stiffness matrix and thus providing strong moti-
vation for the use of a radially symmetric function u�x�.
The simplest form of radially symmetric function is a cy-
lindrical piston, and this type of model has previously
been used in the study of the active control of sound ra-
diation �Elliott and Johnson, 1993�. The use of the cylin-
drical piston function has been investigated by Shorter
�2005�. Despite the fact that the function has a sharp edge
and is not a tile, it was found that an accurate and efficient
estimate of the resistive �imaginary� part of the dynamic
stiffness matrix could be obtained, although the reactive
�real� part might be poorly estimated. An alternative func-
tion is employed here which does not have a sharp edge,
and has the further advantage of having a band-limited
Hankel transform, so that Eq. �14� becomes a finite inte-
gral. The function is the jinc function, jinc�x�=J1�x� /x, so
that u�x� and U�k� are given by

u�x� =
2J1�ksr�

ksr
= 2jinc�ksr� , �17�

U�k� = 0, k � ks

4�/ks
2, k � ks

� . �18�

It can be noted that

lim
ks→�

�ks
2u�x�� = 4���x1���x2� , �19�

so that the jinc function behaves like the delta function at
high wave number ks. However the concern here is not with
this limiting form of behavior but rather with the use of
shape functions which produce a smooth and accurate ap-
proximation to the displacement of the system. A suitable
choice of the wave number ks can be deduced by considering
the mapping between the nodal values of the displacement,
w�xn�, and the generalized coordinates an. The simplest way
to approach this relationship is by taking the points xn to be
evenly spaced and considering Eq. �3� to be a trapezium
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approximation to the following convolution integral

w�x� = �
A

a�x��u�x − x��dx�/�dx1dx2� . �20�

Here dx1 and dx2 are the grid spacings between the points xn.
Taking the Fourier transform of each side of Eq. �20� and
employing Eq. �18� yields

w�k� = 0, k � ks

4�a�k�/�dx1dx2ks
2� , k � ks.

� �21�

Clearly this result can only be valid if w�x� has no wave
number content of modulus greater than ks. If we put dx1

=dx2 then the shortest wave number that can be captured by
the grid points xn is k=	2�� /dx1�, corresponding to a half
wavelength between each grid point. It follows that setting
ks=	2�� /dx1� will ensure the validity of the first part of
Eq. �21�, and it then follows from the second part of the
equation that

w�k� = �2/��a�k� ⇒ an = ��/2�w�xn� . �22�

Thus if we set ks=	2�� /dx1� there is an immediate and
simple mapping between the generalized coordinates an

and the response of the system at the grid points w�xn�.
One implication of this result is that, given the dynamic
stiffness matrix D, it is very easy to compute the power
radiated by any arbitrary deflection shape w�x� by first
employing Eq. �22� to find the generalized coordinates a,
and then using Eq. �10� to compute the radiated power.
Moreover, it is shown in the following section that the
dynamic stiffness matrix D can be evaluated in closed
form. As an aside it can be noted that Eqs. �21� and �22�
could have been obtained by taking the discrete Fourier
transform of Eq. �3� rather than considering the convolu-
tion integral, Eq. �20�.

The foregoing wavelet approach can be used to model
any field variable, and in Sec. III it is used to describe to the
pressure distribution over an unbaffled system. It can be
noted from Eqs. �21� and �22� that the approach can fully
match the system response on a regular grid of spacing dx1

=dx2=	2� /ks, and this provides an insight into the fidelity
of the wavelet description. Any step discontinuity cannot be
captured exactly but rather is smeared over an interval of size
dx1, as would also be the case in a finite difference or finite
element model. Consider for example the case of an infinite
region in which the response is zero everywhere apart from a
finite domain that has a unit response. If the plane is covered
with a grid of points, then the modeled slope of the discon-
tinuity is of order 1 /dx1 rather than infinity. Furthermore,
although the wavelet description will give a response of pre-
cisely zero at every grid point outside the finite domain, the
fact that the jinc function has “infinite tails” will give the
possibility of some small nonzero oscillation between the
grid points. Thus, as with all numerical modeling ap-
proaches, the use of a finite number of degrees of freedom
cannot provide a perfect description of the system response.
However, the numerical examples described in what follows
demonstrate that the description afforded by the use of wave-
lets provides an extremely good model.

C. Evaluation of the acoustic dynamic stiffness
matrix

The dynamic stiffness matrix given by Eq. �14� can be
rewritten in the form

Dmn = D�rmn,�� , �23�

where it follows from Eqs. �9� and �18� that

D�r,�� =
i8���cka

ks
4 �

0

ks J0�kr�k
	ka

2 − k2
dk

=
i8���cka

ks
4 �

0

ka J0�kr�k
	ka

2 − k2
dk + �

ka

ks J0�kr�k
	ka

2 − k2
dk� .

�24�

The first term on the right-hand side of this expression can
be evaluated analytically �Gradshteyn and Ryzhik, 1994, for-
mula 6.554.2� to yield

D�r,�� =
i8���cka

2

ks
4 �sinc�kar� + if�kar�� , �25�

f�z� = �
1

ks/ka J0�zx�x
	x2 − 1

dx . �26�

Now the function f�z� can be rewritten as

f�z� = �
1

ks/ka J0�zx�x
	x2 − 1

dx = �
1

� J0�zx�x
	x2 − 1

dx − �
ks/ka

� J0�zx�x
	x2 − 1

dx

=
cos z

z
− �

ks/ka

� J0�zx�x
	x2 − 1

dx , �27�

where formula 6.554.3 of Gradshteyn and Ryzhik �1994� has
been employed. Now given that ka is the acoustic wave num-
ber and ks is related to the system mesh density, it can be
expected that ks /ka	1. This means that x	1 for the inte-
gration range considered in the final term in Eq. �27�, and the
function f�z� can be approximated as

f�z� �
cos z

z
− �

ks/ka

�

J0�zx�dx

=
cos z

z
− �

0

�

J0�zx�dx + �
0

ks/ka

J0�zx�dx

=
cos z − 1

z
+

1

z
�

0

zks/ka

J0�x�dx

=
cos z − 1

z
+

2

z


k=1

�

J2k+1�zks/ka� , �28�

where formulas 6.511.1 and 6.511.3 of Gradshteyn and
Ryzhik �1994� have been employed. Although the final ap-
proximation is in closed form, it has been found to be nu-
merically more efficient to tabulate the integral of J0�x� and
use the penultimate expression in Eq. �28� to compute f�z�
rather than sum the series of Bessel functions. It can be noted
that if ks→� then Eq. �28� gives f�z�→ �cos z� /z and thus
Eq. �25� yields D�r ,��→ �16�2 /ks

4�g�r�, where g�r� is the

J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 R. S. Langley: Acoustic radiation from planar structures 769



Green’s function given by Eq. �4b�. This result is consis-
tent with the high wave number behavior of the jinc func-
tion: For ks→� the function is proportional to the delta
function, as noted in Eq. �19�, and thus the dynamic stiff-
ness should be expected to be proportional to the Green’s
function. With the use of a finite value of ks the singular-
ity in the Green’s function which occurs when r=0 does
not appear in D�r ,��, and thus the present formulation
circumvents the singularity that appears in the Rayleigh
integral, Eq. �1�.

Equations �23�, �25�, and �28� allow the rapid computa-
tion of the dynamic stiffness matrix associated with jinc
shape functions. As mentioned following Eq. �22�, this result
can readily be used to compute the dynamic stiffness and
acoustic radiation associated with an arbitrary motion of the
system; more generally the result can be transformed to give
the dynamic stiffness matrix associated with any alternative
set of generalized coordinates. These issues are illustrated in
the following examples.

D. Example

The foregoing approach has been used to compute the
acoustic radiation from a baffled simply supported square
plate of side length L. The nmth mode of vibration of the
plate is given by

w�x1,x2� = sin�n�x1/L�sin�m�x2/L� , �29�

and the nondimensional radiation efficiency 
 and reactive
acoustic impedance � of this mode are defined by


 =
4 Re�Z�

�cL2 , �30�

� =
4 Im�Z�

�cL2 , �31�

Z = aTDa/�i�� . �32�

Here Z is the complex impedance associated with the modal
deflection shape, and it can be noted that in Eq. �32� the
generalized amplitudes a are evaluated in terms of w�x� via
Eq. �22�. The present method has been employed using a
grid of N�N sample points xn over the surface of the plate,
and results for N=20 are shown in Figs. 1 and 2 for various
modes of vibration. The horizontal axis on Figs. 1 and 2
corresponds to the nondimensional acoustic wave number
ka /knm, where knm is the bending wavelength of the mode,
given by knm= �� /L�	 �n2+m2�. Also shown in Figs. 1 and
2 are benchmark results for the �1,1� and �3,3� modes
which have been obtained by using the FFT method to
evaluate Eq. �8�, as detailed by Williams and Maynard
�1982�. Excellent agreement with the benchmark results
can be seen.

The convergence of the present method with the number
of grid points N is shown in Fig. 3 for the two modes �1,1�
and �3,3�. Results are shown for two frequencies which lie on
either side of the coincidence condition ka=knm: ka /knm

=0.1 and ka /knm=1.1. Below the coincidence condition the
plate bending wavelength is shorter than the acoustic wave-
length, and were the deflection shape extended over an infi-
nite region then the impedance would be purely reactive. The
fact that the resistive part of the impedance is actually non-
zero is due to the finite size of the plate: The Fourier trans-
form of the baffled deflection shape contains long wave-
length components that radiate sound. This fact is of course
well known, but it is mentioned here to explain why the
present method converges more quickly for the reactive com-
ponent than for the resistive component in the case ka /knm

=0.1: the resistive component requires a more accurate de-
scription of the plate deflection shape. The situation is re-
versed for ka /knm=1.1, where the impedance of an infinitely
extended system would be purely resistive, and hence the

FIG. 1. Nondimensional resistive impedance �radiation
efficiency�, as defined by Eq. �30�, for the first six
modes of a baffled square plate, plotted against the non-
dimensional frequency ka /kmn. Crosses represent
benchmark results for the �1,1� and �3,3� modes, as
given by the FFT method of Williams and Maynard
�1982�.
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reactive component requires a more accurate description of
the plate deflection and displays a slower convergence with
N. For each of the modes considered the results obtained are
accurate to within 5% when there are eight or more sample
points per half wavelength of structural deformation.

III. UNBAFFLED SYSTEMS

A. The acoustic receptance matrix

The acoustics of an unbaffled planar structure can be
analyzed most easily by considering initially the acoustic
receptance matrix, rather than dynamic stiffness matrix. This
is because an unbaffled system has a pressure release bound-
ary condition at all points in the plane of the system that lie
outside of the vibrating structure, and thus pressure, rather

than displacement, is the most convenient fundamental vari-
able. By analogy with Eqs. �1� and �16�, the pressure at a
location x on the structure can be written in the form

p�x� = 

n

bnu�x − xn� , �33�

where u�x� is twice the jinc function, as given by Eq. �17�.
Now by analogy with Eqs. �5a� and �14�, the generalized
displacement associated with grid point m on the structure
can be written as

wm = �
A

w�x�u�x − xm�dx = 

n

Rmnbn, �34�

FIG. 2. Nondimensional reactive impedance, as defined
by Eq. �31�, for the first six modes of a baffled square
plate, plotted against the nondimensional frequency
ka /kmn. Crosses represent benchmark results for the
�1,1� and �3,3� modes, as given by the FFT method of
Williams and Maynard �1982�.

FIG. 3. Convergence of the computed acoustic imped-
ance for the �1,1� and �3,3� modes of a baffled square
plate with increasing grid dimension N. Solid lines:
ka /kmn=1.1. Dashed lines: ka /kmn=0.1. No symbols:
Resistive impedance. Crosses: Reactive impedance. The
impedance ratio is offset by unity for the �1,1� mode for
clarity.
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Rmn =
1

2�
�

0

�

G−1�k��U�k��2J0�krmn�kdk, rmn = �xm − xn� ,

�35�

where U�k� is given by Eq. �18� and G−1�k� is the Fourier
transform of the receptance Green’s function gR�x−x��; this
Green’s function is the fluid displacement �normal to the
plane� produced at location x by a harmonic delta function
pressure at location x�, given that the pressure is zero else-
where. The function G−1�k� is the reciprocal of the function
given in Eq. �9�.

The term Rmn that appears in Eq. �34� is the mnth entry
of the receptance matrix R, expressed in the generalized co-
ordinates bn. It can readily be shown from equations analo-
gous to Eqs. �20�–�22� that fn= �dx1dx2��2/��2bn, where fn is
defined by Eq. �5a�, and also that wn= �dx1dx2��2/��2an,
where an is the generalized coordinate that appears in Eq.
�1�. It then follows that the dynamic stiffness matrix D, ex-
pressed in the generalized coordinates an, can be written in
terms of R in the form

D = �dx1dx2�2�2/��4R−1, �36�

and the radiated power associated with any given displace-
ment field can be computed from Eq. �10�. The detailed
evaluation of the entries of the receptance matrix is consid-
ered in the following.

B. Evaluation of the acoustic receptance matrix

It follows from Eqs. �9�, �18�, and �35� that the entries of
the acoustic receptance matrix can be written in the form

Rmn = R�rmn,�� =
− i8�

��ckaks
4�

0

ks 	ka
2 − k2J0�krmn�kdk .

�37�

This result can also be written as

R�r,�� =
− i8�

��ckaks
4�

0

ka 	ka
2 − k2J0�kr�kdk

+ �
ka

ks 	ka
2 − k2J0�kr�kdk� , �38�

and the first part of this expression can be evaluated analyti-
cally �Gradshteyn and Ryzhik, 1994, formula 6.567.1� to
yield

�
0

ka 	ka
2 − k2J0�kr�kdk

= ka
3�

0

1
	1 − x2J0�karx�xdx

= ka
3	2�3/2��kar�−3/2J3/2�kar�

= ka
3 sin�kar�

�kar�3 −
cos�kar�
�kar�2 � →

kar=0
ka

3/3. �39�

The receptance matrix then becomes

R�r,�� =
− i8�ka

2

��cks
4  sin�kar�

�kar�3 −
cos�kar�
�kar�2 + ig�kar�� , �40�

g�z� = �
1

ks/ka 	x2 − 1J0�zx�xdx . �41�

An approximation to the function g�z� can be obtained by
noting from Eqs. �26� and �41� that

f�kar� = ka
−1�

ka

ks J0�kr�kdk

	k2 − ka
2

, �42�

g�kar� = ka
−3�

ka

ks

J0�kr�k	k2 − ka
2dk . �43�

It follows from these expressions and Eq. �28� that

d

dka
�ka

3g�kar�� = − ka�
ka

ks J0�kr�kdk

	k2 − ka
2

= − ka
2f�kar�

� − ka
2 cos�kar� − 1

kar
+

1

kar
�

0

ksr

J0�x�dx� .

�44�

Now integrating with respect to ka yields

ka
3g�kar� � −

1

r ka sin�kar�
r

+
cos�kar�

r2

−
ka

2

2 �1 − �
0

ksr

J0�x�dx�� + C , �45�

and the constant of integration C can be found by consider-
ing the behavior of the function at low values of ka; Eqs. �43�
and �45� yield

lim
ka→0

�ka
3g�kar�� = �

0

ks

k2J0�kr�dk =
1

r3�
0

ksr

x2J0�x�dx

⇒ C =
1

r31 + �
0

ksr

x2J0�x�dx� . �46�

Thus

g�kar� � −
sin�kar�
�kar�2 +

1 − cos�kar�
�kar�3 +

1

2kar

��1 − �
0

ksr

J0�x�dx� +
1

�kar�3�
0

ksr

x2J0�x�dx . �47�

The two integrals that appear in this expression can be pre-
computed and tabulated, thus yielding a numerically efficient
approximation to R�r ,�� via Eq. �40�, and hence the acoustic
receptance matrix, via Eq. �37�. As an aside, it can be noted
that Eq. �47� yields

g�0� � �ks/ka�3/3 − �ks/ka�/2, �48�

whereas the exact result follows from Eq. �41� as
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g�0� = �1/3���ks/ka�2 − 1�3/2. �49�

The difference between Eqs. �48� and �49� is of order
�ka /ks�4 compared to the leading order term, and thus Eq.
�48� is an extremely accurate approximation, given that the
condition ka�ks must be met to ensure the acoustic wave-
length is much greater than the grid point spacing. It can
further be noted that if ks→�, so that the jinc function be-
comes proportional to the delta function, then Eq. �40� yields
R�r ,��→−�4� /��2ks

2�2�1/r�� /�r�g�r� /r�, where g�r� is
given by Eq. �4b�. This is consistent with the fact that the
point-to-point receptance function �the Green’s function� be-
tween displacement and pressure, which is given by the Fou-
rier transform of G−1�k�, is proportional to �1/r�� /�r�g�r� /r�,
being the fluid displacement field associated with a dipole.

C. Examples

The foregoing approach has been applied to an unbaffled
simply supported square plate of side length L. A grid of N
�N sample points was employed over the surface of the
plate, arranged so that each point was located in the interior
of the plate and not on the boundary, i.e., the x1 coordinates
�and the x2 coordinates� of the points were jL / �N+1� for j
=1,2 , . . . ,N. This configuration ensures that a zero pressure
condition is imposed on the plate boundary. Results for the
nondimensional impedance of the �1,1� mode are shown in
Figs. 4 and 5 for the case N=31; the nondimensional quan-
tities plotted are the same as those considered in Figs. 1 and
2, and the results for the baffled plate are included for com-
parison. Also shown are results for the unbaffled plate which

FIG. 4. Nondimensional resistive impedance �radiation
efficiency�, as defined by Eq. �30�, for the �1,1� mode of
a square plate, plotted against the nondimensional fre-
quency ka /kmn. Solid line: Results of Laulagnet �1998�
for an unbaffled plate. Crosses: Results of the present
method for an unbaffled plate. Dashed line: Results of
Laulagnet �1998� for a baffled plate.

FIG. 5. Nondimensional reactive impedance, as defined
by Eq. �31�, for the �1,1� mode of a square plate, plotted
against the nondimensional frequency ka /kmn. Light
solid line: Results of Laulagnet �1998� for an unbaffled
plate. Heavy solid line: Results of Cotoni �2006� for an
unbaffled plate. Crosses: Results of the present method
for an unbaffled plate. Dashed line: Results of Laulag-
net �1998� for a baffled plate.
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have been scanned from the figures presented by Laulagnet
�1998�. The scanned results are in close agreement with the
present results for the resistive impedance �Fig. 4� but there
is a discrepancy of approximately 0.5 dB �12%� for the re-
active impedance at low frequencies �Fig. 5�. Also shown in
Fig. 5 are results yielded by a high resolution Fourier trans-
form approach �Cotoni, 2006�. These results cover a limited
frequency range, but appear to show closer agreement to the
present results than the scanned results; the accuracy of the
results presented in Fig. 5 will be reconsidered in Sec. IV B.

The convergence of the present results with increasing N
is shown in Fig. 6. In agreement with the baffled case �Fig.
3�, the resistive component converges more rapidly than the
reactive component at frequencies below the coincidence
condition �ka=knm� while the situation is reversed above this
condition. The convergence of the method is generally
slower than for the baffled plate, and small changes in the
results continue beyond N=35: For example, increasing N
from 35 to 41 has been found to change the presented results
by a minimum of 0.27% �the resistive component at ka /knm

=1.1� and a maximum of 2.5% �the reactive component at
ka /knm=1.1�. The main reason for this is that the receptance
matrix must be found to a sufficient accuracy for an accurate
inverse to be computed, or to put this another way, the matrix
inversion will amplify any errors present in the receptance
matrix.

A second example application concerns the acoustic ra-
diation of an unbaffled circular disk undergoing oscillatory
rigid body displacement. This case has been considered by
Williams �1983� as an example of an iterative approach to
computing the acoustic radiation from unbaffled plates. The
radius of the disk is taken to be a, and two vibration frequen-
cies are considered, kaa=2 and kaa=4�. In this case the
nondimensional pressure distribution across the disk is con-
sidered, defined by p / ��cv�, where v is the amplitude of the
disk velocity. To employ the present method, the disk is cen-
tered on an N�N grid of sample points of dimension 2a

�2a, and then those points that lie outside or on the bound-
ary of the disk are removed from the analysis. The pressure
is computed from Eq. �33�, having used Eq. �34� to solve for
the coefficients b in terms of the prescribed displacement of
the disk. Results for the reactive and resistive parts of the
pressure at the two frequencies are shown in Fig. 7. In each
case, two curves are shown, corresponding to N=35 and N
=41, and further results scanned from Williams �1983� are
denoted by symbols. As a point of detail, it can be noted that
the results taken from Williams �1983� are the analytical re-
sults due to Beyer �1983� reported therein, rather than the
very similar numerical results of Williams �1983�. One
source of inaccuracy in the present method arises from the
use of a rectangular grid of sample points; with this approach
the boundary of the disk is not a smooth arc but rather a
jagged line lying between neighboring grid points that are,
respectively, on and off the disk. This can be expected to
affect the resistive pressure at the lower frequency and the
reactive pressure at the high frequency, for reasons discussed
in Sec. II D when considering the convergence of the
method. There is some evidence of this loss of accuracy in
Fig. 7, both in terms of the effect of increasing N from 35 to
41, and in the level of agreement with the results of Beyer
�1983�. It would be possible to modify the present approach
to enforce the zero pressure condition precisely on the
curved boundary, but this was not attempted given the gen-
erally good agreement displayed in Fig. 7.

IV. EXTENSION TO PARTIALLY BAFFLED SYSTEMS

A. General approach

In some cases it may be that an otherwise baffled system
has regions over which there is a pressure release boundary
condition—for example, a baffled plate containing holes.
Problems of this type can be addressed by partitioning the
total set of generalized coordinates a into a set a1 covering
the unmodified parts of the structure and a set a2 over which

FIG. 6. Convergence of the computed acoustic imped-
ance for the �1,1� mode of an unbaffled square plate
with increasing grid dimension N. Solid lines: ka /kmn

=1.1. Dashed lines: ka /kmn=0.1. No symbols: Resistive
impedance. Crosses: Reactive impedance.
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a pressure release boundary condition is to be applied, i.e.,
the “holes” in the structure. The baffled dynamic stiffness
matrix of Sec. II can then be partitioned in the following
way:

�D11 D12

D21 D22
��a1

a2
� = �f1

f2
� . �50�

The pressure release boundary condition at the holes can
be enforced by putting f2=0, which yields

Dreda1 = f1, �51a�

Dred = D11 − D12D22
−1D21. �51b�

The acoustic calculations can thus proceed by considering
only the generalized coordinates a1 and using the reduced
dynamic stiffness matrix Dred. Generalizations of this ap-
proach can readily by developed; for example, a mainly un-
baffled system with added baffled regions can be analyzed by
partitioning the receptance matrix of Sec. III.

B. Example

Consider a baffled simply supported square plate of side
length L. Suppose now that an air gap is introduced between
each edge of the plate and the baffle, so that the plate is
centered within a square aperture in the baffle. The radiation
impedance of the plate can be calculated by using the fore-
going method: A grid of sample points is placed over the
square aperture, and those that lie within the plate are as-
signed to a1 while those that lie within the air gap are as-
signed to a2. The system considered here is such that a total
grid size of 40�40 points is employed of which the central
20�20 points lie on the plate; this corresponds to a square
aperture of side length 1.91L, where L is the side length of
the plate. The radiation impedance of the �1,1� mode of the
plate is shown in Figs. 8 and 9, where results for a baffled
plate and an unbaffled plate are also shown for comparison.

Considering initially the resistive impedance, Fig. 8, it can
be seen that the results are almost identical to those of an
unbaffled plate at high frequencies, but are closer to those of
a baffled plate at low frequencies. This behavior is consistent
with the fact that the ratio of the size of air gap to the acous-
tic wavelength increases with increasing frequency. In the
case of the reactive impedance, it can be seen from Fig. 9
that the result is close to the unbaffled case, as calculated by
Laulagnet �1998�, at all frequencies. This is consistent with
the fact that the reactive impedance is associated with non-
propagating acoustic waves, and is therefore governed
mainly by the baffled/unbaffled condition in the immediate
vicinity of the plate. It can be noted that the results shown in
Fig. 9 are nearly identical to those shown in Fig. 5 for the
unbaffled case as calculated by the method presented in Sec.
III; the fact that two very different formulations of the
present approach yield identical results adds credence to the
accuracy of the results presented in Fig. 5, which differ by
12% from those of Laulagnet �1998� at low frequencies.

V. CONCLUDING REMARKS

In the present approach the acoustic dynamic stiffness
matrix of a planar structure is derived by using a wavelet
description of either the surface displacement or the surface
pressure. For a baffled system the dynamic stiffness matrix is
given by Eqs. �23�, �25�, and �28�, while for an unbaffled
system the receptance matrix is given by Eqs. �37�, �40�, and
�47� and the dynamic stiffness matrix is then found via Eq.
�36�. The dynamic stiffness matrix of a partially baffled sys-
tem is given by Eq. �51�. All of these results are expressed in
generalized wavelet coordinates, but given that the mapping
between the wavelets and the system displacement is trivial,
Eq. �22�, the dynamic stiffness matrix can readily be trans-
formed into any set of generalized coordinates. The method
is numerically efficient and easy to apply, and it therefore
offers an alternative to more complex �although also more

FIG. 7. Nondimensional pressure p / ��cv� on the sur-
face of an oscillating unbaffled circular disk as a func-
tion of the radial position r /a. The results of the present
method for both N=35 and N=41 are shown as solid
curves, and the symbols show the results of Beyer
�1983� with the following notation. Plus signs: Reactive
pressure at kaa=2. Crosses: Resistive pressure at kaa
=2. Asterisks: Reactive pressure at kaa=4��. Circles:
Resistive pressure at kaa=4�.
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general� techniques such as the BEM. For baffled systems
the method has similar capabilities to the FFT approach of
Williams and Maynard �1982�, although it obviates the need
to calculate the Fourier transform of the shape functions used
to describe the system deflection. For unbaffled or partially
baffled systems the method avoids the restrictions of other
semianalytical �i.e., non-BEM� approaches, which are either
limited to specific geometries or display convergence prob-
lems at low or high frequencies, as discussed in Sec. I.

Given the acoustic dynamic stiffness matrix, the sound
generated by any form of surface motion can readily be cal-
culated, and this has been demonstrated here by computing
the resistive and reactive radiation efficiency for a range of
example structures. Furthermore, the acoustic dynamic stiff-

ness matrix D appears in the “diffuse field reciprocity rela-
tion” of Shorter and Langley �2005a�, which states

S f f = � 4E

��n
�Im�D� . �52�

Here S f f is the cross-spectral matrix of the forces exerted on
the structure by a diffuse acoustic field, E is the energy con-
tained in the acoustic field, and n is the modal density of the
volume containing the acoustic field. Thus once D is known,
Eq. �52� provides an efficient way of computing the forces
acting on the structure in a random acoustic environment.
Equation �52� also provides the key to including random
acoustic cavities in the hybrid finite element/statistical en-

FIG. 8. Nondimensional resistive impedance �radiation
efficiency�, as defined by Eq. �30�, for the �1,1� mode of
a square plate, plotted against the nondimensional fre-
quency ka /kmn. Solid line: Results of Laulagnet �1998�
for an unbaffled plate. Dashed line: Results of Laulag-
net �1998� for a baffled plate. Crosses: Results of the
present method for a partially baffled plate.

FIG. 9. Nondimensional reactive impedance, as defined
by Eq. �31�, for the �1,1� mode of a square plate, plotted
against the nondimensional frequency ka /kmn. Solid
line: Results of Laulagnet �1998� for an unbaffled plate.
Dashed line: Results of Laulagnet �1998� for a baffled
plate. Crosses: Results of the present method for a par-
tially baffled plate.
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ergy analysis method of Shorter and Langley �2005b� and
hence the present work has direct application in that context.
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Manipulation of micrometer sized particles within a
micromachined fluidic device to form two-dimensional
patterns using ultrasound
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Ultrasonic manipulation, which uses acoustic radiation forces, is a contactless manipulation
technique. It allows the simultaneous handling of single or numerous particles �e.g., copolymer
beads, biological cells� suspended in a fluid, without the need for prior localization. Here it is
reported on a method for two-dimensional arraying based on the superposition of two in-plane
orthogonally oriented standing pressure waves. A device has been built and the experimental results
have been compared with a qualitative analytical model. A single piezoelectric transducer is used to
excite the structure to vibration, which consists of a square chamber etched in silicon sealed with a
glass plate. A set of orthogonally aligned electrodes have been defined on one surface of the
piezoelectric. This allows either a quasi-one-dimensional standing pressure field to be excited in one
of two directions or if both electrodes are activated simultaneously a two-dimensional pressure field
to be generated. Two different operational modes are presented: two signals identical in amplitude
and frequency were used to trap particles in oval shaped clumps; two signals with slightly different
frequencies to trap particles in circular clumps. The transition between the two operational modes
is also investigated. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2404920�

PACS number�s�: 43.25.Gf, 43.20.Ks, 43.25.Qp �MFH� Pages: 778–785

I. INTRODUCTION

Manipulation of suspended particles �e.g., micrometer-
sized solid objects, biological cells, droplets of an immis-
cible fluid� is relevant in several fields. Of particular interest
are life sciences and microtechnology. For instance, holding
living cells in distinct and multiple locations would be ben-
eficial for screening the effect of new drugs in a parallel
manner �so-called cell arrays1,2�; in a similar way, expression
of proteins could be studied by holding beads coated with
antibodies and flush them with different antigens �antibodies
arrays3�, this being advantageous in terms of binding area if
compared with the standard arrays on planar solid surfaces.
Furthermore, improved possibilities for the manipulation of
micromachined components would enable the fabrication of
hybrid microdevices, consisting of multiple microparts,4 fre-
quently hindered by incompatible manufacturing processes.

Different techniques based on electrical,5 magnetic,6 or
optical7 principles have been suggested. They all are charac-
terized by the fact that periodic pattern of particles can only
be created in an indirect way, by using multiple electrodes or
multiple optical beams for instance, making the design of
such systems complex. Here, we present a manipulation
technique based on the force arising as a second-order effect
when an ultrasonic wave generated by the vibration of a
solid object in contact with the liquid interacts with a sus-
pended particle. If second-order terms are retained, when the
pressure is integrated over the surface of the sphere and time
averaged, the result is the acoustic radiation force.8 The pe-
riodicity of the acoustic standing wave field can be exploited

for simultaneous positioning. This is due to the acoustic
wavelength being different from the particle size typically by
two or more orders of magnitude. Moreover, because the
long range acoustic force field acts throughout the fluidic
volume, it is not necessary to locate the particles prior to
manipulation. The result is a higher freedom in the design of
the fluidic chamber and dispensing with the need for multiple
actuating sites.

A significant amount of work has been presented on
acoustic devices consisting of multilayered resonators, so-
called acoustic filters,9–12 for the separation of two phases,
provided that at least one is liquid or gaseous. They create a
standing pressure field in the fluid layer between a piezoelec-
tric transducer and a reflector, with nodal planes parallel to
them. Recently, thanks to the increasing importance of mi-
crotechnology, work on miniaturization of such devices has
been done.13,14 By extending the concept of capturing par-
ticles in planes, further devices were made that collect par-
ticles in planes perpendicular to the bottom surface, with the
advantage of allowing visual access to each plane. Further-
more, as the vertical dimension is usually kept small, par-
ticles can be observed throughout the nodal plane.15–19

Haake et al. reported on two-dimensional particle20 and
cell21 manipulation in a fluid layer confined between a mac-
rosized glass plate, excited to vibration by shear piezocer-
amic transducers attached along its edges, and a passive re-
flector. Excitation of two perpendicularly orientated
transducers generates a two-dimensional displacement field
in the plate, and by coupling the vibration to the adjacent
fluid layer this results in concentrating particles in a two-
dimensional pattern. In contrast, in the approach anticipated
by Lilliehorn et al.22 an array of single transducers are placeda�Electronic mail: stefano.oberti@imes.mavt.ethz.ch
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at the location of the desired trapping sites. Two-dimensional
positioning of microorganisms in a square chamber has been
demonstrated by Saito et al.,23 by superimposing two stand-
ing waves acting in orthogonal direction excited by four cy-
lindrical transducers positioned on the sides of the square
chamber.

Here, we present the theoretical investigation of a novel
approach to two-dimensional manipulation, which, exploit-
ing the fact that a single actuator is sufficient to set up a
pressure field throughout the fluidic chamber, combines the
advantages in terms of fabrication of a simple design with
the possibility of changing the distance between the trapping
sites by simply varying the excitation signal frequency to the
next resonance frequency. Furthermore, this design is well
suited for further miniaturization of the device. Two different
operation modes are illustrated in this work, which trap par-
ticles in oval shaped and circular shaped clumps, respec-
tively.

Moreover, if the chamber is provided with multiple in-
lets bringing different types of particles, the possibility of
switching between the one-dimensional and the two-
dimensional field can be exploited to load the chamber in
such a way that the one-dimensional field first traps similar
particles in the same line and successively, by exciting an
orthogonal electrode, they can be divided in clumps to then
be treated with different chemicals, for instance.

II. DEVICE

The system presented here has been designed by extend-
ing the functionality of the device previously described by
the same authors.18 It is based on the excitation to resonance
of the fluid confined within a chamber, so that a standing
pressure field is set up. The fluidic chamber �5�5
�0.2 mm�, shown in Figs. 1�a� and 1�b�, has been manufac-
tured by dry etching a 300-�m-thick silicon wafer to a depth
of 200 �m and sealing it on the top with a 1-mm-thick glass
slide, cut from a standard microscopy slide with a wafer saw.
This allows visual access to the suspended particles within
the cavity. As shown for one-dimensional systems, when h
�� /2, h being the channel depth and � the acoustic wave-
length, an essentially one-dimensional field can be set up19

which does not vary substantially in the vertical direction. As
h�� /2 is satisfied in this work, we treat the system as two
dimensional.

A piezoceramic plate, measuring 5�5 mm �x�z� with
a thickness of 0.5 mm, has been glued beneath the silicon
wafer, aligned with the fluidic cavity. As shown in Ref. 18, a
quasi-one-dimensional pressure field can be set up by defin-
ing a strip electrode on the lower side of the piezoelectric,
applying a voltage to it while grounding the two remaining
electrodes. This is achieved by cutting the lower surface of
the piezoelectric to a depth of 30 �m, so that a line of the
metallic layer is removed along the whole length of the plate.
The pressure field is then parallel to the direction of the strip
electrode. The asymmetric configuration, in comparison to a
full plate actuation, allows for a larger number of modes to
be excited, as demonstrated previously.19 In that study it was
shown that the wavelength across the channel is not neces-

sarily equal to � based on �=c / f , c being the speed of sound
in the fluid and f the frequency of the sound wave, and is
therefore better expressed as �x=cx / f , cx being the phase
speed in the x direction.

Based on this principle, it is expected that a two-
dimensional pressure field will be excited when the one-
dimensional fields generated by two orthogonally orientated
electrodes are superimposed. Figure 1�c� shows that three
electrodes have been defined at the under side of the piezo-
electric. First, two cuts were made 700 �m from the edge of
the plate, then a third across the width of the plate. The result
is then symmetric. In fact, only two of these electrodes were
used for operation of the device. The small square areas at
the extremities �electrodes 1� and 3�� have been connected to
the lateral ones �electrodes 1 and 3� in a single electrode by
means of conductive paint, the reason being to achieve the
highest active area possible. The middle electrode �electrode
4� has been connected with the electrode in contact with the
silicon wafer by putting a droplet of conductive silver paint
at one extremity and then both electrodes have been
grounded. The whole device extends 30 mm in the x direc-
tion and 12 mm in the z direction, and is supported at both
ends by means of glass supports.

Loading of the fluid chamber occurs by applying the
particle suspension into one of the wells at each end of the
device with a pipette and then waiting until the device is
filled by capillary forces through the 1-mm-wide inlet chan-

FIG. 1. Schematics of the ultrasonic manipulation device, top view �a� and
bottom view �b�. The system consists of a fluidic cavity �5�5�0.2 mm�
etched in a 300-�m-thick silicon wafer and sealed on the top with a glass
plate. A piezoelectric plate �5�5�0.5 mm� has been attached beneath the
wafer, aligned with the fluid cavity. �c� Zoomed view of the piezoelectric
lower surface, highlighting the electrode configuration used to generate a
one-dimensional displacement field by applying an ac voltage to a single
electrode �e.g., 1�, or two dimensional by exciting two orthogonal electrodes
�e.g., 1 and 2�. In contrast, the upper piezoelectric surface, the one in contact
with the wafer, has only one electrode, connected to the middle electrode on
the lower side �electrode 4� and grounded. The device extends 30 mm in the
x direction and 12 mm in the z direction and is supported at both ends.
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nel. In this way, the device can be operated in nonflowing
condition, an operational mode which is desirable for some
of the applications.

The examination by laser interferometry of the displace-
ment of the lower surface of the piezoelectric confirmed that
the displacement field of the piezoelectric is in fact quasi-
one-dimensional, when an electrical signal is applied to a
single electrode, as shown in Fig. 2�a�, and two dimensional
when two orthogonally aligned electrodes are excited �Fig.
2�b��. Furthermore, as has been noted previously,18 this result
indicates that the wavelength in the structure is not necessar-
ily equal either to �=c / f , �x=cx / f , or �z=cz / f , as clearly
demonstrated by comparing for instance Fig. 2�a� with the
result presented later in Fig. 4, where the wavelength in the
fluid corresponds to approximately 760 �m, i.e., less than
half of the wavelength in the structure.

III. RESULTS

In the experiments reported here, the device has been
positioned under a microscope �Olympus ZSH� equipped
with a CCD camera �Sony CCD-RISI, Model SSC-M370CE�
connected to a PC frame grabber �National Instruments, PC-
IMAQ 1408�. The excitation of the piezoelectric was per-
formed by means of a function generator �Stanford Research,
DS345� connected to an amplifier �ENI, 2100L�. To vary one
of the voltages applied to the electrodes, the amplifier output
signal was split in two. One wire has been connected directly
to the first electrode, while the other was connected to the
second electrode through a homebuilt voltage divider. This
consisted of a series of ten ohmic resistors and a switch, the
position ten corresponding to maximal voltage �i.e., V1=V2

=V, V1 being the voltages applied to electrode 1 or 3 and V2

that applied to electrode 2�, whilst the position one corre-
sponds to one-tenth of the applied voltage �i.e., V1=V and
V2=V /10�. Using the signal from the same function genera-
tor guaranteed that the electrodes are excited at the exact
same frequency. In the case where two different signals
needed to be applied, a second function generator and a sec-
ond amplifier identical to the first ones completed the setup.
In all experiments copolymer particles of either 9.6 or
26 �m suspended in de-ionized water �Duke Scientific� have
been used.

A. Superposition of two standing waves „general
case…

A two-dimensional standing pressure field can be set up
by superimposing two planar standing waves with orthogo-
nal wave vectors �x and z�. For an arbitrary pressure field in
a nonviscous fluid the position of a spherical particle with
radius rS and speed of sound cS corresponds to the location
of minimum force potential, expressed by the equation de-
rived by Gor’kov:24

�U� = 2�rS
3��1

3

�p2�
�2c2 f1 −

1

2
�v2�f2� �1�

where �p2�= ��px+ pz�2� and �v2�= �vx
2+vz

2� are the mean
square fluctuations of the fluid pressure and velocity at the
particle’s location; f1=1−�c2 / ��ScS

2� and f2=2��S−�� / �2�S

+��. Here, only the primary acoustic radiation force is con-
sidered; other effects, such as secondary acoustic forces act-
ing between particles, acoustic streaming, gravity, and buoy-
ancy are not taken into account.

It should be noted that Gor’kov assumes the particle is
not near a wall and therefore the scattered field reflected at
that surface is not considered. Such an assumption cannot be
made for a microfluidic system, but it seems reasonable to
further assume that any discrepancy between the existing
theory and the microfluidic case is a difference in amplitude
rather than a major change in the shape of the force field, the
latter which is of interest in this work.

We define a standing pressure wave in the x and z direc-
tions as

px = px0 cos�kxx�cos��xt� , �2a�

pz = pz0 cos�kzz�cos��zt� = pz0 cos�kzz�cos��xt + ��t� ,

�2b�

where px0 and pz0 are the peak amplitudes, kx=2� /�x and
kz=2� /�z the wave numbers in the x and z directions, ��
=�z−�x the difference of the angular frequencies, and t the
time. The velocity field in the fluid can be derived through
the velocity potential v= �−�	 /�x ,−�	 /�z� using the linear
relation �	 /�t= p /�.

The mean square fluctuation of the pressure averaged
over one period of time is then

�p2� = ��px + pz�2� =
px0

2 cos2�kxx�
2

+
pz0

2 cos2�kzz�
2

+ 2px0pz0 cos�kxx�cos�kzz��cos��xt�cos��zt��

=
px0

2 cos2�kxx�
2

+
pz0

2 cos2�kzz�
2

+ px0pz0 cos�kxx�cos�kzz��cos���t�� , �3�

where the third term has been expanded to
px0pz0 cos�kxx�cos�kzz��cos�2�xt+��t�+cos���t�� using
basic trigonometric relations and simplified then to
px0pz0 cos�kxx�cos�kzz��cos���t�� by taking into account
that �cos�2�xt+��t��=0. In the cases of interest, the pe-
riod of the oscillatory term cos���t� might exceed the
period of the other terms cos��xt� and cos��zt�, hence time

FIG. 2. Normalized displacement field in the x�z plane measured on the
lower surface of the piezoelectric on a grid of 625 points spaced by 250 �m
in both directions, the excitation voltage having an amplitude of 14 V at
1.971 MHz. �a�, �b� The result when a single electrode is excited �marked in
grey in the insert�, pointing out how a displacement can be obtained only in
the region having the same width as the strip electrode, delimited by the
dotted line. The two dimension displacement is shown in �c�.
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average has been performed for the first two terms in Eq.
�3� but not for the third one.

The mean square fluctuation of the velocity is given by

�v2� = �vx
2 + vz

2� =
1

2�2	 kx
2px0

2 sin2�kxx�
�x

2

+
kz

2pz0
2 sin2�kzz�

�z
2 
 . �4�

In the following sections several special cases are pre-
sented.

B. Superposition of two standing waves with same
amplitude and frequency

1. Model

In the case under consideration here �x, the angular fre-
quency excited in the x direction and �z, the corresponding
term in the z direction, are equal. Eqution �3� therefore re-
duces to

�p2� = ��px + pz�2� =
px0

2 cos2�kx�
2

+
pz0

2 cos2�kz�
2

+ px0pz0 cos�kx�cos�kz� �5�

with k=kx=kz, while the mean square fluctuation of the ve-
locity can be rewritten as

�v2� = �vx
2 + vz

2� =
k2

2�2�2 �px0
2 sin2�kx� + pz0

2 sin2�kz�� �6�

with �=�x=�z.
In Figs. 3�a� and 3�b� the �p2� term and the �v2� term in

the x�z plane are represented separately for a single wave-
length in both directions as contour lines �left-hand side� and
as three-dimensional plots in arbitrary units in the vertical
direction �right-hand side�. The full force potential field �U�
is shown in Fig. 3�c�, together with the force field repre-
sented by the arrows. Particles collect at two positions per
wavelength in a potential well of oval shape, at the locations
marked with a cross.

It has been assumed here that the two pressure ampli-
tudes are equal �px0= pz0� and that copolymer particles �cS

=3000 m/s, �S=1050 kg/m3� suspended in de-ionized water
�c=1481 m/s, �=998 kg/m3� have been used. As the values
of f1 and f2 are 0.7684 and 0.034, respectively, the �p2� term

FIG. 3. The �a� �p2� and �b� �v2� terms of the force potential �U�, resulting
from the superposition of two in phase cosine functions with identical am-
plitude and frequency, plotted for a single wavelength �x by �z range as
contour plot. The force potential field in �U� is depicted in �c� together with
the force field displayed by arrows. Particles, according to Gor’kov’s theory,
are expected to collect at two positions per wavelength, where the force
potential has its minima �locations marked by a cross�. The potential wells
are characterized by an oval shape.

FIG. 4. �a�, �b� 9.6 �m copolymer particles collecting in lines parallel to the
excited electrode, as marked in the insert. In contrast, when the same voltage
is applied to orthogonal electrodes, particles collect in clumps with oval
shape, as shown in the bottom insert �c�. An excessive amount of particles
cannot fill the potential wells and is therefore distributed along lines con-
necting the potential minima, as shown in the last image. The device has
been excited with a 14 V amplitude signal at 1.971 MHz.
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dominates over the �v2� term in Eq. �1�. The dominant forces
acting on the particles cause them to collect in the areas of
�p2�=0, and more specifically within this area at the loca-
tions where the �v2� term is maximum. It is important to note
that the areas of �p2�=0 are all connected �forming a grid�,
hence it is the relatively small �v2� term which keeps the
particles, in adjacent clumps, apart.

2. Experimental results

As already mentioned in Sec. II, applying a voltage to a
single electrode generates a parallel oriented pressure field,
as confirmed by the result illustrated in Figs. 4�a� and 4�b�,
where the two electrodes have been excited separately in
twodifferent experiments with a 14 V amplitude signal at
1.971 MHz and the 26-�m-diam particles were randomly
distributed at the beginning of the experiment. The inserts
show the piezoelectric lower surface with the excited elec-
trode in grey. Since the pattern of particles is maintained
after the electrical signal is removed, between experiments
the chamber has been refilled with particles; hence the con-
centration is not necessarily constant. The presence of the
inlet and outlet channel hinders the formation of lines near
the chamber walls. A standing pressure field cannot be set up
outside the region delimited by the dotted line. This is ac-
ceptable for this proof of concept device but represents an
issue to be solved in the future development of this system.
The excitation of two orthogonal electrodes, as shown in Fig.
4�c�, resulted in the collection of particles in oval clumps in
a zig-zag pattern �i.e., each oval is at 90° to its direct neigh-
bors in either direction� as predicted by the model, where it
is however difficult to differentiate between single clumps.

The process of two-dimensional arraying of 9.6 �m par-
ticles previously aligned in a one-dimensional pattern is de-
picted in Fig. 5. At the sequence beginning the 2.562 MHz
signal with 16 V amplitude has been applied to a second
electrode.

C. Superposition of two standing waves with same
frequency and different amplitude

The effect of two different voltages on the force poten-
tial field was explored next. It is not necessarily the case that
the pressures in each direction have exactly the same ampli-
tude, the reason being manufacturing errors, for instance. For
this reason we explored this effect in the extreme case when
the amplitude of one of the voltages is decreased down to
one-tenth, starting with the same signal applied to both elec-
trodes.

1. Model

Figure 6 illustrates the change in the force potential
field, when the voltage applied to the electrode in the x di-
rection �electrode 2 in Fig. 1� is decreased in three steps to
one-tenth of the voltage applied to the perpendicular elec-
trode �electrode 1�. The result is depicted for one wavelength
in the x direction and two wavelengths in the z direction. The
oval shape of the potential well is maintained, but the single
clumps rotate around their centers to finally merge into lines,
as the amplitude of the forces in z direction decreases.

It is conceivable that this operational method could be of
use, for example, in the treating of various cell populations
with different chemicals and subsequently allowing them to
merge in order to study their interaction.

2. Experimental results

One voltage has been stepwise decreased by means of
the voltage divider from position 10, corresponding to 16 V
amplitude to position 1, corresponding to 1.6 V, the fre-
quency being 2.6 MHz in all cases. The experimental result
�Fig. 7� is in good agreement with the model.

It can be observed in this experiment �cf. Fig. 7�a�� and
in the one described in Sec. III B �cf. Fig. 4�c��, that the
single clumps of particles are not distinctly separated. This
occurs when such a high particle concentration is chosen that
the potential wells cannot accommodate all of them. This is
detrimental to the device in applications where mixing be-
tween single clumps has to be avoided even when the num-

FIG. 5. Process of clump formation at 2.562 MHz starting with 9.6 �m
copolymer particles collected into lines. At the beginning of the sequence,
the 16 V signal has been applied to a second electrode, too, causing the
particles to gather in the oval shaped potential wells.

FIG. 6. Sequence of images illustrating the effect of a change in the voltage
applied to the electrode in the x direction. The result is shown for four
different steps corresponding to the four positions of the voltage divider,
starting with V1=V2 �a�, 1 and 2 referring to the respective electrodes, and
ending with V2=0.1V1 �d�, each step being separated by 0.3 V.

FIG. 7. Experimental result of the process illustrated in Fig. 6. When the
amplitude of the signal applied to the electrode in the x direction decreases,
the clumps start to rotate around their center to finally merge into lines.
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ber of particles is excessive, as in the case of different cell
populations. An operational mode which solves this problem
is described in the following.

D. Superposition of two signals with different
frequency and same amplitude

1. Model

When angular frequencies �x and �z differ so much that
the period of the oscillatory term is shorter than the time
scale of interest in the experiment, the term �cos���t�� in
Eq. �3� time averages to zero. The mean square fluctuation of
the pressure is then

�p2� = ��px + pz�2� =
px0

2 cos2�kxx�
2

+
pz0

2 cos2�kzz�
2

, �7�

while the velocity mean square fluctuation is still described
by Eq. �4�.

The �p2� and the �v2� terms are plotted separately in
Figs. 8�a� and 8�b� for one wavelength in both directions. It
has been assumed again that the pressure amplitudes are
equal �px0= pz0� and that copolymer particles are used.

In comparison with the previous case, there is an addi-
tional peak here between two adjacent peaks, already present
previously �see for instance the peak at x=0 and z=�z /2�.
This additional peak keeps the clumps apart. Furthermore,
the maxima of �p2� and the minima of �v2� fall at the same
position; thus the only effect the �v2� term has is that of
increasing the depth of the potential wells; it is the larger
�p2� term which keeps the particles apart.

It has to be noted that in Fig. 8 the force potential is
plotted for a single wavelength �x by �z range. If �x were to
be different from �z, for instance if two different modes are
excited, then the circular clump become oval but remain
dominated by the �p2� term.

2. Experimental results

Figure 9 shows the process of two-dimensional position-
ing starting from a one-dimensional pattern, when two sig-
nals of 2.562 MHz and 2.562 MHz+25 Hz, both with 16 V
amplitude, are applied to the electrodes. This slight fre-
quency difference has been seen to be enough to cause a
change in the shape of the clumps formed.

As predicted by the model, a pattern of circular clumps
is obtained. The size variation depends on the nonuniform
particle concentration in the lines from which the circular
clumps have been formed after the second electrode has been
activated. Again, a small number of particles are stuck on the
substrate.

E. Superposition of two standing waves with slightly
different frequency and different amplitude

The reason why a slight frequency difference alters the
pattern considerably is not intuitive and needs further expla-
nation, therefore the region of transition between the two
previously described operational methods has been investi-
gated.

When the two frequencies differ only slightly the period
of the oscillatory term �cos���t�� in Eq. �3� might exceed
the period of the other terms, and, therefore when averaged it
does not vanish, contributing instead to the �p2� term. The
oscillatory term shifts the force potential field between the
two cases mentioned previously in Secs. III B and Sec. III D

FIG. 8. �a�, �b� A contour plot and three-dimensional plot of the �p2� and
�v2� terms of the force potential �U�, resulting from the superposition of two
in phase cosine functions with identical amplitude but different frequency.
The force potential field in �U� is depicted in �c� together with the force
field.
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back and forth. In this varying pressure field, the orientation
of the oval potential well changes as well. The force poten-
tial field is shown in Fig. 10 at different time windows,

spaced by Tosc /8, with Tosc=2� /�� being the period of the
oscillatory term, the white regions corresponding to the force
potential maxima, the black ones to the minima.

When the period of oscillation lies in the time range of
the experiment it can be visually followed, as the image cap-
ture rate of the camera is 25 frames/s and the typical length
of sequence is 10 s. This corresponds to frequency differ-
ences ranging from 0.1 to 25 Hz. As the difference increases,
the time scale of the experiment becomes bigger than the
oscillation and the pressure field changes as such a high
speed that the inertia and the viscous drag force of the
clumps �the latter can be expected to dominate� prevent them
from realigning in oval form with the new orientation; in-
stead they stay in circular clumps.

This has been observed in experiments where the fre-
quency of one signal was swept from −25 to+25 Hz around
the frequency of the other signal of 2.6 MHz. We observed
that when the two frequencies differ by less than 5 Hz, but
do indeed differ, the pattern visibly changes continuously
from the oval shape potential well to the round shape wells
and back �Fig. 11�. As the frequency difference increases, the
motion becomes faster to the extent where jiggling can no
longer be seen, this happening when the two frequencies are
approximately 25 Hz apart.

The continuous movement of particles can be used in
practical applications to keep clumps of cell in continuous
motion and prevent them from attaching to the substrate.

IV. CONCLUSION

A method for forming two-dimensional arrays of par-
ticles within a micromachined fluidic square chamber has
been presented. By superimposing the one-dimensional
standing pressure waves generated by exciting strip elec-

FIG. 9. Process of two-dimensional positioning from a one-dimensional
field excited by a 16 V amplitude signal at 2.562 MHz. At the sequence
beginning another 16 V amplitude signal at 2.562 MHz+25 Hz has been
applied to the electrode in the z direction, causing the 9.6 �m particles to
separate in circular clumps, the difference in their size being due to a non-
uniform particle distribution in the original lines �cf. �a��.

FIG. 10. When the frequency difference between the two excitation signals
differs only slightly, the oscillatory term does not necessarily vanish. There-
fore, if different time windows are considered, different contributions to the
force potential result. In this sequence of images �x�z plane�, the force
potential is depicted for an increasing time window �Tosc /8�.

FIG. 11. When the frequencies differ by less than 5 Hz, the particle pattern
visibly changes continuously from the oval shape potential well to the round
shape wells and back. The orientation of the ovals changes as well.
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trodes orthogonal to each other and defined on the surface of
the piezoelectric, it has been possible to collect particles in
oval shaped clumps, if two identical signals were applied, or
circular clumps, by introducing a slight frequency difference
between the signals. If this is small enough, the pattern con-
tinuously changes between the oval potential well and the
circular one. By making the frequency difference greater
than 25 Hz, the inertia and the viscous drag force of the
clumps prevent them from visibly following this reorienta-
tion, so that they gather in circular clumps regardless of the
particle concentration in the chamber, which is more advan-
tageous from the application point of view.
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Two models of interacting bubble dynamics are presented, a coupled system of second-order
differential equations based on Lagrangian mechanics, and a first-order system based on
Hamiltonian mechanics. Both account for pulsation and translation of an arbitrary number of
spherical bubbles. For large numbers of interacting bubbles, numerical solution of the Hamiltonian
equations provides greater stability. The presence of external acoustic sources is taken into account
explicitly in the derivation of both sets of equations. In addition to the acoustic pressure and its
gradient, it is found that the particle velocity associated with external sources appears in the
dynamical equations. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2404798�
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I. INTRODUCTION

Theoretical investigations have been conducted to model
the interactions of two1–4 and many5–8 gas bubbles in liquid.
Our focus recently has been on the latter,9–11 motivated in
large part by observations of collective interactions in bubble
clusters generated during shock wave lithotripsy.12 Most of
the aforementioned investigations take into account transla-
tion as well as pulsation of the interacting bubbles.1,3–5,7–9,11

In many situations, the bubbles are clustered sufficiently
close to one another, and the characteristic time scale of ex-
ternal acoustic excitation is sufficiently long, that the motion
of any one bubble may be considered to affect all others
instantaneously. This is the underlying assumption for all of
the models developed in Refs. 1–8, and it is in the present
paper as well.

The present paper has two specific aims. One is to de-
velop dynamical equations for an arbitrary number of inter-
acting bubbles using Hamiltonian mechanics. The other is to
show rigorously how to account for the effect of external
acoustic sources.

Previous models of interacting bubble dynamics have
been derived using primarily Lagrangian or Newtonian me-
chanics. With both approaches, the resulting coupled equa-
tions of motion are second order in the time derivative. For
just a few bubbles, say two or three, the system of second-
order differential equations may be reduced analytically to
equations of first order that can be solved with standard nu-
merical algorithms. However, a difficulty is encountered
when solving these equations numerically for large numbers
of bubbles. The equations cannot realistically be recast in the
desired first-order form, with the result that a matrix inver-
sion is required at each time step.10 The inversions result in
the accumulation of substantial errors for large systems of
equations, which in turn lead to instability. These errors are
avoided by using Hamiltonian mechanics, because the equa-
tions of motion are automatically of first order, and therefore

matrix inversions are not required to solve them numerically.
Thus for large numbers of bubbles, the Hamiltonian equa-
tions developed in the present paper result in increased nu-
merical accuracy and stability compared with models based
on Newtonian or Lagrangian mechanics.

Two earlier papers discuss bubble interaction models
within the framework of Hamiltonian mechanics, but without
obtaining our results. In the first, by Russo and Smereka,13

an explicit expression for the Hamiltonian is provided only
for the translation �dipole� mode of the bubble motion, but
not for the pulsation �monopole� mode. They refer to this as
the point-bubble approximation. Our Hamiltonian accounts
for pulsation as well as translation. In the second paper, by
Teshukov and Gavrilyuk,14 the Hamiltonian is defined only
implicitly, not as an explicit function of generalized displace-
ments and momenta. It depends also on velocities, which
must be eliminated before the Hamiltonian can be used in the
canonical equations. Our Hamiltonian is an explicit function
of displacements and momenta, with no dependence on ve-
locities. As a result, our final dynamical equations are pre-
sented in explicit forms that can be integrated immediately.
One reason the Hamiltonians in these earlier papers are in-
appropriate for our purposes may be that the focus of those
papers is on development of kinetic theories for describing
the statistical properties of collective bubble interactions. In
contrast, our focus is on describing the dynamics of indi-
vidual bubbles within the cluster.

A second specific aim of the present paper is formal
derivation of the source terms required to account for an
externally applied sound field. In all previous work that we
know, the influence of an external acoustic source has been
included ad hoc in the dynamical equations for interacting
bubbles. In the equations of radial motion, the source term
has been introduced as a perturbation of the pressure at in-
finity, exactly as it appears in the Rayleigh-Plesset
equation.15 In the equations of translational motion, the
source term has been introduced as a pressure gradient cor-
responding to the primary Bjerknes force.8 The derivation in
the present paper shows explicitly how both the acoustic
pressure and particle velocity produced by external sourcesa�Electronic mail: hamilton@mail.utexas.edu
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appear in both the Lagrangian and Hamiltonian equations of
motion.

The paper is structured as follows. The kinetic energy
function is derived in Sec. II. Both pulsation and translation
are taken into account. It is through the kinetic energy that
the influence of external acoustic sources is taken into ac-
count. The dynamical equations based on Lagrangian and
Hamiltonian mechanics are developed in Secs. III and IV,
respectively, and a comparison of numerical simulations
based on the two sets of equations is presented in Sec. V.

II. KINETIC ENERGY

We begin by deriving the kinetic energy of dynamically
coupled bubbles in an inviscid incompressible liquid. Motion
of the liquid is described by a velocity potential � that sat-
isfies Laplace’s equation,

�2� = 0. �1�

It is assumed that the bubbles remain spherical in shape, and
that the motion of the ith bubble is described by its radial

velocity Ṙi and translational velocity Ui, where Ri is the
instantaneous radius of the bubble, r0i the position of its
center relative to a fixed origin, Ui= ṙ0i, and dots over
quantities indicate time derivatives; see Fig. 1.

It is convenient to first calculate the kinetic energy in the
absence of external sources. This result is then used to deter-
mine the additional kinetic energy that results from the pres-
ence of external sources.

A. Source-free bubble interactions

The total kinetic energy of the liquid is the integral

K =
�

2
�

V

����2dV �2�

over the volume occupied by the liquid and excluding the
bubbles, where � is the density of the liquid. For a liquid that
is a rest at infinity, the integral can be rewritten as16

K = −
�

2�
i
�

Si

�
��

�ri
dSi. �3�

The surfaces Si coincide with the bubble walls, ri is the mag-
nitude of the local coordinate vector ri that defines position
relative to the center of the ith bubble, ri= �ri�, and the sum-
mation is over all N bubbles in the cluster, 1� i�N. Cal-
culation of the kinetic energy thus requires knowledge of
the velocity potential and its normal derivative on the sur-
face of each bubble.

The normal derivative on the surface of the ith bubble is
determined by the boundary condition

��

�ri
= Ṙi + Ui · ni at ri = Ri, �4�

where ni=ri /ri is the unit vector in the direction of ri. Equa-
tion �3� thus becomes

K = −
�

2�
i
�

Si

�Ṙi + Ui · ni��dSi. �5�

This expression is the usual starting point for calculating the
kinetic energy of interacting bubbles. Our method for deriv-
ing an expression for the velocity potential in Eq. �5� is dif-
ferent from procedures used by others,1–8 and in order to
account for external sources in Sec. II B we require a higher-
order approximation of the kinetic energy than has appeared
in previous work.

The procedure begins with the solution of Eq. �1� for an
isolated bubble in an infinite liquid, subject to the boundary
condition given by Eq. �4�:

�0i = −
Ri

2

ri
Ṙi −

Ri
3

2ri
2Ui · ni, �6�

which is the solution for the potential produced by a mono-
pole source plus a dipole source. We consider the summation

�0 = �
i

�0i �7�

to be the zeroth-order solution for the potential produced by
a system with more than one bubble. Equation �7� satisfies
Eq. �1� but not Eq. �4�. Only the ith term in the summation
satisfies Eq. �4�. Potentials created by all bubbles for
which k� i do not obey the boundary condition on the
surface of the ith bubble.

A correction to the zeroth-order solution is needed. To
determine this correction, the zeroth-order solution is ex-
panded in the neighborhood of the ith bubble to obtain

FIG. 1. Notation used to describe the motion of the bubbles.
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�0�ri� = �0i�ri� + �
k�i

�0k�rki + ri�

= �0i�ri� + �
k�i

��0k�rki� + cki · ri + ¯ � , �8�

where rki=r0i−r0k and, from Eq. �6�,

cki = � ��0k�rk�
�rk

	
rk=rki

=
Rk

2

rki
2 Ṙknki −

Rk
3

2rki
3 �Uk − 3�Uk · nki�nki� . �9�

Equation �8� is truncated after the linear �dipole� term be-
cause all higher-order terms are orthogonal to the monopole
and dipole terms in the integrand of Eq. �5�, and therefore
they cannot contribute to the kinetic energy.

The radial velocity at the surface of the ith bubble, based
on the zeroth-order solution, is

��0

�ri
= Ṙi + Ui · ni + �

k�i

cki · ni at ri = Ri. �10�

Comparison with Eq. �4� shows that the failure of �0 to
satisfy the boundary condition on the ith bubble is due to
the presence of the terms cki ·ri in Eq. �8�. As seen from
Eq. �9�, the resulting error in the boundary condition is of
order R2 /d2. Here and subsequently, R=O�Ri� is the char-
acteristic bubble radius and d=O�rik� is the characteristic
distance between neighboring bubbles.

In the next approximation, which we write as

� = �0 + �1, �11�

we seek a correction �1 that satisfies Eq. �1�, and such that �
more accurately approximates the boundary conditions. The
appropriate correction, expanded in the neighborhood of the
ith bubble, is

�1 = �1i�ri� + �
i�i

�1k�rki + ri�

= �1i�ri� + �
k�i

��1k�rki� + dki · ri + ¯ � , �12�

which consists of the following dipole solutions of Eq. �1�:

�1i�ri� = �
k�i

Ri
3

2ri
2cki · ni, �13�

�1k�rki� = �
j�k

Rk
3

2rki
2 c jk · nki. �14�

Equation �13�, which is the first term in Eq. �12�, is the
correction to the ith term in Eq. �8� that is required to
cancel the terms cki ·ni in Eq. �10�. The same correction
must be applied consistently to all other bubbles, which
results in the summation in Eq. �12�.

Since dki= ���1k�rk� /�rk�rk=rki
is of order R5 /d5, which is

of higher order than we need, the terms dki ·ri and beyond in
Eq. �12� are discarded to obtain

�1 = �1i�ri� + �
k�i

�1k�rki� . �15�

Equation �11� now becomes, together with Eq. �8�,

��ri� = �0i�ri� + �1i�ri�

+ �
k�i

��0k�rki� + �1k�rki� + cki · ri� . �16�

At this level of approximation one obtains

��

�ri
= Ṙi + Ui · ni + O�R5/d5� at ri = Ri. �17�

Equation �16� is thus the desired velocity potential to an
accuracy of order R4 /d4.

Evaluation of Eq. �16� on the surface of the ith bubble
yields, through order R4 /d4,

���Si
= − �RiṘi +

Ri

2
Ui · ni	

+ �
k

k�i


− �Rk
2

rik
Ṙk +

Rk
3

2rik
2 Uk · nki	

+
3RiRk

2

2rik
2 Ṙk�nki · ni�

−
3RiRk

3

4rki
3 �Uk · ni − 3�Uk · nki��nki · ni���

+ �
j,k

k�i,j

Rj
2Rk

3

2rik
2 rjk

2 Ṙj�n jk · nki� . �18�

The kinetic energy is calculated by substituting Eq. �18� in
Eq. �5�, making use of the identity

�
Si

�a · ni��b · ni�dSi =
4�

3
Ri

2�a · b� �19�

to evaluate integrals over products of dipole terms, and ob-
serving that �Si

nidSi=0 due to the orthogonality of mono-
pole and dipole terms. The result of this calculation is

K0 = 2���i

Ri
3Ṙi

2 +
1

6�
i

Ri
3Ui

2 + �
i,k

i�k

Ri
2Rk

2

rik
ṘiṘk

+
1

2 �
i,k

i�k

Ri
2Rk

2

rik
2 �RiṘk�Ui · nik� + RkṘi�Uk · nki��

+
1

4 �
i,k

i�k

Ri
3Rk

3

rik
3 ��Ui · Uk� − 3�Ui · nik��Uk · nik��

+
1

2 �
i,j,k

k�i,j

Ri
2Rj

2Rk
3

rik
2 rjk

2 ṘiṘj�nik · n jk�� , �20�

where the subscript on K0 has been introduced to distinguish
this expression from contributions to the kinetic energy as-
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sociated with external sources, which are considered in Sec.
II B.

Except for the last term, which is of relative order R4 /d4,
Eq. �20� coincides with Doinikov’s8 Eq. �19� for the kinetic
energy. Doinikov’s expansion terminates at order R3 /d3. The
term of order R4 /d4 in Eq. �20� is needed to determine the
additional kinetic energy due to an external sound source that
excites the bubble cluster. Another distinction is that each of
the double summations in Eq. �20� is written in symmetric
form. Harkin et al.3 performed an analysis of coupled pulsa-
tion and translation through order R4 /d4, but only for two
bubbles.17

Equation �20� may be interpreted as follows. The first
and second terms are the kinetic energies due to isolated
monopoles and dipoles, respectively. The third term is the
energy due to monopole-monopole interactions, the fourth
due to monopole-dipole interactions, and the fifth due to
dipole-dipole interactions. The sixth term is the energy due
to the interaction of two monopoles through a third mono-
pole. Hydrodynamic energy associated with each of these
interactions possesses a direct analogy with electrostatic en-
ergy associated with the interactions of charges and dipoles
distributed on the surface of a sphere.18

B. External source

The acoustic pressure and particle velocity fields gener-
ated by an arbitrary external sound source that insonifies the
bubble cluster are now taken into account. The first step is to
calculate the increase in kinetic energy of the liquid due to an
additional “bubble” whose motion is prescribed and is thus
interpreted as the source. This �N+1�th bubble, or source, is

designated to have radius Re, radial velocity Ṙe, and remain
in a fixed location, such that Ue=0. Equation �20� accounts
for the kinetic energy in the absence of any sources. The total
kinetic energy in the presence of the source becomes

K = K0 + Ke, �21�

where the additional kinetic energy due to the interaction of
the potential fields produced by the external source and the
bubbles is

Ke = 2���2�
i

Ri
2Re

2

rei
ṘiṘe − �

i

Ri
3Re

2

rei
2 Ṙe�Ui · nei�

+
1

2�
i

Ri
3Re

4

rei
4 Ṙe

2 + �
i,k

i�k

Ri
2Re

2Rk
3

rik
2 rek

2 ṘiṘe�nik · nek�� . �22�

Equation �22� is obtained from Eq. �20� by retaining only
bubble-source interaction terms, which arise when i, j, or k
equals the �N+1�th value identified by e. For example, the

term 2��Re
3Ṙe

2 was discarded because it is not a bubble-
source interaction term and therefore does not contribute
to the bubble dynamics.

The leading-order term in Eq. �22� can be rewritten as

4���
i

Ri
2Re

2

rei
ṘiṘe = �

d

dt�i

Vi

Re
2Ṙe

rei
− ��

i

Vi
d

dt
�Re

2Ṙe

rei
	

= �
d

dt�i

Vi

Re
2Ṙe

rei

− �
i

Vi� �V̈e

4�rei
− �Ui · uei	 , �23�

where Vi=
4
3�Ri

3 is the volume of the ith bubble, Ve= 4
3�Re

3 is
the volume of the source, and

uei =
Re

2

rei
2 Ṙenei �24�

is the fluid velocity generated by the source at the location of
the ith bubble. The corresponding pressure generated by
the source is thus6

pei =
�V̈e

4�rei
−

1

2
�uei

2 . �25�

Next, it is noted that since a total time derivative of any
function of the generalized coordinates and time does not
contribute to Lagrange’s equations,19 and by extension there
is also no effect on Hamilton’s canonical equations, the first
term on the right-hand side of Eq. �23� is discarded. Employ-
ing definitions �24� and �25� in Eq. �22�, one obtains

Ke = Ke0 + Ke1, �26�

where

Ke0 = − �
i

Vi�pei −
1

4
�uei

2 	 , �27�

Ke1 = −
�

2�
i

Vi�Ui · uei� + 2���
i,k

i�k

Ri
2Rk

3

rik
2 Ṙi�uek · nik� .

�28�

Separation of the terms in the kinetic energy according to the
definitions of Ke0 and Ke1 proves useful for calculation of
the Hamiltonian in Sec. III.

It is seen that Ke depends on the acoustic pressure pei

and particle velocity uei in the sound field radiated by the
source, but it does not depend explicitly on the radius Re or

radial velocity Ṙe characterizing the hypothetical monopole.
The physical source of the acoustic pressure and particle ve-
locity is no longer relevant. For example, the acoustic field
might be a sound beam or a standing wave. The quantities pei

and uei account for the total variations in pressure and veloc-
ity presumed to be imposed on the bubbles by the sound
field, including dc effects such as radiation pressure and
acoustic streaming. Moreover, these external pressures and
velocities need not be acoustical in nature. They are the field
variables associated with any background flow.

Of course, the inclusion of acoustic source terms is an
acknowledgment of compressibility, which in turn imposes a
restriction on the validity of the model. The restriction is that
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the wavelength must be large in comparison with the size of
the bubble cluster, in which case one may still regard the
fluid to be locally incompressible in the vicinity of the clus-
ter.

As far as we know, only the acoustic pressure in Eq. �27�
appears as a source term in dynamical equations for bubble
interactions reported previously in the literature. Moreover,
the applied sound pressure is typically introduced ad hoc. In
the equations for radial motion it is introduced through the
pressure at infinity, and in the equations for translational mo-
tion it is introduced as a Bjerknes force. It is not evident that
any of the acoustic particle velocity terms in Eqs. �27� and
�28� have been taken into account in previous models of
bubble interactions.

III. LAGRANGIAN FORMALISM

The Lagrangian of the system is

L�q, q̇,t� = K�q, q̇,t� − V�q� , �29�

where q and q̇ represent the sets of generalized displace-
ments and velocities of the system, respectively, and V is the
potential energy. With Ri and r0i taken to be the generalized
coordinates, Lagrange’s equations describing the dynamics
of the system become, for 1� i�N,

d

dt� �L

�Ṙi

	 =
�L
�Ri

,
d

dt
� �L

�ṙ0i
	 =

�L
�r0i

. �30�

Equations �30� constitute a system of 4N second-order dif-
ferential equations for the radius and three coordinates asso-
ciated with each of the N bubbles.

The kinetic energy of the liquid is

K = K0 + Ke0 + Ke1, �31�

where the terms on the right are given by Eqs. �20�, �27�, and
�28�. It remains to calculate the potential energy of the sys-
tem, which may be expressed in terms of its differential

dV = �
i

�P0 − Pi�dVi, �32�

where P0 is atmospheric pressure. The pressure in the liquid
acting on the surface of the ith bubble is taken to be, for
simplicity,

Pi = �P0 +
2�

Ri0
	�Ri0

Ri
	3�

−
2�

Ri
, �33�

where � is the ratio of specific heats, and � is surface ten-
sion. Additional effects that contribute to this pressure, such
as thermal damping, gas diffusion, and condensation, are not
considered here. Rewriting bubble volume in terms of radius
one obtains

dV = 4��
i

�P0 − Pi�Ri
2dRi, �34�

which is in a form that is convenient for direct substitution in
Eq. �30�.

The first of Eqs. �30� yields for the radial motion,
through order R2 /d2,

RiR̈i +
3

2
Ṙi

2 =
Pi − P0

�
+

1

4
Ui

2 − �
k�i

Rk

rik
�RkR̈k + 2Ṙk

2�

+
1

2�
k�i

Rk
2

rik
2 �Ṙk�5Uk + Ui� · nik + Rk�U̇k · nik��

+ Qi
R, �35�

where

Qi
R = −

pei

�
+

1

4
uei

2 −
1

2
�uei · Ui�

−
1

2�
k�i

Rk
2

rik
2 �3Ṙk�uek + uei� · nik + Rk�u̇ek · nik�� �36�

accounts for the external acoustic source. The second of Eqs.
�30� yields for the translational motion, also through order
R2 /d2,

Ṁi = 4���
k�i

Ri
2Rk

2

rik
2 ṘiṘknik + Qi

M1, �37�

where

Mi =
1

2
�ViUi +

3

2
�Vi�

k�i

Rk
2

rik
2 Ṙknik + Qi

M2 �38�

is the generalized momentum of the ith bubble, and

Qi
M1 = − Vi � �pei −

1

4
�uei

2 +
1

2
�uei · Ui,

+
3

2
��

k

k�i

Rk
2

rik
2 Ṙk�uei · nik�� , �39�

Qi
M2 = −

1

2
�Viuei, �40�

account for the external source. Equations �35� and �37�
comprise a coupled system of 4N equations for the N values
of Ri and the three components of Mi. The translational ve-
locities are obtained from Eq. �38�:

Ui =
2

�Vi
�Mi − Qi

M2� − 3�
k�i

Rk
2

rik
2 Ṙknik. �41�

In the absence of an external source, in which case Qi
R, Qi

M1,
and Qi

M2 are all zero, Eqs. �35� and �37� agree with Eqs. �22�
and �23� of Doinikov.8 His equations include terms of order
R3 /d3, which are beyond the level of our approximation. He
accounts for an external acoustic source by introducing pres-
sure terms in Eqs. �35� and �37�, without including any of the
particle velocity terms.

The quantity Mi defined in Eq. �38� is the generalized
momentum of the ith bubble. Its first term, 1

2�ViUi, is the
momentum of the induced mass associated with translational
motion of the bubble in a liquid at rest. Its second term is the
contribution to the induced mass due to the flow produced by
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pulsations of all the other bubbles. The summation on the
right-hand side of Eq. �37� accounts for the secondary
Bjerknes forces.

Equation �35�, without translation taken into account
�Ui=0�, was used previously to simulate the growth and col-
lapse of 50 bubbles adjacent to a rigid surface and subjected
to a shock wave.9–11 The explosive bubble growths in these
simulations required development of an algorithm to account
for coalescence of bubbles that come in contact with one
another. The coalescence algorithm is based on the five con-
servation rules described in Ref. 11.

A. Dynamical equations for a single bubble

For a single bubble, Eqs. �35� and �37� reduce to

RR̈ +
3

2
Ṙ2 =

Pl − P0

�
− � pe

�
−

1

4
�U − ue�2	 , �42�

d

dt
�R3�U − ue�� = − 2R3 � � pe

�
−

1

4
�U − ue�2	 , �43�

where Pl is the liquid pressure given by Eq. �33�. The for-
mulation on the right-hand side of Eq. �43� was obtained by
noting that ��U−ue�2=��ue

2−2ue ·U� because �U2=0.
These coupled equations may be compared with the corre-
sponding model for an acoustically driven bubble that was
developed recently by Reddy and Szeri.20 The term �U
−ue�2 on the right-hand side of both Eqs. �42� and �43� is
missing from their equations for radial and translational mo-
tion.

B. Ordering parameter for large clusters

Here we address a potential concern that Eqs. �35� and
�37� may lose validity when some bubbles in the cluster are
close together, since the interaction terms are obtained as an
expansion of the kinetic energy in powers of the small pa-
rameter R /d. While the relative order of successive terms in
the expansions is characterized by R /d for small numbers of
bubbles, another ordering parameter emerges for large num-
bers of bubbles.

Consider the first summation in Eq. �35�, the individual
terms of which are seen to be of order R /d relative to the
quantity on the left-hand side of the equation. Now consider
the terms in this summation collectively, and evaluate the
series for a bubble in the center of a spherical cluster having
radius Rcl, volume Vcl=

4
3�Rcl

3 , and containing N bubbles with
similar radii, Rk�Ri:

�
k�i

Rk

rik
�RkR̈k + 2Ṙk

2� � Ri�RiR̈i + 2Ṙi
2� N

Vcl
�

Vcl

dV

r

�
NRi

Rcl
�RiR̈i + 2Ṙi

2� . �44�

Following summation this term is thus of order NR /Rcl,
rather than of order R /d, relative to the left-hand side of
Eq. �35�. Performing a similar calculation for the second
summation in Eq. �35� reveals that it is of relative order
NR2 /Rcl

2 . For clusters containing many bubbles, the inter-

action terms in Eqs. �35� and �37� may be regarded as
expansions not in powers of R /d, but instead in powers of
the much smaller quantity R /Rcl. The physical explanation
for this effect is that for a uniform distribution of bubbles,
those farther away collectively exert greater influence be-
cause their number per unit volume increases as r2, which
more than compensates for the influence of an individual
bubble, whose effect decreases as 1/r. For N sufficiently
large, Eqs. �35� and �37� therefore remain valid even when
R /d is of order one for isolated pairs of bubbles.

A similar argument can be made using the kinetic en-
ergy, and it therefore applies also to the Hamiltonian equa-
tions developed in Sec. IV.

C. Viscosity

Inclusion of viscosity in the dynamical equations for in-
teracting bubbles, and in particular viscous drag forces asso-
ciated with translational motion, has been covered by other
authors. It is not our aim to evaluate existing models. Rather,
our intention here is simply to explain where such forces
appear in the dynamical equations, and to provide examples
of representative analytical expressions that have been used
for these forces in other recent models of bubble interaction.

The effect of viscosity on the radial motion is taken into

account by including the term −4�Ṙi /Ri on the right-hand
side of Eq. �33�, where � is the shear viscosity coefficient.8,15

The effect of viscosity on the translational motion is taken
into account by including a viscous drag force Fi

vis on the
right-hand side of Eq. �37�. For example, two expressions
that have been used previously for this force are20,21

Fi
vis = − 4��RiUri, Rei � 1 and Ui Rei � 1 �45�

=− 12��RiUri, Rei 	 1 or Ui Rei 	 1, �46�

where

Uri = Ui − uei − �
k�i

Rk
2

rki
2 Ṙknki �47�

is the translational velocity of the ith bubble relative to the
surrounding fluid, to order R2 /d2. As discussed by Mag-
naudet and Legendre,21 and subsequently by Reddy and
Szeri,20 the magnitude of the drag force depends on both
the Reynolds number, Rei=�RiUri /�, and the ratio of ra-

dial to relative translational velocity, Ui= �Ṙi� /Uri. These
same authors also discuss inclusion of a Basset-
Boussinesq term in Eq. �45� to account for drag due to the
wake behind the bubble. Doinikov8 used Eq. �46� in his
numerical simulations of three interacting bubbles in a
sound field. Wang and Smereka,7 and also Gavrilyuk and
Teshukov,22 proposed correction terms to include in Eq.
�46� for interactions of many bubbles.
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IV. HAMILTONIAN FORMALISM

A. The Hamiltonian

Whereas the Lagrangian is a function of generalized co-
ordinates and velocities, the Hamiltonian is a function of
generalized coordinates and momenta. The general expres-
sion for the Hamiltonian is19

H�p,q,t� = �
s

psq̇s − L�q, q̇,t� , �48�

where ps are the generalized momenta of the system, with p,
q, and q̇ representing the sets of all ps, qs, and q̇s for the
entire system. Note that all q̇ on the right-hand side must
ultimately be expressed as functions of p and q. The mo-
menta of the system are defined by

ps =
�L
�q̇s

, �49�

and the canonical equations are

q̇s =
�H
�ps

, ṗs = −
�H
�qs

. �50�

The generalized coordinates of the system are again Ri and
r0i, and the generalized momenta are thus

Gi =
�K

�Ṙi

, Mi =
�K
�Ui

, �51�

where it was taken into account that V in Eq. �29� depends
only on displacements. The translational momentum Mi is
given by Eq. �38�, and the radial momentum Gi is calculated
in the following.

To evaluate the Hamiltonian we begin by using Eq. �49�
to write the summation in Eq. �48� as

�
s

psq̇s = �
s

�K
�q̇s

q̇s. �52�

The summation can now be expressed in closed form using
Euler’s theorem for homogeneous functions. In Eq. �31� for
the kinetic energy, it is observed that in terms of the veloci-

ties Ṙi and Ui, K0 is a homogeneous function of order two,
Ke0 is order zero, and Ke1 is order one. The summation thus
yields

�
s

psq̇s = 2K0 + Ke1, �53�

and Eq. �48� becomes

H = K0 − Ke0 + V . �54�

While Ke1 does not appear explicitly in this expression, it
contributes to the dynamical equations through Eq. �51�, as
follows.

The next step is to express the velocities q̇s in terms of
the displacements qs and momenta ps in order to evaluate the
kinetic energies. Begin by using the first of Eqs. �51� to
calculate the radial momentum:

Gi = 4���Ri
3Ṙi + �

k�i

Ri
2Rk

2

rik
Ṙk −

1

2�
k�i

Ri
2Rk

3

rik
2 �Uk · nik�

+
1

2�
k�i

Ri
2Rk

3

rik
2 �uek · nik�� , �55�

which is to be solved for Ṙi= Ṙi�Ri ,rik ,Gi ,Mi�. Note that
only relative values of the coordinates r0i appear in the equa-
tions of motion, and specifically in the combination rik=r0i

−r0k for k� i. Equation �55� is reorganized to place Ṙi on the
left-hand side:

Ri
3Ṙi =

Gi

4��
− �

k�i

Ri
2Rk

2

rik
Ṙk +

1

2�
k�i

Ri
2Rk

3

rik
2 �Uk · nik�

−
1

2�
k�i

Ri
2Rk

3

rik
2 �uek · nik� . �56�

Translational velocities must also be expressed in the form
Ui=Ui�Ri ,rik ,Gi ,Mi�, and therefore Eq. �38� is rewritten
with Ui on the left-hand side:

Ri
3Ui =

3Mi

2��
− 3�

k�i

Ri
3Rk

2

rik
2 Ṙknik + Ri

3uei. �57�

Substitutions are now made iteratively in Eqs. �56� and �57�
to eliminate the velocities Ṙi and Ui on the right-hand sides
to obtain, through the same relative order R2 /d2,

4��Ṙi =
Gi

Ri
3 − �

k�i

Gk

RiRkrik
+ 3�

k�i

Mk · nik

Ririk
2

+ �
j,k

k�i,j

RkGj

RiRjrikrkj
, �58�

4��Ui =
6Mi

Ri
3 − 3�

k�i

Gknik

Rkrik
2 + 4��uei. �59�

Equations �58� and �59� are used to eliminate the velocities
from the kinetic energy.

One can see that substitution of Eqs. �58� and �59� in Eq.
�20� will generate a rather large number of terms. It is much
easier to evaluate the summation in Eq. �48�. We therefore
use Eq. �53� to eliminate K0 from the Lagrangian in Eq. �48�
to obtain

H =
1

2�
i

GiṘi +
1

2�
i

�Mi · Ui� − Ke0 −
1

2
Ke1 + V . �60�

Note that the summations simply require multiplication of
Eqs. �58� and �59� by Gi and Mi, respectively. The final
expression for the Hamiltonian is, through order R2 /d2 and
expressed exclusively in terms of coordinates and momenta,
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H =
1

4���1

2�
i

Gi
2

Ri
3 + 3�

i

Mi
2

Ri
3 −

1

2 �
i,k

i�k

GiGk

RiRkrik

+ 3�
i,k

i�k

Gi�Mk · nik�
Ririk

2 +
1

2 �
i,j,k

k�i,j

RkGiGj

RiRjrikrkj� + �
i

Vipei

+ �
i

�Mi · uei� + V . �61�

B. Dynamical equations

From Eqs. �50�, the dynamical equations are

Ṙi =
�H
�Gi

, ṙ0i =
�H
�Mi

, Ġi = −
�H
�Ri

, Ṁi = −
�H
�r0i

. �62�

Equations �62� constitute a system of 8N first-order differen-
tial equations. Substitution of Eq. �61� yields

4��Ṙi =
Gi

Ri
3 − �

k�i

Gk

RiRkrik
+ 3�

k�i

Mk · nik

Ririk
2

+ �
j,k

k�i,j

RkGj

RiRjrikrkj
, �63�

4��Ġi =
3

2

Gi
2

Ri
4 + 9

Mi
2

Ri
4 − �

k�i

GiGk

Ri
2Rkrik

+ �
j,k

k�i,j

RkGiGj

Ri
2Rjrikrkj

−
1

2 �
j,k

k�i,j

GiGk

RkRjrkirij
+ 3�

k�i

Gi�Mk · nik�
Ri

2rik
2

+ 4���4�Ri
2��Pi − P0 − pei� , �64�

ṙ0i =
2

�

Mi

Vi
−

3

4��
�
k�i

Gknik

Rkrik
2 + uei, �65�

Ṁi =
1

4��
�
k�i

GiGknik

RiRkrik
2 − Vi � pei − ��Mi · uei� . �66�

Equations �63�–�66� are in the desired form for straightfor-
ward application of standard Runge-Kutta algorithms to ob-
tain numerical solutions for Ri, Gi, r0i, and Mi. The transla-
tional velocity is, by definition, Ui= ṙ0i. Notice that the
source terms in the Hamiltonian equations are much more
simple than in the Lagrangian equations. Effects of viscosity
are included in the same way as with the Lagrangian equa-
tions of motion, i.e., as discussed in Sec. III B. For a single
bubble, Eqs. �63�–�66� reduce to

Ṙ =
G

4��R3 , �67�

Ġ =
3�G2 + 6M2�

8��R4 + 4�R2�Pl − P0 − pe� , �68�

ṙ =
3M

2��R3 + ue, �69�

Ṁ = − 4
3�R3 � pe − ��M · ue� . �70�

V. COMPARISON OF LAGRANGIAN
AND HAMILTONIAN EQUATIONS

Equations �35� and �37� in the Lagrangian formulation
are not identical to Eqs. �63�–�66� in the Hamiltonian formu-
lation. The reason is that both systems of equations were
obtained as expansions of the kinetic energy in powers of
R /d, carried out through order R2 /d2, such that differences in
the two formulations are of order R3 /d3. Except when R /d
approaches unity, numerical simulations based on the two
formulations agree to within graphical resolution.

An example that demonstrates agreement between the
two formulations, and simultaneously illustrates rebound in
the radial motion and the corresponding abrupt accelerations
in the translational motion, is a bubble initially at rest near a
plane rigid wall when it is subjected to a shock wave. In the
absence of viscosity, by virtue of the method of images the
response is dynamically equivalent to that of N=2 identical
bubbles subjected to the same acoustical excitation. How-
ever, while viscosity is included in the calculations, in order
to use the method of images we ignore the effect of viscosity
on the liquid in contact with the wall.

The bubble has initial radius R0=10 
m and its center
is initially 5 mm from the wall. The parameters are chosen
for an air bubble in water at atmospheric pressure: �=1.4,
�=1 g/cm3, �=73 dyn/cm, �=0.01 dyn s /cm2, P0=10
dyn/cm2. The shock waveform is defined for t�0 by

pe�t� = 2pshe
−�t cos�t + �/3� �71�

for both external acoustic pressures pe1 and pe2, with pe=0
for t�0. The specific shock waveform used in the simula-
tion is shown in Fig. 2. It is typical of waveforms encoun-
tered in shock wave lithotripsy, and it is obtained by setting
psh=10 MPa for the amplitude of the shock, with the pro-
file trailing the shock obtained by setting �=0.35 
s−1 and
=0.1� rad/
s.

For the stated conditions, the growth-collapse time for
the bubble pulsation is on the order of 100 
s, whereas the
duration of the source waveform is only 10 
s. Therefore the

FIG. 2. Shock waveform used for simulations in Fig. 3.
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excitation is essentially an impulse that determines the initial
conditions for the subsequent free response. As our focus is
on comparing Lagrangian and Hamiltonian descriptions of
bubble interaction dynamics, for simplicity we ignore all
source terms containing the particle velocity ue and pressure
gradient �pe, retaining only the pressure pe in Eqs. �36� and
�64�. In reality, as a shock front sweeps over a bubble and
reflects off a nearby wall at normal incidence, the bubble
receives two “translational kicks” in rapid succession, in op-
posite directions, and of equal magnitude. The integrated ef-
fect of this translational impulse, which is taken into account
by the particle velocities and pressure gradients, is negli-
gible.

Results of the calculations are shown in Fig. 3. The
curves calculated with the Lagrangian equations �solid lines�
and with the Hamiltonian equations �dashed lines� are seen
to be nearly identical for the �a� radial pulsation, �b� transla-
tion toward the wall, and �c� the generalized momentum of
translation. The slight discrepancies near t=1 ms are not as-
sociated with time, but rather with proximity to the wall as
R /d→1. This is a manifestation of the differences at order
R3 /d3 noted at the beginning of this section. Notice how the
bubble jumps toward the wall with each rebound in order to
conserve translational momentum as its size, and therefore
effective mass, becomes very small. The gradual overall in-
crease in the translational momentum seen in Fig. 3�c� cor-
responds to the gradual increase in the average translational
velocity up until the bubble encounters the wall. In the ab-
sence of viscosity, and with the system considered in terms

of two identical bubbles rather than one bubble adjacent to a
rigid wall, the total momentum of the system is conserved,
and M1+M2=0 at all times.

We emphasize that the simulation presented in Fig. 3 is
nothing more than a simple example used to illustrate quan-
titatively the small differences in the Lagrangian and Hamil-
tonian formulations under conditions of strong variations in
both the radial and translational motion. For example, the
viscous drag law we used was Eq. �46� because of the high
Reynolds numbers encountered when the bubble jumps for-
ward with each rebound. One might argue that a more so-
phisticated viscous drag model is required. Likewise, the re-
bounding suggests that liquid compressibility and perhaps
other effects should be taken into account, as well as non-
spherical collapse when in close proximity to the wall. How-
ever, such refinements are unnecessary for the purpose of the
comparison being made in this example.

VI. SUMMARY

Lagrangian and Hamiltonian mechanics were used to de-
rive two alternative sets of dynamical equations for interact-
ing bubbles that pulsate and translate. The derivations were
carried out through order R2 /d2, although it is straightfor-
ward to continue the calculations to higher order. The pres-
ence of external acoustic sources is taken into account ex-
plicitly in the derivations. When solved numerically for large
numbers of bubbles, the Hamiltonian equations hold a dis-
tinct advantage over the Lagrangian equations. The advan-
tage is due to the fact that the Hamiltonian equations are of
first order in the time derivatives. The second-order time
derivatives in the Lagrangian equations make it necessary to
perform a matrix inversion at each time step in the solution
algorithm. For large systems of equations, the matrix inver-
sions can introduce substantial numerical errors, and use of
the Hamiltonian formulation can become essential for main-
taining stability.
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Knowledge of the modal content of the sound field radiated from a turbofan inlet is important for
source characterization and for helping to determine noise generation mechanisms in the engine. An
inverse technique for determining the mode amplitudes at the duct outlet is proposed using pressure
measurements made in the near field. The radiated sound pressure from a duct is modeled by
directivity patterns of cut-on modes in the near field using a model based on the Kirchhoff
approximation for flanged ducts with no flow. The resulting system of equations is ill posed and it
is shown that the presence of modes with eigenvalues close to a cutoff frequency results in a poorly
conditioned directivity matrix. An analysis of the conditioning of this directivity matrix is carried
out to assess the inversion robustness and accuracy. A physical interpretation of the singular value
decomposition is given and allows us to understand the issues of ill conditioning as well as the
detection performance of the radiated sound field by a given sensor array. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2427124�
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I. INTRODUCTION

The detection of the radiated modes from an aircraft
engine can help in characterizing the in-duct sound field.
This information provides a better understanding of noise
generation mechanisms in the engine, and helps to develop
strategies to control the radiated sound field. The knowledge
of the modal content of the broadband noise generated by
ducted fans is also very useful for determining the most ap-
propriate mode distribution model for duct liner predictions
and for sound power measurements of the radiated sound
field. However, it is only in the last 10 years that techniques
concerning the detection of modes radiated by a turbofan
inlet have been addressed. This is perhaps because such tech-
niques require the use of a large number of microphones
resulting in a large number of simultaneous acquisition chan-
nels. These have only been available fairly recently. This
paper is concerned with the detection of the amplitudes of
the radiated modes from acoustic pressure measurements
made in the radiated near field, for example, on the turbu-
lence control screen �TCS�. The TCS, shown in Fig. 1, con-
sists of a spherical porous structure which is attached to the
static inlet flare of the test engine for smoothing the ingested
flow during ground tests. It offers a convenient platform for
permanently locating microphones to deduce broadband
mode amplitudes. The first documented approach dealing
with the inversion of mode amplitudes using pressure mea-
surements in the near field was performed on a circular hoop
microphone array by Thomas et al.1 and extended by Faras-
sat, Nark, and Russel.2 Their approach consisted of applying
Fourier analysis of the far-field pressure in the azimuthal
direction to deduce the spinning mode amplitudes. This cir-
cular sensor array was then rotated and the measurements

repeated. The radial modes within each spinning mode were
then deduced by inverting a system of linear equations relat-
ing the pressure measurements to the mode amplitudes.
While the conditioning of the matrix inverted was investi-
gated and their technique was demonstrated to reliably detect
radiated mode amplitudes, it requires an extensive number of
measurements and it is only feasible for tonal noise and does
not readily allow for the inversion of broadband mode am-
plitudes.

Another approach aimed at the inversion of duct mode
amplitudes from TCS measurements is by Lan et al.3 They
distributed an array of 40 microphones, which consisted of
four rings of ten nonuniformly spaced microphones in each
ring. Their approach was to ascertain, by computer simula-
tion, microphone positions on the TCS for which the direc-
tivity matrix to be inverted is orthogonal so that, in effect,
each microphone senses only one mode. The inversion of the
directivity matrix in this case is then trivial and likely to be
well conditioned. While the number of microphones required
in this approach is equal to the number of modes to be in-
verted, the approach has a disadvantage that these micro-
phone positions are difficult to find at any single frequency
and probably impossible to obtain over a band of frequen-
cies.

In this paper, the radiation problem from a ducted fan
inlet is analyzed by expressing the sound field radiating from
the inlet as a modal expansion, which involves modal direc-
tivity functions weighted by the corresponding amplitudes. A
model directivity matrix is then inverted, which, together
with the near field pressure measurements, is used to deter-
mine directly the amplitudes of the modes generated by the
ducted fan inlet. The technique is readily extended to broad-
band noise. Such an inverse problem is ill posed and there-
fore its robustness to inaccuracies in the predicted model
directivity matrix and in the pressure measurements is an
essential issue to be considered. Fundamental modal radia-
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tion properties that affect the inversion robustness and hence
the inversion accuracy are investigated in this paper. A physi-
cal interpretation of the singular value decomposition �SVD�
is also given, which enables the cause of ill conditioning and
the coupling between the radiated sound field and the mea-
surement locations to be understood.

The paper begins with the theoretical background of
duct mode radiation and a discussion of the SVD of the
modal radiation problem. Section III deals with the inverse
problem for the least square duct mode amplitudes and de-
fines the perturbation bound which enables the error found in
the least square solution due to noise contaminating the mea-
surements to be assessed. Section IV investigates the condi-
tioning of the inverse technique using a simple analytical
case which involves the inversion of three modes from pres-
sure measurements at three microphone positions. Section V
gives an interpretation of the SVD of the directivity matrix,
which describes the coupling between sensor geometry and
modal radiation properties. Finally, this paper investigates a
regularization technique to enhance the inversion condition-
ing.

II. MODAL RADIATION PROBLEM

At a single frequency, the sound field radiated at a point
in space r= �r ,� ,�� from a cylindrical duct of radius a may
be written as the sum of modal components

p�r� = �
m=−�

+�

�
n=1

+�

amnDmn�r� , �1�

where Dmn�r� is the radiation directivity factor and amn is the
complex pressure amplitude of a mode of spinning mode
number m and radial mode number n, k=� /c is the free
space wave number, where c is the speed of sound. A good
approximation to Dmn at radiation angles not too close to the
sidelines ���70° � may be derived by the 1st Rayleigh
integral as follows:

Dmn�r� = j
k�1 − �mn

2

2�
�

S

�mn�rs�
e−jkh�r�rs�

h�r�rs�
rsdrsd�s, �2�

where h is the distance between the point rs= �rs ,�s� on the
duct cross section and the location r on the TCS �i.e., see
Fig. 2�, and is given by

h�r�rs� = r�1 + 	 rs

r

2

− 2
rs

r
sin � cos�� − �s� �3�

and where �mn is the modal cut-on ratio defined by

�mn =
	mn

k
, �4�

where 	mn is the transverse modal wave number. Note that
�mn�0 for modes excited well above their cut-on frequen-
cies and �mn�1 as the cut-on frequency is approached from
above. In the case of hard-walled circular duct, the mode
shape functions are given by

�mn�rs� =
1

�
mn

Jm�	mnrs�e−jm�s, �5�

where Jm�x� is the Bessel function of first kind of order m
and 
mn is chosen to ensure the normalization condition over
the duct cross-section S

1

S
�

S

��mn�rs��2dS = 1. �6�

In this paper, Eq. �1� is restricted to cut-on modes only
�i.e. 0��mn�1� and can now be expressed in matrix form

p = Da , �7�

where p is a complex vector of radiated acoustic pressures at
K sensors, a is a complex vector of L modal amplitudes, and
D is the modal directivity matrix and contains the radiation
properties of L modes at K sensor positions on the TCS.

FIG. 1. �Color online� Turbulence control screen attached on a Rolls Royce
Trent 700 during ground testing. FIG. 2. Cylindrical coordinate system for inlet duct analysis and spherical

coordinate system for radiation analysis.
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Note the presence of the factor �1−�mn
2 in Eq. �2� for

the modal directivity function, which suggests that modal
radiation vanishes as cut-on is approached ��mn�1�. This
behavior will be shown to be the cause of ill conditioning of
the inverse problem at frequencies close to the modal cut-on
frequencies.

III. INVERSE PROBLEM FOR DUCT MODE
AMPLITUDES

A. Least square estimate of mode amplitudes

A vector p̂ of K pressure measurements may be ex-
pressed as the sum of the modeled pressures given by Eq. �7�
and a vector n whose elements represent the departure of the
measurements from the model and may also include, for ex-
ample, the effect of contaminating noise at the sensors. Thus,

p̂ = Da + n . �8�

We seek the vector of modal amplitudes â that ensures the
best least squares fit of the modeled acoustic pressures to the
measured pressure data, i.e., that is which minimizes
�p̂−Da�2

2. The least squares solution â minimizes the fol-
lowing cost function

J = �
k=1

K

�nk����2 = nHn �9�

such that �J /�a=0 is given by

â = D+p̂ , �10�

where D+ is the pseudo-inverse of the modal directivity ma-
trix D given by

D+ = �DHD�−1DH, �11�

where the superscript “H” denotes the Hermitian transpose
operator. Eq. �10� can be readily extended for broadband
sound fields. The least squares estimate for the cross-spectral
matrix of mode amplitudes is given by

Sââ = lim
T��

E� 1

T
ââH = D+Sp̂p̂D+H, �12�

where the Sp̂p̂ is the cross-spectral matrix of pressure mea-
surements defined by

Sp̂p̂ = lim
T��

E� 1

T
p̂p̂H . �13�

Note that when the number of sensors equals the number of
possible radiated modes �i.e., D is square�, the solution re-
duces to â=D−1p̂, which is the minimum number of sensors
required for the inversion to be performed. No solution exists
for the modal amplitudes for the case of an underdetermined
system �i.e., when the number of sensors is smaller than the
number of radiated modes K�L� unless some further con-
straint on the solution is imposed. This situation will not be
studied in this paper since the inverse technique presented in
this article only accounts for a system of overdetermined
equations given in Eq. �7� �i.e., K�L�.

Later it will be shown to be useful to express D in terms
of its singular values and singular vectors. The singular value
decomposition �SVD� of D is given by

D = U�VH, �14�

where U is a KK unitary matrix that contains the left sin-
gular vectors of D equivalent to the eigenvectors of the Her-
mitian matrix DHD, and V is a LL unitary matrix that
contains the right singular vectors equivalent to the eigen-
vectors of the Hermitian matrix DDH and � is a KL diag-
onal matrix of L real singular values �i so that �+=�−1.
These singular values are the square root of the eigenvalues
of the Hermitian matrix DHD.

Introducing Eq. �14� into Eq. �10� leads to the least
squares solution in the form

â = V�+UHp̂ . �15�

B. Robustness of inversion

Even though the system of equations is assumed here to
be overdetermined, similar problems to that of an underde-
termined system may arise if the sensor array is unable to
detect sufficient information relating to all modes to be in-
verted. This situation can occur in two ways:

1. The directivity patterns of different radiated modes are
similar, for example, if their main radiation lobes are at
the same polar angle �i.e., with similar cutoff ratios� so
that their contribution to each of the many sensors will be
similar. This leads to redundant, and therefore insuffi-
cient, information with which to perform the inversion.
This behavior can be improved by increasing the number
of sensors and improving the array geometry.

2. The modal radiation is inefficient and consequently the
radiated pressures tend to zero as cut-on is approached.
The behavior cannot be avoided.

In these two cases, the exact least squares solution to
this problem of Eq. �15� is still valid, but the inversion ac-
curacy is highly sensitive to the presence of noise and mod-
eling errors. A suitable parameter for evaluating this sensi-
tivity is the condition number of the modal directivity matrix
D. The condition number 	�D� for a rectangular matrix
D�CKL is defined to be4

	�D� = �D�2�D+�2. �16�

The condition number bounds the error e= â−a in the solu-
tion due to the noise n at the sensors

�e�2

�â�2

� 	�D�
�n�2

�p̂�2

. �17�

Thus a large condition number will greatly amplify small
perturbations in p �i.e., noise� and hence implies an ill-
conditioned inversion. In practical terms contaminating noise
will have a disproportionately large effect on the solution for
the modal amplitude vector â if the matrix is “badly condi-
tioned” with large condition number 	�D�. The acceptable
value of the condition number is subjective and depends on
the noise that contaminates the measurements and the result-
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ing error in the mode amplitude reconstruction. The condi-
tion number can be related to the maximum and minimum
singular values �max and �min of D by

	�D� =
�max

�min
. �18�

The condition number is the principal quantity used by the
authors to investigate guidelines on sensor array geometries
to be employed on the TCS that affords robust inversion. It
was shown in Castres, Joseph and Astley5 that the condition
number varies significantly with the number of sensors on
the TCS and its positioning. It was also shown that at any
single frequency a number of sensors satisfying K /L�1.3
with a reasonably uniform distribution of microphones,
both in the azimuthal and polar directions, were important
requisites for robust inversion.

In this paper, numerical simulation results will be pre-
sented for a geodesic sensor array of 126 microphones,
which leads to low values of the condition number.6 A geo-
desic array is one in which sensors are located on the vertices
of a geodesic dome7,8 and so offers a perfectly uniform dis-
tribution of microphones in both angles on the TCS and
K /L�1.15 at ka=20.

Figures 3 and 4 show the variation of condition number
	�D� with the nondimensional frequency ka. The 	 spectrum
contains a number of peaks coinciding with the modal cut-on
frequencies. Away from the cut-on frequencies, 	 increases
slowly with ka. The reasons for this behavior are discussed
in the next section.

IV. ANALYTICAL BEHAVIOR OF �„D…

The behavior observed in Fig. 3 can be explained from
the analysis of the simple case involving the inversion of
three modes by three microphone measurements. Using the
far-field approximation, Eq. �2� can be written analytically in
the form9

Dmn�r� = �1 − �mn
2 Fmn�r� , �19�

where

Fmn�r� = jm+1e−jkr

r

a sin �

�
mn

Jm� �ka sin ��
�mn

2 − sin2 �
. �20�

Here, Jm� �x� is the derivative of the Bessel function with re-
spect to its argument. The peaks of the condition number in
Fig. 3 are caused by the presence of modes excited at their
cutoff frequencies. Apart for axisymmetric modes �i.e., m
=0�, the modes occur in pairs such that for every �m ,n�
mode, there is a corresponding �−m ,n� mode. Consider the
case in which there are just three modes. Two of these
modes, a1 and a2, are degenerate in the sense that they have
equal and opposite spinning mode number m and hence
�mn=�−mn=�0. These two modes are assumed to be excited
close to their cut-on frequency. The third mode, a3, is as-
sumed to be excited well away from its cut-on frequency and
hence �1−�mn

2 �1. Equation �7� for this case may be writ-
ten as

�p1

p2

p3
� = �

�1 − �0
2F11

�1 − �0
2F12 F13

�1 − �0
2F21

�1 − �0
2F22 F23

�1 − �0
2F31

�1 − �0
2F32 F33

��a1

a2

a3
� . �21�

Following Eq. �18� and that the singular values �i of D are
related to the eigenvalues �i of DHD by �i=�i

2, the condition
number 	�D� can be rewritten as

	�D� =��max

�min
, �22�

where �max and �min may be deduced from the following
eigenvalue equation

det�DHD − �I� = 0, �23�

where I is the identity matrix. It is shown in the appendix
that for this three-mode inversion the behavior of 	�D� in the
vicinity of cut-on frequencies is of the form

FIG. 3. �Color online� Variation with frequency of the condition number of
D accounting for the inversion of all cut-on modes by a geodesic sensor
array. The function given by Eq. �24� is fitted at frequencies close to cut-on
frequencies.

FIG. 4. �Color online� Variation with frequency of the condition number of
D accounting for the inversion of all cut-on modes by a geodesic sensor
array. The function given by Eq. �31� follows the overall variation between
cut-on frequencies.
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	�D� �
A�ka�

�1 − �0
2
, �0 � 1, �24�

where A�ka� is a complicated factor involving combinations
of Bessel functions and is a slowly varying function of fre-
quency. Equation �24� is plotted in Fig. 3 for a number of
modes close to their cut-on frequencies, where A is adjusted
to give best fit to the exact variation in each case. This
asymptotic dependence is found to be in close agreement
with the exact variation of 	�D� at frequencies in the vicinity
of the cut-on frequencies. Even though this analysis is car-
ried out for the inversion of just three modes with three sen-
sors, Eq. �24� also applies to the inversion of a much larger
number of modes and microphones. The singular behavior of
	 poses a particular problem at high frequencies when the
modal cut-on frequencies become increasingly closer to-
gether. The effect of measurement noise on the inversion
accuracy of the modal amplitudes, in dB, can be quantified
from

� = 20 log10	 �â − a�2

�a�2

 . �25�

Clearly, this parameter cannot be evaluated in practice since
a cannot be known a priori. The reconstruction accuracy
parameter � versus frequency for a set of modes with unit
amplitudes and a signal to noise ratio �SNR� of 20 dB is
shown in Fig. 5. It is seen that at low ka, � is of similar
values to the SNR. This is because as ka�0 and hence
K /L��, the inversion of the modal amplitudes tends to
be exact. Only the noise is therefore not inverted and
hence ��SNR. Consistent with Fig. 4, the reconstruction
accuracy is poor at the cut-on frequencies.

We now investigate the frequency variation of 	�D� at
frequencies in between the cut-on frequencies. In the absence
of flow, the number of modes L with cut-on frequencies be-
low a frequency ka is approximately given by10

L�ka� �
1

2
ka + 	1

2
ka
2

. �26�

The number of propagating modes � within a unit frequency
band is therefore given by

��ka� =
L�ka + �ka� − L�ka�

�ka
�

dL

d�ka�
� ka . �27�

It therefore follows that the average frequency separation
between adjacent cut-on modes is

�ka �
1

ka
. �28�

Consider a single mode excited at its cut-on at frequency,
ka=	mna, such that ��ka�=1. Its cut-on ratio at the next
average cut-on frequency ka+�ka, from Eq. �28�, is there-
fore given by

�mn�ka + �ka� =
	mna

ka + �ka
�

1

1 + �1/ka�2 . �29�

Substituting Eq. �29� into Eq. �24� gives

�	�D��ka+�ka �
A�ka�

�1 − �1 + �ka�−2�−2�1/2 ��mn � 1� . �30�

Equation �30� can be written as a series expansion in ka,
which to leading term, is of the form

�	�D��ka+�ka �
A�ka�

�1 − �1 − 2�ka�−2��1/2

� A�ka� · ka ��mn � 1� . �31�

Putting A�ka�=constant, the function given by Eq. �31� is
shown in Fig. 4 and is in good agreement with the varia-
tion of the lower envelope of 	�D� versus frequency. At
frequencies not too close to a cut-on frequency, the gen-
eral trend in the condition number therefore increases as
ka, which is slow compared to the rapid variation close to
the cut-on frequencies.

V. INTERPRETATION OF POOR CONDITIONING BY
THE USE OF THE SINGULAR VALUE
DECOMPOSITION OF THE DIRECTIVITY MATRIX

The analysis of radiation problems using the SVD have
been extensively investigated11–16 by expressing the radiated
pressure in terms of the velocity distribution on the source
plane and a Green function matrix. In this paper, the radia-
tion problem from a ducted fan inlet is analyzed using a
different approach since the radiated pressure is directly re-
lated to mode amplitudes via a directivity matrix. The SVD
of the directivity matrix D is useful in providing greater in-
sight into the physical cause of ill-conditioned mode inver-
sion at frequencies in the vicinity of the cut-on frequencies.
Introducing Eq. �14� into Eq. �7� and pre-multiplying by the
unitary matrix U �i.e. UHU=I� yields

UHp = �VHa . �32�

The unitary properties of U and V enable the investigation of
the radiated pressures and mode amplitudes into another set

FIG. 5. �Color online� Variation with frequency of the reconstruction accu-
racy parameter �.
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of basis functions. Denoting p̃=UHp as a vector of trans-
formed complex pressures and ã=VHa as a vector of trans-
formed mode amplitudes, Eq. �32� shows that

p̃ = �ã . �33�

The vectors of transformed mode amplitudes and acous-
tic pressures are related by the singular values of the direc-
tivity matrix. Thus p̃ and ã are both linear combinations of
their respective original vectors p and a. These transformed
vectors depend on the TCS sensor array and therefore deter-
mine how the modal distribution over the duct outlet is
coupled with the sound field detected by the TCS sensor
array. The right singular vectors contained in V possess in-
formation about the modal distribution over the duct outlet
cross section. Similarly the left singular vectors contained in
the unitary matrix U possess information relating to the ra-
diated sound field. It should be noted that the transformation
process associated with the SVD is dependent upon the ge-
ometry of the TCS array. It is therefore important to investi-
gate the behavior of the singular values as well as the right
and left singular vectors of the directivity matrix. The physi-
cal interpretation of these quantities is discussed below.

A. Interpretation of singular values

We now demonstrate that the singular values of D,
which in Sec. III B have been shown to be fundamental in
determining the robustness of the inversion, relate directly to
the radiation efficiency of the transformed modes. We recall
that the time-averaged radiated acoustic power is approxi-
mately given by

W =
1

2�c
pHp�S , �34�

where � and c are the air density and speed of sound and �S
is the average surface area occupied by a single microphone
on the TCS. Noting that p=Up̃, the unitary properties of the
matrix U lead to the expression for the radiated power of the
form

W =
1

2�c
p̃Hp̃�S . �35�

Equations �34� and �35� are analogous to Parseval’s theorem
in spectral analysis. Introduction of Eq. �33� into Eq. �35�
gives

W =
1

2�c
ãH�T�ã�S �36�

=
�S

2�c
�
i=1

L

�ãi�2�i
2. �37�

Equation �36� suggests that the total mean radiated acoustic

power can be written as the sum of the acoustic powers W̃i in
each of the transformed modes

W = �
i=1

L

W̃i. �38�

The singular values �i may therefore be interpreted as a mea-
sure of radiation efficiencies of the transformed modes

�i
2 =

�cW̃i

aD i
2�S

, �39�

where aD i
2= �1/2��ãi�2. Figure 6 shows the variation frequency

of the three largest singular values. These maximum singular
values describe the radiation efficiency of transformed
modes and have similar trend to the radiation efficiency of
acoustic duct modes as shown in Morfey.17 On the other
hand, the variation with frequency of the smallest singular
value shown in Fig. 7 has a totally different behavior. This
singular value decreases significantly at cut-on frequencies.
This clearly demonstrates that this minimum singular value
is responsible for the large order of magnitudes of the con-
dition number at cut-on frequencies as shown in Fig. 4. The

FIG. 6. �Color online� Variation with frequency of the three largest singular
values for a geodesic sensor array.

FIG. 7. �Color online� Variation with frequency of the smallest singular
value for a geodesic sensor array.
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radiation efficiency of the transformed mode associated with
this singular value is indeed very low at cut-on frequencies.
The distribution of singular values is also important in deter-
mining which transformed modes dominate the sound field
detected by the TCS array. Robust inversion will be achieved
if the modal information detected by the TCS array is evenly
distributed across these transformed mode amplitudes. The
ideal case from Eq. �18� is that all singular values are equal
and hence the condition number is equal to unity. Figure 8
shows the spectrum of singular values of the modal directiv-
ity matrix for a geodesic sensor array at a frequency very
close to a cut-on frequency ka=18.64 �i.e., that is �
=0.9999� and at a frequency away from this cut-on fre-
quency ka=19. At the cut-on frequency, the spectrum dis-
plays a gradual decay of singular values followed by a
well-defined gap in the magnitudes of the very small �
values. At the frequency away from the cut-on frequency,
a similar gradual decay in the spectrum of singular values
can be observed but the magnitude of the very small �
values has been increased and the � spectrum is now
smooth. The gradual decay of the singular values is inher-
ent in ill-posed problems. However, the well-defined gap
found in the � spectrum close to the cut-on frequency
affects two singular values only. At frequencies away
from the cut-on frequency, the modal information associ-
ated with these two very small singular values is no longer
negligible. We now show below that each transformed
mode associated with each singular value comprises com-
paratively few acoustic duct modes. This explains the rea-
son for the different behavior in the singular value spectra
shown in Fig. 8.

B. Interpretation of singular vectors

If vi denotes the ith column vector of the matrix V, from
Eqs. �32� and �33� the ith transformed mode amplitude is
given by

ãi = �
j=1

L

v ji
* aj . �40�

The jth element of the ith singular vector, v ji, therefore
quantifies the content of acoustic modes in the ith trans-
formed mode. Thus only the first L transformed pressures
contribute to the sound field. Acoustic modes associated
with the first singular vector �i.e., with largest value �1�
are those “best detected” by the TCS array. Conversely,
the transformed mode associated with the smallest singu-
lar value �L is most weakly detected and is the cause of
the poor conditioning of the inversion. It is therefore in-
teresting to investigate the modal content of ã to under-
stand how acoustic modes are coupled with a particular
sensor array as well as to understand which acoustic
modes are responsible for ill conditioning. Figure 9 shows
the modal content sorted with the cut-on ratio of the right
singular vectors associated with large singular values �i.e.,
i=1,2 ,4 ,7� and Fig. 10 shows the modal content of the
right singular vectors associated with the smallest singular
values �i.e., i=106, 107, 108, 109� for a geodesic sensor
array at ka=18.64 with 109 cut-on modes. Prior to analyz-
ing the content of these singular vectors, it is important to
note that, although such content differs with sensor arrays,
the following properties are found with all the sensor ge-

FIG. 8. �Color online� Spectrum of singular values for a geodesic array
diamonds at the cut-on frequency ka=18.64 and circles away from cut-on
frequency ka=19.

FIG. 9. �Color online� Content of acoustic modes within right singular vec-
tors associated with large singular values at ka=18.64.

FIG. 10. �Color online� Content of acoustic modes within right singular
vectors associated with small singular values at ka=18.64.
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ometries studied by Castres, Joseph, and Astley.5 It is in-
teresting to observe that each singular vector comprises
only a few acoustic duct modes. Moreover, well cut-on
modes are found within singular vectors associated with
large singular values. Conversely, singular vectors associ-
ated with small singular values contain nearly cutoff
modes. In particular, the singular vectors v108 and v109
associated with the two smallest singular values that are
the cause of the ill conditioning �see Fig. 8� each contain
only a single duct mode as shown in Fig. 10. These modes
are found to be those with �=0.9999.

By analogy with Eq. �40�, the transformed mode shape
functions over the duct cross section may be defined as fol-
lows:

�̃i = �
j=1

L

vij
* � j . �41�

With reference to Figs. 9�a� and 10�d�, at ka=18.64, �̃1 is
the mode shape function whose radiation is best detected

by the sensor array while the radiation from �̃109 is the
least well detected and hence is most sensitive to measure-
ment noise. The transformed mode shape functions for a
geodesic sensor array at ka=18.64 are shown in Figs.
11�a� and 12�a� for the the 1st, 2nd, 4th and 7th largest
singular values and the four smallest singular values, re-
spectively. The radiation patterns of the transformed
modes i=1, 2, and 4 have characteristics of monopolar,
dipolar, and quadrupolar radiation, respectively, whereas
i=7 has characteristics of higher order radiation. These
modes are associated with the largest singular values and
hence radiate with greatest efficiency. Conversely, the
transformed modes i=106→109 exhibit very high order
radiation and therefore radiate very inefficiently. The con-
tribution of these transformed mode shape functions to the
overall sound field are represented by the transformed
pressures, prescribed by the left singular vectors ui �i.e.,
the ith column vector of U� and are shown in Figs. 11�b�
and 12�b�. From Figs. 11 and 12, there is a close relation-
ship between the transformed mode shape functions de-
fined in Eq. �41� and the left singular vectors ui.

VI. METHODS FOR IMPROVING INVERSION
ROBUSTNESS

Previous sections have shown that modal inversion per-
formed at frequencies close to the modal cut-on frequencies
is very poorly conditioned. This results in poor reconstruc-
tion accuracy at these frequencies, as shown in Eq. �10�. It is
therefore necessary to constrain the solution to make it more
stable to nonquantifiable errors and hence provide good in-
version accuracy. The use of such procedures is aimed at
constraining the original solution and is called regularization.
The most common approach to regularization is to penalize
the norm of the solution a. This is called the Tikhonov regu-
larization scheme. We seek the vector of modal amplitudes
that ensures that �p̂−Da�2

2+��Ra�2
2 is a minimum, i.e.,

�J�a=0, where J is the following cost function:

J = �
k=1

K

�nk����2 + �
k=1

P

�yk����2 = nHn + yHy , �42�

where y=��Ra is the constraint on the magnitude of the
solution and � is a specified weighting factor, often called
the Tikhonov parameter. Here R is the regularizing matrix
that specifies the distribution of weighting between the
various modes. If the constraint is applied uniformly on
the solution, then R=I and the Tikhonov regularization
scheme is said to be in standard form. We have shown that
the smallest singular values are due to modes very close to
cut-off and are therefore very sensitive to measurement
noise and modeling errors and consequently have a dis-
proportionate influence on the solution, as shown in Eq.
�15�. As an attempt to prevent this from occurring, the
following regularization matrix is defined:

R = �IL−Q 0

0 SQ
 SQ = diag�1/�Di�� . �43�

Here, SQ is a diagonal matrix whose elements comprise the
norm of the column vectors of D for Q modes with �i

�0.99. Thus modes closest to cutoff are penalized most in
the cost function since from Eq. �2�, �Di��0 as ��1.
The underlying idea of this scheme is that a regularized
solution having a suitably small residual norm and satis-
fying the additional constraint will not deviate too far
from the desired, unknown solution. It may be shown that
the constrained least squares solution may be written as

âR = D#p̂ , �44�

where

D# = �DHD + �RHR�−1DH. �45�

The appropriate perturbation bound 	�, which relates the er-
ror in the solution to errors found in the pressure measure-
ments

�e�
�a�

� 	�

�n�
�p̂�

�46�

is now of the form18,19

	� =
�D��R−1�

2��
. �47�

Since the constraint on the norm of the solution introduces
some inaccuracies, the Hansen L-curve analysis20 is per-
formed to determine values of � that afford the best trade-off
between the minimization of the residual error �p̂−Da� and
inaccuracies due to regularization Figures 13 and 14 show
the variation of 	 and � before and after regularization,
respectively. However, at frequencies at which Eq. �10� is
well conditioned, the error found in the constrained least
squares solution is larger than when unconstrained. Thus,
regularization gives significant improvement in inversion
accuracy at frequencies close to the cut-on frequencies
and no improvement at frequencies well away from the
cut-on frequencies.
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VII. CONCLUSION

This paper has described an inverse technique for deter-
mining the least squares estimate of the mode amplitudes in
a fan inlet from external pressure measurements. It was
shown that the condition number of the modal directivity
matrix to be inverted is an essential parameter in assessing

the robustness of this technique. Numerical simulations us-
ing a particular microphone arrangement on the TCS were
performed to investigate the variation of the condition num-
ber of the directivity matrix over a broad range of frequen-
cies. It was found that the mode inversion technique is highly
sensitive to noise at the modal cut-on frequencies, which can

FIG. 11. �Color online� �a� Trans-
formed mode shape functions as de-
fined by Eq. �41� and �b� left singular
vectors associated with the 1st, 2nd,
4th and 7th largest singular values.
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be problematic at high frequencies when the modal cut-on
frequencies become increasingly closer together. An analyti-
cal expression for the condition number in the simple case of
inverting three modes by three microphones was investi-
gated. It showed that the condition number is critically high
at the cut-on frequencies, and increases slowly with fre-

quency between these cut-on frequencies. A reconstruction
accuracy parameter has been defined to assess the inversion
accuracy of the modal amplitudes. Although this parameter
cannot be evaluated experimentally since it requires the a
priori solution, it was shown to be consistent with the varia-
tions of the condition number of the directivity matrix. It was

FIG. 12. �Color online� �a� Trans-
formed mode shape functions as de-
fined by Eq. �41� and �b� left singular
vectors associated with the four small-
est singular values.
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found that the modal inversion accuracy was poor in the
vicinity of the modal cut-on frequencies. A physical interpre-
tation of the SVD of the directivity matrix was also given in
this paper. This has enabled an understanding of the reasons
for the ill conditioning as well as the detection performance
of the modal information radiated from the inlet by a given
sensor array. It was shown to be useful to expand the radiated
field at the sensors in terms of a new set of modes that are
transformations of the original duct modes. Singular values
were shown to give a measure of the radiation efficiencies of
the transformed modes. Each of these transformed modes
was found to have a specific content of acoustic modes
which varies with frequency and sensor positioning. This
content therefore determines the coupling between the radi-
ated modal information and the sensor positioning. It was
shown that efficiently radiating transformed modes contain
well cut-on modes while inefficient ones contain modes
close to cut-off. Transformed mode shape functions were de-
fined and were found to have very efficient radiation patterns
of monopole, dipole, and quadrupole behaviors. These trans-

formed mode shape functions were also found to be closely
related to the transformed pressures prescribed by the left
singular vectors of the directivity matrix. Finally, a regular-
ization scheme was described and was shown to improve the
inversion robustness at the cut-on frequencies. The experi-
mental data obtained from external pressure measurements in
the near field of a scale model fan rig will be presented in a
subsequent paper. Generally, it was shown that TCS mounted
microphone arrays are able to provide a valuable method for
performing mode detection in ducts.
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APPENDIX: ASYMPTOTIC BEHAVIOR OF THE
CONDITION NUMBER

Consider the inversion of three modes by three micro-
phones, with the pair of least cut-on modes of identical
cut-on ratio �1=�2=�0�1. For this problem the directivity
matrix D is then given by Eq. �21�, where Fij is a factor
deduced from Eq. �20� for the mode j at microphone i. From
Eq. �18�, 	�D� is found from the ratio of the maximum to
minimum singular values of D. These singular values turn
out to also be equal to eigenvalues of the Hermitian matrix
DHD, which can be written as

��0
2H1 �0

2H4 �0H5

�0
2H4

* �0
2H2 �0H6

�0H5
* �0H6

* H3
� , �A1�

where �0=�1−�0
2 and the Hi’s are linear combinations of

Fij’s. The eigenvalues of this matrix are found from Eq.
�23�, namely

det�DHD − �I� = 0, �A2�

which leads to the following cubic characteristic equation:

�3 − �H3 + �0
2K1��2 + ��0

4K2 + �0
2K3�� − �0

4K4 = 0, �A3�

where Ki’s are frequency dependent constants. In order to
study how the behavior of the condition number is influ-
enced by the pair of least cut-on modes, it is necessary to
find an approximate solution for the eigenvalues as �0�1
and therefore �0�0. Expanding the solution of Eq. �A3�
into a regular series in �0,

� = �0 + �1�0
2 + �2�0

4 + ¯ �A4�

introducing Eq. �A4� into Eq. �A3� and solving for the terms
of order O��0

0� yields

�0
2��0 − H3� = 0. �A5�

Solving for the coefficients of order O��0
0� yields the three

eigenvalues

FIG. 13. �Color online� Variation with frequency of perturbation bounds for
the unconstrained and the nonuniform constrained least squares solutions.

FIG. 14. �Color online� Variation with frequency of the reconstruction ac-
curacy for the unconstrained and the nonuniform constrained least squares
solutions.
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�0 = 0,0,H3. �A6�

Now solving for the terms of order O��0
2� yields

�3�0
2 − 2�0H3��1 − �0�K1�0 − K3� = 0 �A7�

and therefore the coefficients of order O��0
2� of the three

eigenvalues are

�1 =
K1�0 − K3

3�0 − 2H3
. �A8�

The maximum and minimum eigenvalues to second order
O��0

2� are found to be

�max = H3 +
K1H3 + K3

H3
�0

2,

�min =
K3

2H3
�0

2. �A9�

As �0�0, one can deduce from Eq. �A9�

�max

�min
�

2H3
2

K3�0
2 +

K1H3 − K3

K3
. �A10�

Therefore the behavior of the condition number of the direc-
tivity matrix in the vicinity of the cut-on frequencies is of the
form

	�D� �
A�ka�

�1 − �0
2

��0 � 1� . �A11�
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The single-scattering solution is implemented in a formulation that makes it possible to accurately
handle solid-solid interfaces with the parabolic equation method. Problems involving large contrasts
across sloping stratigraphy can be handled by subdividing a vertical interface into a series of two or
more scattering problems. The approach can handle complex layering and is applicable to a large
class of seismic problems. The solution of the scattering problem is based on an iteration formula,
which has improved convergence in the new formulation, and the transverse operator of the
parabolic wave equation, which is implemented efficiently in terms of banded matrices. Accurate
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I. INTRODUCTION

The parabolic equation method provides an excellent
combination of accuracy and efficiency for many problems
in ocean acoustics.1 This approach is based on the assump-
tion that outgoing energy dominates backscattered energy,
which is neglected. One of the key unresolved issues is to
improve accuracy for problems involving elastic layers in the
sediment.2–5 Continuous depth dependence and horizontal in-
terfaces can be handled accurately by working in the �ux ,w�
formulation,6 where ux is the horizontal derivative of the
horizontal displacement and w is the vertical displacement.
In this paper, we describe an approach based on the �ux ,w�
formulation that accurately handles range dependence, such
as sloping interfaces between solid layers.

Several approaches have proven to be effective for han-
dling range dependence in purely acoustics problems. The
standard approach is to approximate a range-dependent me-
dium in terms of a series of range-independent regions, use
the parabolic wave equation to propagate the field through
each region, and apply an energy-conservation7,8 or
single-scattering9 correction at the vertical interfaces be-
tween regions. Some progress has been made for problems
involving elastic layers, but this case has not been fully re-
solved. An approximate energy-conservation correction pro-
vides improved accuracy.10 An improved energy-conser-
vation correction has been proposed11 but has not been suc-
cessfully implemented. In its original form, the single-
scattering correction for elastic media is only applicable to
problems involving weak contrasts across interfaces.12 Ap-
proaches based on coordinate mapping13 and rotation14 are
applicable to a wide class of range-dependent problems, but
they only address the issue of a sloping fluid-solid interface.

There is a need for a general approach for handling sloping
interfaces between solid layers and range dependence within
solid layers.

In this paper, we describe a single-scattering correction
that is based on the �ux ,w� formulation, can handle large
contrasts across interfaces, and should provide accurate so-
lutions for a large class of seismic problems. The single-
scattering approach is based on an iteration formula that has
convergence problems in the original implementation.12 We
show that this limitation can be reduced by working in the
�ux ,w� formulation and eliminated by approximating a large-
contrast interface in terms of a series of small-contrast inter-
faces. The �ux ,w� formulation and the parabolic equation are
discussed in Sec. II. The single-scattering solution is derived
in Sec. III. The accuracy and capability of the approach are
illustrated in Sec. IV.

II. THE PARABOLIC EQUATION

We work in the frequency domain and consider a two-
dimensional problem, where z is the depth and the range x is
the horizontal distance from a source. The compressional and
shear wave speeds cp and cs are related to the density � and
the Lamé parameters � and � by �cp

2 =�+2� and �cs
2=�.

Attenuation is taken into account by allowing cp and cs to be
complex. A problem is said to be range dependent when �,
�, and � depend on x. Range dependence can be handled by
approximating the medium in terms of a series of range-
independent �or stratified� regions. The vertical interfaces be-
tween regions can be handled with the approach described in
Sec. III.

In each range-independent region, the displacements u
and w satisfy the equations,6

a�Present Address: Graduate School Of Oceanography, University of Rhode
Island, Narragansett, Rhode Island 02882.
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�� + 2��
�2ux

�x2 +
�

�z
��

�ux

�z
� + ��2ux

+ �� + ��
�3w

�x2 � z
+

��

�z

�2w

�x2 = 0, �1�

�
�2w

�x2 +
�

�z
��� + 2��

�w

�z
� + ��2w

+ �� + ��
�ux

�z
+

��

�z
ux = 0, �2�

ux �
�u

�x
, �3�

where � is the circular frequency. These equations are de-
rived from the standard equations of motion for an isotropic
medium15 and are in the form

�L
�2

�x2 + M��ux

w
� = 0, �4�

where the matrices L and M contain depth operators and the
properties of the medium. Multiplying Eq. �4� by L−1, we
obtain

� �2

�x2 + L−1M��ux

w
� = 0. �5�

Factoring the operator in Eq. �5�, we obtain

� �

�x
+ i�L−1M�1/2�� �

�x
− i�L−1M�1/2��ux

w
� = 0, �6�

where the factors correspond to outgoing and backscattered
energy. Assuming that outgoing energy dominates incoming
energy, we obtain the �ux ,w� parabolic equation,

�

�x
�ux

w
� = i�L−1M�1/2�ux

w
� , �7�

which can be implemented numerically to efficiently propa-
gate the field through each range-independent region.5,16

III. VERTICAL INTERFACES

The displacements and the stresses,

�xx = �� + 2��
�u

�x
+ �

�w

�z
, �8�

�xz = �
�u

�z
+ �

�w

�x
, �9�

must be conserved across a vertical interface between two
range-independent regions. Since the tangential stress �xz

vanishes at a free boundary and is conserved across a hori-
zontal interface, it is necessary to implement the vertical in-
terface conditions with care to avoid a singularity.12 Since u
is continuous across a vertical interface, so is its depth de-
rivative, and an effective approach for eliminating the singu-
larity is to add a multiple of this quantity to Eq. �9� to obtain

�xz + �0
�u

�z
= ��0 + ��

�u

�z
+ �

�w

�x
, �10�

where �0 is an arbitrary constant �such as a representative
value of ��. From Eqs. �2�, �9�, and �10�, we obtain

−
��xz

�x
− �0

�ux

�z
=

�

�z
��� + 2��

�w

�z
�

+ ��2w + �� − �0�
�ux

�z
+

��

�z
ux. �11�

From Eqs. �8� and �11�, we obtain the following relations
between the dependent variables and the quantities that must
be conserved across vertical interfaces:

��xx

w
� = R�ux

w
� , �12�

�

�x� u

− �xz − �0
�u

�z
	 = S�ux

w
� , �13�

R � �� + 2� �
�

�z

0 1
	 , �14�

S � � 1 0

�� − �0�
�

�z
+

��

�z

�

�z
�� + 2��

�

�z
+ ��2	 . �15�

We use the subscripts i, r, and t to denote the incident, re-
flected, and transmitted fields and the subscripts A and B to
denote the regions on the incident and transmitted sides of
the vertical interface. Conserving the quantities in Eqs. �12�
and �13� and using Eq. �7� to eliminate the range derivative,
we obtain

RA
�ux

w
�

i
+ �ux

w
�

r
� = RB�ux

w
�

t
, �16�

SA�LA
−1MA�−1/2
�ux

w
�

i
− �ux

w
�

r
�

= SB�LB
−1MB�−1/2�ux

w
�

t
. �17�

The negative sign in Eq. �17� accounts for the fact that the
reflected field is incoming. Eliminating the transmitted field,
we obtain

SA�LA
−1MA�−1/2
�ux

w
�

i
− �ux

w
�

r
�

= SB�LB
−1MB�−1/2RB

−1RA
�ux

w
�

i
+ �ux

w
�

r
� . �18�

To obtain a solution that is easily implemented in terms of
banded matrices, we rearrange Eq. �18� into the iteration for-
mula,
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�ux

w
�

r
=

� − 2

�
�ux

w
�

r
+

1

�
�
�ux

w
�

i
+ �ux

w
�

r
� , �19�

� � I − �LA
−1MA�1/2SA

−1SB�LB
−1MB�−1/2RB

−1RA, �20�

where ��2 is a convergence parameter. This iteration for-
mula converges when the contrast across the vertical inter-
face is sufficiently small. When the contrast is relatively
large, convergence can be improved by increasing �. After
the iteration converges, Eq. �16� is used to compute the
transmitted field, which is used as the starting field in the
next region.

When the contrast between layers is too large for the
iteration formula to converge, the interface can be divided
into a series of interfaces with smaller contrasts. This ap-
proach may break down when backscattering is significant
�e.g., for the case of a strong reflector�, but it should be
accurate for gradually range-dependent problems in which
outgoing energy dominates. For such problems, it should not
matter how the medium is discretized as long as the sam-
pling is sufficiently fine. In particular, a vertical interface can
be approximated in terms of a series of vertical interfaces
between arbitrarily thin regions. The single-scattering solu-
tion is then applied to each interface and multiple scattering
is neglected.

IV. EXAMPLES

In this section, we present solutions that demonstrate the
accuracy and capability of the single-scattering solution.
Each of the examples involves a line source in plane geom-
etry. For many seismic problems, it is necessary to use finer
grid spacings than are commonly used in acoustics, espe-
cially when shear waves are important and energy couples
between wave types and propagates at steep angles. We com-
pare the single-scattering solution with the uncorrected solu-
tion that conserves �ux ,w� across vertical interfaces. Our pur-
pose is to test these techniques rather than to consider
realistic examples.

Example A involves a 25 Hz source at z=100 m in a
medium with a sloping interface between two homogeneous
layers. The thickness of the lossless upper layer is 200 m at
r=0 and decreases linearly with range to 100 m at r=4 km.
The compressional and shear attenuations are both 0.5 dB/�
in the lower layer, which is modeled as a half space by arti-
ficially increasing the attenuation far below the interface.
The density of the lower layer is 1.5 times the density of the
upper layer. In the upper layer, we take cp=1500 m/s and
cs=700 m/s. In the lower layer, we consider the cases cp

=1700 m/s and cs=800 m/s, cp=2400 m/s and cs

=1200 m/s, and cp=3400 m/s and cs=1700 m/s. For the
numerical solution, we use the grid spacings 	r=5 m and
	z=0.25 m. For the rational approximation of the operator,
we use eight terms and expand about the reference wave
speed of 1000 m/s. We use one slice, iterate once for the
case �=2, and iterate ten times for the case �=4. In Fig. 1,
the �=4 solution is compared with the �ux ,w� conserving
solution, which has significant errors for all three cases of the
wave speeds. The �=2 and �=4 solutions are compared in

Fig. 2. Although it takes several iterations for the iteration
formula to converge over all depth, the single iteration solu-
tions �which are much more efficient� are nearly identical to
the multiple iteration solutions.

Example B is similar to example A, with the exception
that the density ratio is 2.5. We only consider the cp

=3400 m/s and cs=1700 m/s case for this example. We
consider the case �=4 with 20 iterations for both two and
four slices. We also consider the case �=2 with one slice and
one iteration. Results for example B appear in Fig. 3. There

FIG. 1. Compressional wave transmission loss at z=30 m for example A.
The dashed curves are the single-scattering solutions obtained using one
slice, �=4, and ten iterations. The solid curves are the �ux ,w� conserving
solutions. �a� The cp=1700 m/s and cs=800 m/s case. �b� The cp

=2400 m/s and cs=1200 m/s case. �c� The cp=3400 m/s and cs

=1700 m/s case. The errors in the �ux ,w� conserving solutions are typical of
what has been observed in related problems involving only compressional
waves �e.g., see Refs. 7 and 8�.
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are large errors in the �ux ,w� conserving solution. The �=4
solutions are nearly identical, which illustrates that vertical
interfaces can be subdivided repeatedly when outgoing en-
ergy dominates backscattered energy. The �=2 solution is in
excellent agreement with the �=4 solution despite the fact
that the iteration formula diverges when there is only one
slice. This is evidently an example of an asymptotic solution
in which the first term is useful even though the series di-
verges.

Example C is a benchmark problem that is obtained by
rotating a range-independent problem that consists of a
400 m thick elastic waveguide bounded above and below by
elastic half spaces. The density is 1.5 times greater in the half
spaces. The waves speeds are cp=2400 m/s and cs

=1200 m/s in the half spaces and cp=1500 m/s and cs

FIG. 2. Compressional wave transmission loss at z=30 m for example A.
The dashed curves are the single-scattering solutions obtained using one
slice, �=4, and ten iterations. The solid curves are the single-scattering
solutions obtained using one slice, �=2, and one iteration. �a� The cp

=1700 m/s and cs=800 m/s case. �b� The cp=2400 m/s and cs

=1200 m/s case. �c� The cp=3400 m/s and cs=1700 m/s case. Although it
takes several iterations for the scattered field to settle down, the solution
obtained using only one iteration is essentially identical to the solution ob-
tained using ten iterations.

FIG. 3. Compressional wave transmission loss at z=30 m for example B.
The dashed curves are the single-scattering solution obtained using two
slices, �=4, and twenty iterations. The solid curves are �a� the �ux ,w� con-
serving solution, �b� the single-scattering solution obtained using four slices,
�=4, and 20 iterations, and �c� the single-scattering solution obtained using
one slice, �=2, and one iteration. There are significant errors in the �ux ,w�
conserving solution. The fact that the solutions obtained using two and four
slices are nearly identical illustrates that interfaces can be subdivided repeat-
edly when outgoing energy dominates. Although the iteration formula di-
verges for this problem when only one slice is used, the solution obtained
using only one slice and one iteration is nearly identical to the solutions
obtained using multiple slices.
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=850 m/s in the waveguide. There is no attenuation in the
waveguide or the half spaces, with the exception of absorb-
ing layers that are placed far above and below the wave-
guide. A 10 Hz source is placed 100 m below the top bound-
ary of the waveguide. We obtain a reference solution by
solving the unrotated problem, which is range independent.
We obtain an equivalent range-dependent problem by rotat-
ing the medium so that the boundaries of the waveguide
slope upward a total of 300 m over 2 km for an 8.53 deg
slope. Results for example C appear in Fig. 4. There are large

errors in the �ux ,w� conserving solution. The single-
scattering solution is in good agreement with the reference
solution.

Example D involves a 2 Hz source at z=2500 m in a
medium with five layers and sloping interfaces. The proper-
ties of the layers are listed in Table I. The single-scattering
solution appears in Fig. 5. The second and third layers pinch
off and disappear near 20 and 25 km but return near 35 and
40 km. There is significant interaction of seismic waves at all
of the interfaces.

V. CONCLUSION

The single-scattering solution for range-dependent seis-
mic problems has been improved by implementing in the
�ux ,w� formulation and by using multiple slices to handle
vertical interfaces with large contrasts. Convergence is
greatly improved in this formulation and all convergence is-
sues can be eliminated by using a sufficient number of slices.
The accuracy of the single-scattering solution was tested for
a range-dependent problem that was obtained by rotating a
range-independent problem. Errors in the �ux ,w� conserving
solution were illustrated for several problems. It was demon-
strated that accurate solutions can often be obtained by using
only one slice and one iteration. The single-scattering solu-
tion should be accurate for a large class of seismic problems.

FIG. 4. Compressional wave transmission loss 100 m below the top bound-
ary of the waveguide for example C. This range-dependent problem is
equivalent to a range-independent problem that has been rotated. �a� The
problem consists of a parallel elastic waveguide bounded above and below
by elastic half spaces. The dashed curves are the solution of the equivalent
range-independent problem. The solid curves are �b� the single-scattering
solution and �c� the �ux ,w� conserving solution.

TABLE I. Properties of the layers for example D, where 
p and 
s are the
compressional and shear attenuations. The layers are numbered in order
starting from the top.

Layer cp �m/s� cs �m/s� � �g/cm3� 
p �dB/�� 
s �dB/��

1 1500 700 1.0 0.0 0.0
2 2000 950 1.2 0.1 0.2
3 2400 1200 1.4 0.1 0.2
4 2800 1600 1.7 0.2 0.4
5 3400 1700 2.0 0.5 0.5

FIG. 5. Compressional wave transmission loss for example D, which in-
volves a 2 Hz source and multiple layers with sloping interfaces. The prop-
erties of the layers are given in Table I.
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Cases that have not yet been fully addressed are variable
topography and the combination of fluid and solid layers.
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This work concerns modeling of very high frequency ��100 kHz� sonar images obtained from a
sandy seabed. The seabed is divided into a discrete number of 1D height profiles. For each height
profile the backscattered pressure is computed by an integral equation method for interface
scattering between two homogeneous media as formulated by Chan �IEEE Trans. Antennas Propag.
46, 142–149 �1998��. However, the seabed is inhomogeneous, and volume scattering is a major
contributor to backscattering. The SAX99 experiments revealed that the density in the
unconsolidated sediment within the first 5 mm exhibits a high spatial variation. For that reason,
additional roughness is introduced: For each surface point a stochastic realization of the density
along the vertical is generated, and the sediment depth at which the density has its maximum value
will constitute the new height field value. The matrix of the full integral equation is reduced to a
band matrix as the interaction between the point sources on the seabed is neglected from a certain
range; this allows computations on long height profiles with lengths up to approximately 25 m �at
300 kHz�. The equivalent roughness approach, combined with the band-matrix approach, agrees
with SAX99 data at 300 kHz. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2427127�

PACS number�s�: 43.30.Gv, 43.30.Hw, 43.30.Ft �SLB� Pages: 814–823

I. INTRODUCTION

Very high frequency ��100 kHz� sonar plays a key role
for naval mine detection and identification. This work is re-
lated to mines lying on the seabed, i.e., proud mines, and the
goal is modeling of high frequency sonar images. Sonar im-
ages of a sandy seabed are contaminated with clutter, a term
that refers to the noisy, or unwanted, component of the re-
ceived sonar signal; its strength governs the detection perfor-
mance of the backscattered pressure from an object, or, say,
the signal-to-reverberation ratio. Hence, clutter has a key role
in manually controlled as well as automated mine detection/
identification systems since it can affect the false alarm
rates.1 Clutter is the result of an oscillating pressure signal
scattered back from the seabed, where a complex wave in-
terference on the water/sediment interface and in the sedi-
ment volume occur.

Wave scattering from random rough surfaces can be
modeled by a field average over an ensemble of random
surfaces where the scattered acoustic power is derived ana-
lytically �see, e.g., Ref. 2 and Ref. 3, Chap. 9.3�. Alterna-
tively, the scattered pressure can be computed numerically
from a stochastic realization of the rough surface, that is, a

Monte Carlo approach �see e.g., Ref. 4�. A combination of
the average field method and the Monte Carlo approach has
been applied in some sonar simulation models.5,6 However,
such models generate energy-based reflectograms that do not
represent the rapid phase variations obtained from real sig-
nals. The field scattered from a rough interface can be com-
puted by the classical composite model,2,3 a combination of
the Kirchhoff approximation and the small perturbation ap-
proximation, but the small slope approximation, a relatively
new model, is valid for a broader range of surfaces �see, e.g.,
Ref. 3, Chap. 9.14 and Refs. 7 and 8�. The full integral equa-
tion solution and approximate integral equation methods
have been applied on 1D surfaces, see, e.g., Refs. 9–11.
Meanwhile, models for interface scattering are not sufficient
for acoustic field interaction with the seabed; acoustic waves
penetrate into the sediment and inhomogeneities induce a
scattered field. Jackson12–16 applied the small perturbation
approximation for frequencies below 100 kHz, that is, for
wavelengths greater than approximately 1.5 cm; for smaller
wavelengths the model can fail.17 At 140 kHz, volume scat-
tering from strongly inhomogeneous sediments can be the
dominating scattering mechanism,18 a conclusion that also
may be valid for the backscattering experiment at 300 kHz
conducted at the Sediment Acoustic Experiment in 1999
�SAX99�.19 Small scale measurements of the density and
sound speed variability conducted at SAX99 tend to confirm
that;20 within the first centimeter the sediment is unconsoli-

a�Electronic mail: gw@oersted.dtu.dk
b�Electronic mail: fja@oersted.dtu.dk
c�Electronic mail: j.bell@hw.ac.uk
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dated and the geoacoustical parameters exhibit a significantly
higher spatial variability than in the deeper parts of the sedi-
ment.

In the model presented here the rapid phase variations
are required, and a stochastic seabed realization that covers
all roughness scales, i.e., a full Monte Carlo approach, will
be applied. The sandy seabed is approximated by a discrete
number of 1D height profiles in planes similar to the sonar
beams. The height profiles are synthesized by application of
seabed roughness parameters acquired from stereo-
photogrammetric measurements at SAX99. The scattering
problem is solved by using the formulation by Chan,11 where
a rough interface divides two homogeneous fluids. Volume
scattering is taken into account by introducing the equivalent
roughness approximation: For each surface point a stochastic
realization of the density along the vertical is generated and
the sediment depth at which the density has its maximum
value will constitute the new height profile value. The new
height profile is subsequently filtered by an AR�1�-filter in
order to generate correlation along the horizontal direction.
The scattering matrix is reduced to a band matrix as interac-
tions between point sources on the seabed are neglected from
a certain range, and the reduction will allow computations of
long height profiles. The number of nonzero diagonals are
evaluated in terms of a tradeoff between accuracy and re-
quired height profile lengths. The equivalent roughness ap-
proach combined with the band-matrix approximation is
compared with SAX99 data at 300 kHz �see Ref. 21�.

All simulations are carried out with a 300-kHz sinusoid
and the speed of sound in water is assumed to be c1

=1500 m/s, thus the acoustic wavelength in water is �
=0.5 cm.

II. SEABED MODELING

In this section modeling of the rough water-sediment
interface as well as modeling of the density variations in the
upper sediment are described. The seabed is considered as a
height field; hence, the height, h, is a function of the ground
plane coordinates, x and y, i.e., h=h�x ,y�. In this work, the
sandy seabed is approximated by a discrete number of 1D
height profiles in planes similar to the sonar beams. Thus,
each height profile is given as

h = h�x� , �1�

where x is the ground range coordinate along the height pro-
file. Simulations by George22 indicate that the backscattering
characteristics are independent of sonar beam width, a result
that supports the height profiles approximation.

A. Interface roughness

The seabed roughness is characterized in terms of its
power spectrum, which according to, e.g., Briggs et al.,23 is
given by

P�fs� =
�

fs
� , �2�

where fs is the spatial frequency measured in cycles/cm, � is
the spectral intercept measured in cm3, and � is the spectral

exponent, which is dimensionless. Taking the logarithm on
each side of Eq. �2� yields

log10 P�fs� = log10��� − � log10�fs� , �3�

where the spectral intercept is found at fs=1, i.e., at one
cycle per centimeter. The power spectrum parameters are
estimated by in situ experiments with stereo-
photogrammetric equipment.1,23–25 The seabed may contain
several power laws distributed over the different spatial fre-
quencies. Here, a two-power-law spectrum is used,

P�fs� =�
�1fs

−�1, fs
�min� � fs � fs

�tr�,

�2fs
−�2, fs

�tr� � fs � fs
�max�,

0, elsewhere,
� �4�

where �1, �1, and �2, �2 are the spectral intercept and spec-
tral exponent for the the first and second power laws, respec-
tively. The minimum spatial frequency, fs

�min�, is governed
by the size of the experimental area; fs

�tr� is the transition
frequency between the two power laws; and the maximum
spatial frequency, fs

�max�, is related to the resolution of the
stereo-photogrammetric system.

Throughout this work �1, �1, �2, and �2 are based on
data presented in Ref. 23 �BAMS, 5 Oct. N, Table II, p. 511�.
The parameters are listed in Table I. Note, the maximum
spatial frequency is chosen to be fs

�max�=4 cycles/cm, al-
though the value is 5 cycles/cm in Ref. 23. This choice will
become clear in the following.

The height profiles are synthesized in the frequency do-
main. Equation �4� is realized by suppressing frequencies
below fs

�min� by application of a tapered cosine window,

W1�fs� = �1

2
�1 − cos��fs/fs

�min��� , �fs� � fs
�min�,

1, elsewhere,
� �5�

and, additionally, by suppressing frequencies above fs
�max� by

application of the following tapered cosine window,

W2�fs� = �1

2
�1 − cos	�

fg − fs

fg − fs
�max�
� , �fs� � fs

�max�,

1, elsewhere,
�

�6�

where fg is the Nyquist frequency. The Fourier transform of
the synthetic height profile, h�x�, is

H�fs� = N�fs�W1�fs�W2�fs��P�fs� , �7�

where N�fs� is the Fourier transform of a random Gaussian
variable with unit variance. The first and second order de-

TABLE I. Applied interface roughness parameters.

Two-power law
fs

�cm−1� �
�

�cm3�

Large scale 0.02–2.0 3.00 0.000 75
Small scale 2.0–4.0 3.81 0.001 31
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rivatives of the height profile are required in the scattering
formulation presented in Sec. III. Since

h�x� ↔ H�fs� , �8�

the surface derivatives are given by

dh

dx
↔ 2�ifsH�fs� , �9�

d2h

dx2 ↔ − 4�2fs
2H�fs� . �10�

If the equidistant step range along the ground range axis �the
x axis� is equal to

�x = 0.2� = 0.1 cm, �11�

the spatial Nyquist frequency is

fs
�Nyquist� = 5 cycles/cm. �12�

The Bragg spatial frequency �or wave number� for back-
scattering at zero grazing angle is

fs
�Bragg� = 4 cycles/cm �13�

�see the Appendix�; it is the maximum spatial frequency of
the rough surface where reinforcement of the backscattered
signal can occur. For a sonar model the grazing angle may
vary between, say, �=10° and �=75°, and consequently,
the Bragg wave numbers will approximately lie between
1 to 3.9 cycle/cm.

Figures 1–3 show W2�fs�, 2�ifsW2�fs�, and
−4�2fs

2W2�fs�, respectively. The tapered cosine window,
W2�fs�, suppresses undesired high frequency content in h�xn�
and its the first and second order derivative. The ground
range resolution, specified in Eq. �11�, has been selected such
that W2�fs� tapers off between the maximum Bragg wave
number and the Nyquist frequency, and that explains why the
implementation uses fs

�max�= fs
�Bragg�=4 cycles/cm and not

5 cycles/cm as in Ref. 23.
In the literature �x may vary from 0.2� down to 0.05�

�see, e.g., Ref. 4 �Appendix 1, Table 1�. Here, an analysis of
convergence has shown that a resolution of 0.2� yields back-

scattering strengths that nearly coincide with backscattering
strengths obtained at a resolution of 0.1�. Thus, a resolution
of �x=0.2� is applied. The distance between adjacent points
on the rough surface, i.e., the arc-length of the nth height
profile sample, �s�xn�, depends on the magnitude of the sur-
face derivative, ��xn�, by9

�s�xn� = ��xn��x , �14�

where xn is nth ground range sample, and where the mag-
nitude of the surface derivative is given by

�2�xn� = 1 + 	dh

dx

2

x=xn

. �15�

For very steep height variations in the profile the arc lengths
become large. The simplest way to decrease �s is by reduc-
ing �x, but that will increase the computational workload
drastically and include a large number of redundant or un-
necessary surface points. Instead, extra points are inserted
between points in the height profile when �s�� /4 �see,
e.g., Ref. 26�. The extra points are found by cubic spline
interpolations and, consequently, �x is no longer constant
and Eq. �14� yields

FIG. 1. The tapered cosine, frequency domain window, W2�fs�, see Eq. �6�.
It is applied on the surface, h, its derivative, dh /dx, and the second order
derivative, d2h /dx2.

FIG. 2. Frequency domain window applied to obtain the surface first order
derivative, dh /dx.

FIG. 3. Frequency domain window applied to obtain the surface second
order derivative, d2h /dx2.
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�s�xn� = ��xn��x�xn� . �16�

The number of extra points required depends inversely on
minimum spatial frequency. If fs

�min� decreases, the height
profile will contain larger height values and arc lengths
will increase. However, the minimum spatial frequency
applied here only results in a few percent extra surface
points. Equation �16� is applied in the implementation de-
scribed in Sec. III.

Figure 4 shows the roughness power spectrum of the
modeled interface; the spectrum shows an average of 5
roughness power spectra, and the maximum Bragg-
wavenumber for backscattering at 300 kHz �=4 cycles/cm�
is indicated by the solid vertical line.

B. Sediment density variations

The seabed may typically consist of sand, mud, stones,
plants, and different animal species, but in this work only a
sandy seabed sediment is considered. Experiments of the
vertical and horizontal density variations have been carried
out at the SAX99, and this section is solely based on results
obtained by Tang et al.20 The experiments showed that the
density variations are strongest within the first 5 mm of the
sediment, that is, the transition layer or unconsolidated sedi-
ment. For frequencies below 100 kHz, i.e., wavelengths
above approximately 1.5 cm, the density inhomogeneities do
not contribute to the scattering as the wavelength is greater
than the thickness of the transition layer. At frequencies
above 100 kHz inhomogeneities are believed to affect scat-
tering significantly.

The 3D spatial variations in the upper sediment layer,
that is, 0 to 6 cm, have been measured with an in situ mea-
surement of porosity �IMP� system that measures the vari-
ability of the electrical conductivity within the sediment. The
vertical density variations are considered in the following;
Eqs. �17�–�21� are taken from Ref. 20 �Eqs. �11�–�15��. For a
sandy sediment the mean density as a function of depth is

	m�z� = 1.98 − 0.4e−3.5z0.6
, �17�

where 	 is measured in g/cm3 and the depth z in cm. The
relative density variability,


 =
	�x,y,z� − 	m�z�

	m�z�
, �18�

is spatially nonstationary and follows the trend


m = 0.0152 − 0.096e−3.7z0.82
. �19�

The relative density variation is normalized by its trend pro-
file, Eq. �19�,

� =

�x,y,z�


m�z�
, �20�

where � is assumed to be a spatial stationary process. In the
vertical direction the power law spectrum yields

Pz�fs� =
w

fs
�	

, �21�

where w=6.76�10−2 cm1−�	 and �	=2.17. The power law
has been verified up to a spatial frequency of approxi-
mately fs=20 cycles/cm, which corresponds to a spatial
resolution of 0.5 mm �see Ref. 20 �Fig. 14��; above this
frequency the noise floor of the IMP is reached. From
these relations stochastic realizations of the sediment den-
sity are generated as a function of depth �see Fig. 5�.

C. The equivalent roughness profile

The high density variations in the first millimeters below
the water-sediment interface, i.e., the unconsolidated sedi-
ment, are believed to contribute significantly to the backscat-
tered field. In order to include density variations in a model
that only accounts for interface roughness scattering, an
equivalent roughness approach is presented here. Considered
from an acoustic point of view, there are numerous inter-
faces, or spatially distributed impedance contrasts, within the
first 5 mm that contribute to the wave interaction. Here, the
interface is redefined in terms of the density variations: For

FIG. 4. Power spectrum of the interface roughness between the water and
sediment; the spectrum has been acquired by optical means, i.e., stereo-
photogrammetric equipment. The dotted line represents the two-power law
power spectrum according to Eq. �4� with the parameters listed in Table I.
The solid, noisy, line is an average of five realizations.

FIG. 5. A total of 32 synthetic density profiles based on density parameters
listed in Table II and adopted from Ref. 20. The white dotted line represents
the mean density profile, 	m�z�, given in Eq. �17�.
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each point along the height profile a Monte Carlo realization
like the ones shown in Fig. 5 is carried out, and the depth
where the maximum density is found, z�xn ,	max�, forms the
new height profile value. At the present stage the equivalent
roughness is defined as

heq�xn� = h�xn� − z�xn,	max� . �22�

Along the horizontal direction the density variations also fol-
low a power spectrum �see Ref. 20 �Fig. 15��, but experimen-
tal data are only provided in the frequency range
0.06 to 2 cycles/cm, and at a minimum depth of 1 cm.
Here, we are interested in wave numbers up to
4 cycles/cm at sediment depths from 0 to 1 cm. Because
z�xn ,	max� tends to be white noise along the horizontal
direction, heq�xn� is filtered with an AR�1� low-pass filter
�see, e.g., Ref. 27� with coefficient , that is,

heqft�xn� = heqft�xn−1� + � − 1�heq�xn� . �23�

A single part of the results presented in Sec. IV is given in
advance by anticipating that =0.45; this value gives an
equivalent roughness profile, heqft�xn�, that results in mod-
eled backscattering strengths that approach experimental
data. The parameters applied for the generation of equiva-
lent roughness profiles are listed in Table II.

Figure 6 shows the spatial power spectra of the equiva-
lent roughness profile together with the equivalent roughness
interface in the case where the interface acquired by optical
means is perfectly flat, that is, h�xn��x0. The optically ac-
quired two-power law, i.e., Eq. �4�, is also shown. The power

spectra of the equivalent roughness profiles exhibit higher
levels for large wave numbers, i.e., from 0.4 to 4 cycles/cm,
than the optically acquired two-power law. Hence, an in-
crease in the backscattering level is expected there.

Figure 7 is an example of a 1.5-m-long height profile
based on optical data only, together with the corresponding
equivalent roughness profile. Figure 8 is Fig. 7 zoomed to
the range between 10 and 30 cm.

In the next section the field equations and the method
applied to calculate the scattered field from the interface are
presented.

III. FIELD EQUATIONS

In this work wave field propagation and scattering is
considered in two dimensions, a consequence of the height-
field to height-profiles approximation presented in beginning
of Sec. II. The e−i�t time dependence is assumed. Hence, a
two-dimensional diverging outgoing wave is described in
terms of the Hankel function of the first kind, H0

�1��z�. A
plane wave incident on the water-sediment interface on the

TABLE II. Applied sediment density parameters.

Direction Type Parameters

Vertical Power law �	=2.17
w=0.0676 cm1−�	

�fs=0.3–30 cm−1�
Horzontal AR�1� =0.45

FIG. 6. Spatial power spectra obtained as an average of five equivalent
roughness realizations based on spatial density parameters given in Table II.
The solid line �———� is the equivalent roughness according to Eq. �23�.
The thin dotted line �:� is the roughness solely estimated from the density
variations. The dashed line �– –� is the two-power law, see Eq. �4�, based on
parameters listed in Table I.

FIG. 7. Stochastic realizations of height profiles. The solid line �———�
represents the interface roughness and the dotted line �:� the equivalent
roughness.

FIG. 8. The height profile realization from Fig. 7 zoomed. The solid line
�———� represents the interface roughness and the dotted line �:� the
equivalent roughness. Note, the equivalent roughness exhibits higher small
scale variations.
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seabed is considered. The sediment is modeled as a fluid, i.e.,
the acoustic properties are fully described in terms of the
mass density and sound speed. The backscattered pressure
from the interface is the subject here. In Fig. 9 V1 represents
the water medium, with density 	1 and sound speed c1, and
V2 represents the sediment with density 	2 and sound speed
c2. Within V1 a source at infinity generates a plane wave
incident on the interface between the water and sediment; the
plane wave is tapered, i.e., it is of finite extent and excites
only a limited part of the seabed.

The field on the surface, S�, at infinity obeys Sommer-
feld’s radiation condition, i.e., the field vanishes here. The
pressure p at an observation point r within or on the bound-
ary of V1 can be expressed in terms of the Kirchhoff Helm-
holtz integral equation �see, e.g., Ref. 28�:

�1p�r� = pi�r� +
1

4i
�

−�

� 	p�r��
�H0

�1��k1�r − r���
�n�

− H0
�1��k1�r − r���

�p�r��
�n�


 ds�, �24�

where the integral represents the field scattered from the in-
terface s�, pi is the incoming field, r� is a point on s� and
serves as an integration variable, k1=� /c1 is the acoustic
wave number in the water, and � /�n�=� · n̂� is the gradient
projected onto the surface normal vector n̂� of unit length on
s�. Finally, the constant �1 on the left hand side of Eq. �24�
is, for j=1, given by

� j = �1, if r is inside Vj ,
1
2 , if r is on the boundary of Vj ,

0, if r is outside Vj .
� �25�

In the sediment, i.e., in V2, the integral equation becomes

− �2p�r� =
1

4i
�

−�

� 	p�r��
�H0

�1��k2�r − r���
�n�

− H0
�1��k2�r − r���

�p�r��
�n�


 ds�, �26�

where there is no incoming field from within V2, �2 is de-
fined in Eq. �25� with j=2, and the sign of the integral has
been reversed due to a 180° reversal of the normal vector, n̂�
�see Fig. 9�. The two integral equations, Eqs. �24� and �26�,
are coupled through the boundary conditions at the water-
sediment interface as

p1�r�� = p2�r�� , �27�

�p1�r��
�n�

=
1

�

�p2�r��
�n�

, �28�

where �=	2 /	1.
The gradient of the Hankel function projected onto the

surface normal �the left term inside the integral of Eq. �24�
and Eq. �26�� is considered next. The surface derivative of
the zeroth-order Hankel function of the first kind projected
onto the surface normal is

H0
�1��k�r − r���

�n�
= kH1

�1��k�r − r����r̂� · n̂�� , �29�

where r̂�= �r−r�� / �r−r��.
In the following, the position variables are written in

terms of a discrete surface and, thus, the observation point
vector r is given by �xm ,h�xm��, where m=1,2 , . . . ,N; the
integration variable r� is given by �xn ,h�xn��, where n
=1,2 , . . . ,N. The distance between the observation point m
and integration point n is

rmn = ��xm − xn�2 + �h�xm� − h�xn��2, �30�

and the unit vector pointing from n to m is

r̂mn =
1

rmn
� xm − xn

h�xm� − h�xn� � . �31�

The unit surface normal vector is given by

n̂�xn� =
1

��xn��� − �dh/dx��x=xn

1
� , �32�

where ��xn� is defined in Eq. �15�. The nth line segment that
points towards the mth observation point has an effective
length of

mn = �s�n�n̂�xn� · r̂mn, �33�

and combining Eqs. �14�, �31�, and �32� in Eq. �33� yields

mn = �x�n�
− �xm − xn���dh/dx��x=xn

+ �h�xm� − h�xn��

rmn
,

�34�

a factor applied in the discretization of the first integrand in
Eq. �26�. In order to find the scattered pressure the pressure
and pressure gradient on rough interface must be determined.
The establishment of the matrix equations for the coupled

FIG. 9. The geometry applied for the fluid-fluid model represented by the
coupled integral equations, Eqs. �24�–�26�. In the water, i.e., medium 1, a
tapered plane wave is incident from the infinity. Medium 2 represents the
homogeneous sediment.
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problem follows Chan,11 who used the collocation method to
obtain the following set of equations,

p�inc��xm� = �
n=1

N

amnF1�xn� + �
n=1

N

bmnF2�xn� , �35�

0 = �
n=1

N

cmnF1�xn� + �
n=1

N

dmnF2�xn� , �36�

where F1�x�= p�x� and F2�x�=��xn��p�x� /�n. For m�n,

amn = −
ik1

4
mnH1

�1��k1rmn� , �37�

bmn = �x�n�
i

4
H0

�1��k1rmn� , �38�

cmn =
ik1

4
mnH1

�1��k2rmn� , �39�

dmn = − ��x�n�
i

4
H0

�1��k2rmn� , �40�

where mn is defined by Eq. �34�. For m=n the coefficients
become

amm =
1

2
−

h��x��x�m�
4��m

2 , �41�

bmm = �x
i

4
H0

�1��k1�x�m��m/�2e�� , �42�

cmm =
1

2
+

h��x��x�m�
4��m

2 , �43�

dmm = − ��x�m�
i

4
H0

�1��k1�x�m��m/�2e�� . �44�

In matrix form the following is obtained,

�
a11 b11 a12 . . . a1N b1N

c11 d11 c12 . . . c1N d1N

] ] � � b2N b2N

] ] . . . . . . . . . . . .

aN1 bN1 aN2 . . . aNN bNN

cN1 dN1 cN2 . . . cNN dNN

��
F1�x1�
F2�x1�
]

]

F1�xN�
F2�xN�

� = �
pi�x1�

0

]

]

pi�xN�
0

� .

�45�

When the pressure and the pressure gradient on the interface
have been determined the resulting field at any observation
point in the water column can be determined. The far field
expression for the scattered field is

psc�r� =
1

4i
�
n=1

N � 2

�k1rn
eikrne−i�/4�ip�xn� −

�p

�n
�xn��

� �x�n� , �46�

where rn= �r−rn�.

IV. APPROXIMATIVE SOLUTION FOR LARGE
SURFACES

For very long height profiles the matrix in Eq. �45� be-
comes extremely large since a sonar’s field of view may
cover several square meters. Suppose a height profile of
length 20 m is required for modeling the sonar beam; a scat-
tering computation of a 300-kHz wave requires a height field
resolution equal to 1 mm, which yields a matrix of size
20 0002 or 2.3 Gigabytes. Iterative solutions to Eq. �45� can
be applied such as the conjugant gradient method �see Ref.
11� or the forward-backward method, similar to the Gauss-
Seidel procedure �see Ref. 10�. Here the direct method is
maintained, but the matrix is reduced to a sparse band matrix
by the insertion of zeros outside a certain number of diago-
nals,

�
a11 b11 . . . b1M a1,M+1 0 . . . 0

c11 d11 � ]

] �

cK1 0

aM+1,1 0

0 �

0 ]

] �

] � bNN

0 0 0 0 0 � . . . cNN dNN

� ,

�47�

with M diagonals below and M diagonals above the main
diagonal. This choice is based on the fact that the Hankel
function decays with range or, expressed in physical terms,
the pressure at a given observation point on the surface
mainly depends on the nearest neighbor points due to the
geometrical spreading of the scattered waves.

V. RESULTS

The incoming field is formed as a tapered plane wave
according to Ref. 9 �Eq. �11��, where the tapering parameter,
g, of the incoming plane wave is equal to L /4, and L is the
height profile length. Results are presented in terms of the
scattering strength,

SS = 10 log10 ���,�s� , �48�

where ��� ,�s� is the dimensionless scattering cross section.
For 2D wave propagation it is given by �see, e.g., Ref. 9, Eq.
�13��

���,�s� = �Is��s��r/IincL , �49�

where Iinc is the incident intensity and �Is��s�� is the scat-
tered intensity in the far field range r and averaged over
numerous surface realizations in the direction �s. Finally,
L is the profile length. Thus, � is the ratio of the acoustic
power scattered in direction �s to the power of the incoming
field with grazing angle �, and, hence, it is comparable with
the scattering cross section applied for 3D scattering prob-
lems.
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The equivalent roughness profiles applied in the follow-
ing correspond to the type of realizations shown in Figs. 7
and 8; the seabed parameters are depicted in Tables I and II.
The AR�1�-parameter value, =0.45 �see Eq. �23�� is found
to be an acceptable choice since the modeled backscattering
strengths match the experimental data reasonably well �see
below�. The spatial ground range resolution of a height pro-
file is � /5=1 mm, and the acoustic parameters used in the
simulations are, unless anything else is specified, as follows:
the speed of sound in water c1=1500 m/s, the sound speed
ratio �=c2 /c1=1.165, the water density 	1=1 g/cm3, and the
homogeneous sediment density 	1=1.8 g/cm3.

Figure 10 shows the bistatic scattering strength for an
incident field with a grazing angle, �i=25°, and a height
profile length of 120�. The interface has a pressure-release
boundary condition, which is established by setting 	2

=10−5 g /cm3. For the scattering problem on a pressure re-
lease surface the Kirchoff-Helmholtz integral equation re-
duces to

pi�r� =
1

4i
�

−�

�

H0
�1��k1�r − r���

�p�r��
�n�

ds�, �50�

and the solution, given by Eqs. �4�, �5�, and �8� in Ref. 9, is
applied as a first validation of the model presented here.

In Fig. 10 the full matrix solution based on Thorsos’s
solution is shown together with the solution provided by the
band-matrix method, with M =80, where M is the number of
nonzero diagonals to each side of the main diagonal. For the
scattering angles in the range from 0° to 10° the error de-
creases from 5 dB down to approximately 1 dB. From 10°
up to approximately 160° the solutions continue to coincide
within 1 dB.

Figure 11 shows the backscattering error between the
full matrix solution and the band matrix solution for different
values of M, i.e., M =20,40,80,160,320. The grazing angles
under consideration are �=1°, 5°, 10°, 20°, 30°,…, 90°, and
each point is an average of 20 surface realizations of length
200�=1 m. The errors increase dramatically for grazing

angles below 5°, where the most sparse matrix solution, i.e.,
M =20, has a maximum error of approximately 8 dB at �
=1°. The smallest error, at �=1°, is 1.8 dB for M =320. For
grazing angles above 5° the error for M =20 is within 1.5 dB,
1 dB for M =40, and for higher values of M below 0.5 dB.
Apart from computational accuracy, the computational effi-
ciency is another aspect that must be taken into account: The
capability of estimating the backscattered pressure from long
height profiles is needed. Therefore, a band matrix with M
=20 is chosen. It is unlikely that a sonar is directed toward
the seabed with a grazing angle of less than 5° and, therefore,
with M =20, an expected error of 1.5 dB is considered to be
acceptable.

The required CPU time as a function of height profile
length has been invested on a 3 GHz Pentium4™ processor
with 512 MB RAM, and computations have been made in
Matlab™ on a Windows-XP™ operating system. The maxi-
mum profile length that can be computed on the current plat-
form is N=25 000, which takes approximately 95 s; larger
matrices result in lack of workspace memory and cannot be
carried out. The applied incremental ground range resolution
is 1 mm, which yields a profile length of 25 m. The interpo-
lation that is carried out when the distances between adjacent
points on the height profile are larger that � /4 typically in-
creases the number of elements, N, by 3%, thus the actual
matrix length is N=25 750. Computation of a matrix of
length N=15 000, i.e., a profile length of 15 m, takes ap-
proximately 40 s, and a matrix with N=5000, i.e., a profile
length of 5 m, takes approximately 15 s.

Figure 12 shows different backscattering strengths com-
puted from equivalent roughness profiles; the grazing angle
resolution is 0.5°, and each curve represents an average of 50
surface realizations. All band matrix solutions use M =20,
i.e., 20 nonzero diagonals below and above the main diago-
nal of Eq. �47�. The backscattering strengths from the
equivalent roughness profiles of length Lx=200�, i.e., 1 m,
have been computed by the full matrix solution and the band
matrix solution. Additionally, backscattering strengths from
equivalent roughness profiles of length Lx=2000�, i.e.,

FIG. 10. Bistatic scattering strength for the equivalent roughness surface
subject to a pressure release boundary condition. The incoming wave has a
grazing angle of 25°. The solid line �———� is the full matrix solution and
the dash-dot line �–·–� is the band-matrix solution with M =80.

FIG. 11. Backscattering difference in dB between the full matrix solution
and the band matrix solution for different values of M as a function of
grazing angle. The curves are averages of 20 surface realizations of length
200�.
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10 m, have been computed with the band matrix solution.
The three solutions coincide within a few decibels with the
SAX99 data, i.e., XBAMS and BAMS presented in Ref. 21
�Fig. 5, p. 10� for grazing angles between 10° and 22°. The
backscattering strengths calculated from the interface found
by optical means, i.e., the stereo-photogrammetric equip-
ment, are for �=5° to 50°, approximately 15 dB weaker than
the strengths found from the equivalent roughness profiles.
For grazing angles between approximately 50° up to normal
incidence, i.e., 90°, this difference decreases gradually. The
model follows Lambert’s law for small grazing angles as
well as angles near normal incidence, i.e., for ��30° and
��80°, respectively.

VI. DISCUSSION

Apart from a strong spatial variability of the density,
experiments have also revealed a high spatial variability of
the sediment sound speed �see, for example, Refs. 20 and
25�, but sound speed variability is not included in the equiva-
lent roughness approximation.

The scattering model presented in Sec. III is adopted
from radar theory, where the interface between air and
ground has a significant impedance contrast, which conse-
quently yields a weak wave penetration into the ground.
Hence, interface scattering is the dominant scattering mecha-
nism, and the air and ground can be considered as homoge-
neous media. Prior to the development of the equivalent
roughness approach it was attempted to vary the sediment
density along each discrete surface point; that is, the density
ratio �, in Eqs. �40� and �44�, was replaced by �n, with n
=1,2 , . . . ,N, where N represents the total number of surface
points. The same principle was applied by varying k2, i.e.,
the sediment sound speed, along the height profile. However,
simulations did not show any change in the shape of the

backscattering curve, probably because the equations formu-
lated in Sec. III are formulated strictly for interface rough-
ness variations.

Another approach to compute the scattered field could
be a finite element model, also for 1D height profiles, of the
upper part of the sediment combined with a boundary value
formulation for the interface. However, the method would
probably become very computationally demanding and yet
suffer from the lack of precise information regarding small
scale density and sound speed variations in the upper part of
the sediment.

It has also been attempted to apply the method presented
by D. Kapp et al.,10 but it yields more inaccurate results for
the zeroth-order Born term than the band matrix approxima-
tion applied here, and it does not converge for higher order
iterations.

It is important to emphasize that the optically acquired
roughness parameters, shown in Table I, probably not are
measured at the same date and time as the acoustic data.
Except for the fact that BAMS is the correct site, it is not
quite clear which set of parameters in Ref. 23 must be ap-
plied. However, it does not change the fact that the equiva-
lent roughness approach lifts the backscattering level up to
the levels obtained from experiments.

VII. CONCLUSION

The equivalent roughness approximation yields, when
=0.45, backscattering strengths at 300 kHz that agree with
experimental data acquired at SAX99. The band-matrix ap-
proximation, with M =20, yields backscattering errors of
8 dB for �=1°; for grazing angles above 5° backscattering
errors are less that 1.5 dB. Sonar simulations are not ex-
pected to be carried out for grazing angles of less than 5°,
and, hence, the model is considered to have a sufficient ac-
curacy for M =20. Computations have been carried out in
Matlab6.5™ on a PC with a Windows XP™ operating sys-
tem, a 3 GHz �Pentium4™� processor, and 512 MB RAM.
The method allows computations of height profiles with
25 000 elements that correspond to 25 m when the resolution
is one-fifth of the wavelength and the wavelength is �
=0.5 cm. The equivalent roughness approach combined with
the band matrix method is well suited to model sandy seabed
backscattering for artificially very high frequency sonar im-
ages.
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FIG. 12. Backscattering strength as a function of � with ��=0.5°. All band
matrix solutions �BMS� use M =20. The solid line �———� is the full
matrix solution, the dash-dot line �–·–� is the BMS, and both curves are
based on the equivalent roughness profile �ERP�. The thin dotted line �:� is
the BMS from a height profile only based on stereo photogrammetry. The
ERPs explained so far have a length of 200�. The thick dotted line �:� is
BMS, with an ERP length of 2000�; the cross and circle marked lines, i.e.,

and represent the SAX99 data; finally, the thin dashed line �–––� is
Lamberts law.
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APPENDIX: THE BRAGG WAVELENGTH

The Bragg wavelength, �B, for a rough interface is de-
fined in terms of an incoming, monochromatic plane wave
with wavelength, �, and a grazing angle of incidence, �, that
is,

�B =
�

2 cos �
�A1�

�see Fig. 13�. Equation �A1� is equivalent to the reinforce-
ment criterion for backscattering described by Urick.29 The
Bragg frequency of the seabed roughness is

fB =
2 cos �

�
. �A2�

At 300 kHz the wavelength is �=0.5 cm when it is as-
sumed that the sound speed is c=1500 m/s; thus at zero
grazing angle, i.e., �=0, one has fB=4 cycles/cm, which
corresponds to the vertical lines indicated in Figs. 1–3.
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I. INTRODUCTION

A complete understanding of sound propagation in
water-saturated granular sediments has not been achieved. A
number of experimental studies have appeared in the litera-
ture that report either direct or indirect evidence of sound
speed dispersion in this medium.1–6 Such results generally
support the Biot-Stoll model �and its variants�7–12 for sound
propagation. The Biot-derived models predict a low-
frequency sound speed, followed by an increase to a higher
sound speed beyond some transition frequency. There are
also a number of experimental studies13,14 that found no evi-
dence of sound speed dispersion and support Hamilton’s dis-
persionless fluid model.15 The dispersion predicted by the
Biot models occurs over a range of about two orders of mag-
nitude in frequency �from around 100 Hz to 10 kHz for
medium-grained sand, for example�. It is experimentally dif-
ficult to obtain measurements on a uniform body of sediment
using a single technique that spans the entire range of inter-
est. Further, the predicted dispersion is on the order of 10%
and achieving experimental accuracy significantly greater
than this has been difficult. Surface and volume inhomoge-
neities in natural sediments also cause uncertainty in experi-
mental measurements.4,16

A series of laboratory experiments designed to overcome
some of these difficulties were performed on a water-
saturated sand sediment. The sediment was contained within
a thin-walled cylindrical vessel large enough to permit time-

of-flight sound speed measurements within the bulk sediment
above 20 kHz. Lower frequency sound speeds were inferred
from the measured resonance frequencies of the cylindrical
sediment-filled container. For this analysis, transverse waves
within the sediment were ignored. The sediment was mod-
eled as a fluid, but the sediment sound speed was not con-
strained to be constant. The walls of the cylinder were ini-
tially approximated as a pressure release boundary �details of
the assumption’s validity are discussed in the following�. The
cylinder was placed upon a layer of insulation foam, which
yielded a pressure release lower boundary condition. The
water/air interface provided a pressure release boundary at
the top of the sediment. Therefore, a pressure release wave-
guide model was used to relate the measured resonance fre-
quencies to the effective sediment sound speed. In order to
identify individual modes, and hence infer frequency-
dependent sound speeds from resonances, both symmetric
and asymmetric excitation of the sediment cylinder was
used. The spatially dependent phase of the acoustic pressure,
relative to the drive signal, was employed to aid in mode
identification. Dispersion was observed and these results are
presented and compared to the effective density fluid
model,12 hereafter referred to as EDFM. The effect of the
finite impedance imparted by the cylindrical wall of the sedi-
ment container is also discussed. A model of an elastic-
walled waveguide was used to relate the sediment sound
speeds that were inferred from axisymmetric modes in the
tank to the values that would be observed in an unconfined
free field. The effect was found to be small �less than 0.53%�
at the lowest experimental frequency and decreased as the
frequency increased.a�Electronic mail: pswilson@mail.utexas.edu
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II. DESCRIPTION OF THE EXPERIMENT

A. Sediment container

The sediment was contained in a right-circular-
cylindrical tank possessing walls made of high-density poly-
ethylene �HDPE�. The mean inner diameter was 0.686 m, the
height of the sediment within the vessel was 0.80 m, and the
mean wall thickness was 0.48 cm. The tank, which had a flat
bottom, was placed upon a 10-cm-thick styrofoam panel
which, in turn, rested on a concrete floor.

The sediment was prepared in the following manner. Fil-
tered fresh water was added to the tank and degassed in situ
by heating it to 60 °C using several immersion heaters. Cir-
culation was imposed during this process with a motorized
stirring impeller. The water was kept at 60 °C for several
hours during which time the dissolved gas concentration at-
tained equilibrium. Then, approximately 500 kg of a com-
mercial silica blasting sand was slowly added to the water, as
the stirring continued. The sediment was then allowed to
cool to room temperature, over a period of 24 h. As the
system cooled, the water phase became undersaturated with
gas and thus drew into solution any gas pockets entrained by
the introduction of the sand, resulting in a fully saturated
sediment. A sieve analysis conducted on approximately
500 ml of the sand yielded grain sizes ranging from 150 to
600 �m, with a mean size of 300 �m.

B. High-frequency time-of-flight measurements

The sound speed within the sediment was measured us-
ing a time-of-flight technique at 20, 50, 100, and 300 kHz. A
schematic diagram of this experiment is shown in Fig. 1. The
signal source was a function generator programmed to pro-
duce sinusoidal pulses of various length, depending upon the
frequency, to avoid multipath interference. The source signal
was bandpass filtered �24 dB/octave� at the pulse center fre-
quency with a Krohn-Hite model 34A filter and then ampli-
fied by a Krohn-Hite model 7500 wide-band power amplifier
and directed to a Brüel & Kjær model 8103 miniature hydro-
phone, operating as a source �labeled S in Fig. 1�. Two more
8103 hydrophones were positioned 10.0 and 17.6 cm away
from the source on a horizontal line �parallel to the sediment
surface�, at a depth of 15.0 cm. The latter two hydrophones
acted as receivers �labeled R1 and R2 in Fig. 1�. The relative
positions of the source and receivers were constrained to
within ±0.25 mm by mounting each hydrophone and its
cable inside a stiff stainless steel tube. These tubes were

mounted to a steel frame and fastened securely in place. The
R1–R2 separation distance was set and measured with a mi-
crometer caliper prior to inserting the hydrophones into the
sediment. The rigidity of the mounting scheme was sufficient
to prevent caliper-measureable deflection during the inserting
process. The hydrophone-enclosing tubes were filled with
degassed water to minimize acoustic disturbance of the sedi-
ment.

The signals from R1 and R2 were conditioned with a
Brüel & Kjær model 2692 charge amplifier, then bandpass
filtered �24 dB/octave� at the pulse center frequency with
Krohn-Hite model 34A filters. The filtered source and re-
ceive signals were acquired with a digital oscilloscope. At
each frequency, 100 pings were collected and the averaged
signals were sent to a computer for processing. The R1 and
R2 signals were cross-correlated to obtain the time-of-flight
and then sound speed was calculated from the known sensor
separation distance. The uncertainty in sound speed was cal-
culated from the previously stated position uncertainty, and
the digitization sample rate and found to be between ±6.6
and ±9.9 m/s at 300 and 20 kHz, respectively.

C. Low-frequency resonance measurements

The apparatus for this portion of the experiment is
shown in Fig. 2. A custom-fabricated Tonpilz-type transducer
was used as a source. It is described in Ref. 17 and has a
circular-shaped radiating face with an accelerometer imbed-
ded in it, and therefore can be driven at constant velocity
amplitude by suitable monitoring of the accelerometer signal
and modification of the excitation voltage amplitude. The
source was placed face-down on the surface of the sediment
in one of two positions, to be described later. The source
signal was a band-limited �2–5 kHz� periodic chirp, pro-
vided by a Hewlett-Packard 89410A vector signal analyzer
�VSA� and amplified by a Crown CE 1000 power amplifier.
The chirp amplitude was modified onboard the VSA to pro-
duce a source velocity amplitude that was uniform across the
frequency range, as discussed earlier. The acoustic pressure
was measured in the sediment with B&K 8103 hydrophones
at two positions, labeled R1 and R2 in Fig. 2. The depth was
6.7 cm and each sensor was positioned 10 cm from the ves-
sel wall. When observed from above, R1–S–R2 formed a
straight line. The signals from R1 and R2 were conditioned

FIG. 1. A schematic diagram of the time-of-flight measurement apparatus.

FIG. 2. A schematic diagram of the resonance frequency apparatus.
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by the B&K 2692 charge amp, which included bandpass fil-
tering from 10 to 10 kHz, and digitized by the VSA. The
complex spectrum of each hydrophone signal �with phase
referenced to the excitation signal� was calculated onboard
the analyzer using 100 spectral averages and converted to
complex acoustic pressure spectra using the calibrated hy-
drophone sensitivities.

III. ACOUSTIC MODEL OF SEDIMENT AND
CONTAINER

An acoustic model of the sediment/container system is
needed to infer sound speeds from measured resonance fre-
quencies. In this analysis, the sediment was considered to be
an effective fluid with wave number k, which is a valid ap-
proach for granular sediments.12 We assume the phase speed
can be frequency dependent, but Im�k��Re�k�, so that the
resonance frequencies depend primarily upon the phase
speed and have weak dependence upon the attenuation.
Transverse waves in the sediment were ignored.

Initially, we ignore the container walls and consider the
sides of the cylinder to have a pressure-release boundary
condition under the following justification. �1� Typical values
of the specific acoustic impedance of the materials involved
are given in Table I. Based on these values and the wall
thickness �0.48 cm�, the three-medium reflection coefficient
R, given by Eq. 6.3.7 in Ref. 18 for pressure waves incident
upon the wall, is R=1.00�176.5° ±1.5° between 2 and
5 kHz. �2� This was qualitatively verified by the observation
of inverted reflections from the walls during the time-of-
flight measurements, and �3� by the absence of plane-wave
longitudinal mode resonances in the system. The air-
sediment interface at the top of the container is clearly pres-
sure release. Finally, the container was placed upon a 10-cm-
thick styrofoam building insulation panel to approximate a
pressure release boundary condition on the bottom. For the
cylindrical coordinate system shown in Fig. 1 and sinusoidal
excitation, the acoustic pressure in a right-circular cylinder
with p=0 boundary conditions at all surfaces is

PmnN�r,�,z,t� = AmnNJm��mnr/a�

�cos�m� − �0m�sin�N�z/h�ej�t, �1�

and has resonance frequencies

fmnN =
c

2
���mn

�a
�2

+ �N

h
�2

, �2�

where �mn is the nth root of the Bessel function Jm�x�, c is
the effective speed of sound in the sediment, a is the tank
radius, h is the sediment height, AmnN is the modal amplitude
coefficient, and �0m is a phase angle which depends on the
source condition. Equations �1� and �2� were adapted from

Ref. 19. A plot of resonance frequencies versus longitudinal
mode number N is shown in Fig. 3 for the six lowest-order
mode families. Five modes, in order of ascending frequency,
are labeled with roman numerals from I to V. Note that
above mode III, multiple modes appear with similar eigen-
frequencies.

Calculation of sound speed from a measured spectral
peak requires one to identify the specific eigenmode and its
m ,n ,N values. Mode family 0 ,1 ,N is axisymmetric and
mode family 1 ,1 ,N is asymmetric about the center of the
sediment cylinder, as shown in Fig. 4. These two modes were
selectively excited by using the source positions shown in
Fig. 4. To excite mode family 0 ,1 ,N, the source was placed
at the center of the sediment cylinder. To excite mode family
1 ,1 ,N, the source was placed halfway between the center
and the container wall. The relative phase of the acoustic
pressure observed at R1 and R2 was used to help identify the
mode associated with an observed resonance peak. For ex-
ample, Eq. �1� yields acoustic pressures at R1 and R2 that are
in phase for modes I, II, and V, and 180° out of phase for
modes III and IV.

TABLE I. Specific acoustic impedance of sediment and tank materials.

Material Specific acoustic impedance �Pa s /m�

Sediment 3.5�106

Tank wall material, HDPE 2.5�106

Air 415

FIG. 3. The resonance frequencies for the six lowest-order mode families
for a constant sound speed of 1730 m/s. The families are labeled m ,n
around the top and right-hand side of the plot. The plane wave mode would
be 0,0 ,N if it existed.

FIG. 4. The mode shapes given by Eq. �1� for two mode families. The
source positions for each case are labeled S. The receiver positions, which
remain the same in both cases, are labeled R1 and R2.

826 J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Wilson et al.: Dispersion in water-saturated sediment



IV. RESULTS

A total of four averaged spectra were obtained during
the resonance frequency experiment. These consisted of the
acoustic pressure measured at R1 and R2, for both of the
source positions shown in Fig. 4. The pressure spectra ob-
tained at R1 are shown in Fig. 5. For the spectral peaks
labeled I, II, and V, there was less than one degree phase
difference between R1 and R2. These three spectral peaks
are associated with mode family 0 ,1 ,N and correspond with
the symmetric eigenmodes labeled I, II, and V in Fig. 3.
Returning to Fig. 5, the spectral peaks labeled III and IV
exhibited an R1–R2 phase difference of 170°. These peaks
correspond to the asymmetric modes III and IV, shown in
Fig. 3 and associated with mode family 1 ,1 ,N. Effective
sediment sound speeds c were calculated from each of the
identified peaks in Fig. 5 using Eq. �2�. Although not shown,
similar results were obtained from the sensor at R2.

Both the resonance-based and time-of-flight-based
sounds speeds are shown in Fig. 6. The speeds are normal-
ized by the speed of sound in distilled water at the ambient
temperature �23.5±0.5 °C�. The sound speed predicted by
the effective density fluid model12 is also shown in Fig. 6.
The pertinent equations of the model are shown in the fol-
lowing for convenience. The sediment parameters used for
the model calculation are shown in Table II. These were
primarily taken from Ref. 12 but the following were obtained
from measurements: The water sound speed was calculated
from the experimental temperature. The porosity of four
samples was determined by the water evaporation method.
The permeability was measured using a Soiltest K-605 com-
bination permeameter modified to accommodate a 13-cm-
long, 6.1-cm-diam core. Ten constant-head permeability
tests20 were performed on each of two samples.

V. SEDIMENT SOUND SPEED FROM THE EFFECTIVE
DENSITY FLUID MODEL

The effective density fluid model of sound propagation
in water-saturated granular sediments is described in detail
elsewhere,12 but the equations for prediction of the sediment

sound speed are repeated here for convenience. The EDFM
considers a water-saturated granular sediment with a total
mass density �, pore fluid mass density � f, sediment particle
mass density �s, individual sediment grain bulk modulus Kr,
pore fluid bulk modulus Kf, porosity 	, tortuosity �, perme-
ability 
, pore fluid viscosity �, and complex sound speed c.
The sound speed is a function of angular frequency � and is
given by

c =� H

�eff���
, �3�

where the compressibility is determined by a mixture rule

H = �1 − 	

Kr
+

	

Kf
�−1

, �4�

and the effective density is

FIG. 5. Acoustic pressure spectra obtained at position R1 for both symmet-
ric and asymmetric excitation. Spectra measured at position R2 were similar.
The acoustic pressure measured between R1 and R2 was in phase �within
±1°� at the resonance peaks labeled I, II, and V, and was out of phase �by
170°� at resonances III and IV, as indicated by � and � .

FIG. 6. Normalized sound speed measurements are compared to the EDFM
�solid line�. Resonance measurements are indicated with circles and squares
�R1 and R2, respectively, with source in center� and crosses and diamonds
�R1 and R2, respectively, source off-center, near R2�. Vertical error bars
near 2 and 4 kHz represent sound speed uncertainty due to uncertainties in
the dimensions of the tank, but are only shown for the minimum and maxi-
mum sound speed measurements, so that the remaining data points are not
obscured. For the time-of-flight measurements, the error bars represent
sound speed uncertainty due to uncertainty in the sensor separation distance
and the time resolution of the data acquisition. The EDFM was evaluated
using the parameters in Table II and the mean values of porosity and per-
meability.

TABLE II. Material parameters used in the effective density fluid model �SI
units�. Parameters obtain from measurements on the sediment are in
BOLDFACE. The mean value is followed by the range of variation among
multiple measurements. The remaining parameters are from Ref. 12.

Porosity 0.370 �0.368–0.371�
Sand grain mass density 2650
Water mass density 998
Sand grain bulk modulus 3.6�1010

Water sound speed 1492
Water viscosity 0.001
Permeability 4.58�10−11 �4.18�10−11−4.74�10−11�
Tortuosity 1.25
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�eff��� = � f� ��1 − 	��s + 	�� − 1�� f +
i	�F�

� f�


	�1 − 	��s + �� − 2	 + 	2�� f +
i	F�

�

	 .

�5�

The parameter F represents a deviation from Poiseulle flow
of the fluid within the pores and is given by

F��� =

�

4
T���

1 −
2i

�
T���

, �6�

where the Bessel functions J�x� are used in

T��� =
�− �i�J1���i�

J0���i�
, �7�

where the quantity �=a��� f /� in conjunction with a
=�8�
 /	 represents the pore size parameter. The sound
speed measurements shown in Fig. 6 are compared to the
model phase speed given by real part of Eq. �3� and the
material parameters of Table II.

VI. EFFECT OF FINITE WALL IMPEDANCE

An exact analytic model21 for sound propagation in an
elastic-walled, fluid-filled cylindrical tube was used to inves-
tigate the effects of finite wall impedance on the sound
speeds inferred from the resonance frequency measurements
for the axisymmetric modes. The model yields particle dis-
placement field equations and a dispersion relation for the
axisymmetric modes of an inviscid-liquid-filled cylindrical
tube with arbitrary-thickness elastic walls, where the outer-
most radial boundary condition was approximated as pres-
sure release. The dispersion relation has been verified for a
variety of sizes and wall materials, including steel,17 alumi-
num, and PVC,22 and is presented in Eq. �A1�.

The unconfined �intrinsic� sound speed of the material
that fills the tube is an input parameter to Eq. �A1� and the
admissible phase speeds are calculated. This model is limited
to axisymmetric modes, so we applied it to the 0 ,1 ,N modes
and found that the maximum deviation of the sediment sound
speed inferred from the pressure-release model was within
0.57% of the sound speed inferred from the elastic wave-
guide model and the minimum deviation was 0.18%. The
material parameters used for the evaluation of Eq. �A1� are
given in Table III and the resulting sediment sound speeds
are given in Table IV. The corresponding sediment sound
speeds obtained with the pressure-release model are also in-
cluded in Table IV for comparison.

The relative size of the measurement uncertainty due to
tank dimension uncertainty is compared to the finite wall
impedance correction in Fig. 7. For clarity, this comparison
is only shown for one of the data sets. The circle data points
from Fig. 6 are repeated in Fig. 7 and their values after
correction for the finite wall impedance are shown. The finite
wall impedance biases the axisymmetric resonance measure-
ments �circles and squares in Fig. 6� by +0.57% or less, but
this is significantly less than the measurement uncertainty
due to the tank dimensions.

An exact analytic model for asymmetric excitation of a
liquid-filled waveguide with walls of arbitrary thickness is
not available. We used an approximate model23 which treats
the wall as a shell and yields a dispersion relation Eq. �A6�
for both axisymmetric and asymmetric modes. Otherwise,
the corrections procedure is the same as for the axisymmetric
case, discussed earlier. The dimensions of the sediment tank

TABLE III. Material parameters used in the evaluation of Eq. �A1� �SI
units�.

Sediment mass density, �L 2039
HDPE mass density, �W 1000
HDPE compressive sound speed, cl 2500
HDPE transverse sound speed, ct 680

TABLE IV. Comparison between sediment sound speed values c of Fig. 6,
which were inferred from the pressure-release model �Eq. �2��, and cor-
rected sound speeds c1, obtained from the axisymmetric elastic waveguide
model �Eq. �A1��.

Frequency �Hz� c �m/s�, Eq. �2� c1 �m/s�, Eq. �A1�

Circle ��� data points
2179 1721 1712
2892 1736 1731
3788 1742 1739

Square ��� data points
2178 1721 1711
2899 1741 1735
3781 1739 1736

Cross ��� data points
2186 1727 1717
2899 1741 1735

Diamond ��� data points
2160 1706 1697
2865 1720 1714

FIG. 7. The effect of ignoring the finite impedance of the tank walls is
shown for the axisymmetric modes. The large circles are the sediment sound
speeds inferred from a pressure-release model of the system, repeated here
from Fig. 6, and the error bars represent the measurement uncertainty due to
imperfect knowledge of the tank dimensions. The small circles are the sedi-
ment sound speeds inferred from a model which accounts for the finite
impedance of the walls of the tank. Ignoring the finite impedance of the
walls results in a maximum bias error of +0.53% at the lowest frequency
measured.
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are well within the limits required by the shell approxima-
tion. To ensure continuity, we compared the phase speeds
calculated by Eqs. �A1� and �A6� for the symmetric mode
0,1 and found excellent agreement. We are therefore confi-
dent that the approximate Eq. �A6� is accurate for the geo-
metric and material properties used here. The data and model
prediction presented in Fig. 6 are repeated in Fig. 8, but with
the finite wall impedance correction applied to all the data
from both axisymmetric and asymmetric modes. The asym-
metric data before and after correction are presented in Table
V, and shows a maximum correction of +0.76%. Note that
the time-of-flight measurements are not biased by the pres-
ence of the tank walls because the environment appears to be
a free field for the pulse lengths and frequencies used.

VII. CONCLUSIONS

Laboratory sound speed measurements were obtained in
a water-saturated granular sediment composed of commer-
cial silica blasting sand and fresh water. Above 20 kHz, a
direct time-of-flight method was used and between 2 and
5 kHz, an indirect method was used to infer frequency-
dependent sound speeds from measured resonance frequen-

cies. The pressure-release approximation yields a surpris-
ingly good model for a thin-walled plastic tank filled with a
water saturated sediment, as shown in Figs. 6–8. There is at
maximum about 0.5% error in sound speeds inferred from
the pressure release model.

Considering the more realistic analysis which does ac-
count for the finite impedance of the tank walls and is shown
in Fig. 8, the EDFM model12 describes the sound speed mea-
surements very well. Most of the low-frequency measure-
ments obtained with the resonance method are just lower
than the predicted values, but the agreement between model
and measurement is well within the measurement uncer-
tainty. Three of the four high-frequency time-of-flight mea-
surements are just higher than the prediction, but again,
within the range of measurement uncertainty. The overall
conclusion is that dispersion is clearly observed, as predicted
by the Biot-derived models, and that the EDFM accurately
describes the sound speed observed in this artificial labora-
tory sediment. Note that within the experimental frequency
range, both measurements and model indicate about 4% dis-
persion. Evaluation of the EDFM from its low frequency
asymptote �
100 Hz� to its high frequency asymptote
�
1 MHz� yields a total of about 8% dispersion. A second-
ary conclusion can be drawn from the spread in the
resonance-inferred data, which sampled the entire sediment
volume, as compared to the high frequency measurements
which only sampled a small portion of the volume. Even in a
carefully prepared laboratory specimen, granular sediments
are acoustically nonhomogeneous.

Overprediction of sediment sound speed by Biot-type
models in the transition region between the low and high
frequency asymptotes has been previously reported in Refs.
1 and 4. One explanation for this deviation in the previous
work is the existence of undissolved air. In the present ex-
periment, significant effort was expended to achieve a gas-
free sediment, and it appears that if there was any remaining
undissolved air �in microscopic crevices for instance� the ef-
fect was not acoustically significant.
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APPENDIX

1. Axisymmetric dispersion relation

We considered sound propagation along the longitudinal
axis of a lossless fluid cylinder enclosed by a lossless, arbi-
trary thickness, elastic cylindrical wall. Acoustic energy at
angular frequency �=2�f propagating in this system �where
f is the number of cycles per second� is governed by a set of
exact wave theoretic equations given originally by Del
Grosso21 and refined by Lafleur and Shields.22 The disper-
sion relation for this system is given in Eq. �A1�. The ele-

FIG. 8. The data and model prediction shown in Fig. 6 are repeated here,
except that the resonance method measurements were corrected for the finite
wall impedance of the tank. The extent of measurement uncertainty for the
resonance-based measurements �due to sensor position and tank geometry
uncertainty� is indicated by the closed polygon surrounding the data points.
The solid curve is the EDFM prediction based on the mean porosity and
mean permeability. The dashed curves above and below the solid curve
represent the maximum and minimum EDFM predictions associated with
the range of the porosity measurements and the standard deviation of the
permeability measurements.

TABLE V. Comparison between sediment sound speed values c of Fig. 6,
which were inferred from the pressure-release model �Eq. �2��, and cor-
rected sound speeds c1, obtained from the axisymmetric elastic waveguide
model �Eq. �A6��.

Frequency �Hz� c �m/s�, Eq. �2� c1 �m/s�, Eq. �A6�

Cross ��� data points
3207 1723 1710
3747 1740 1730

Diamond ��� data points
3195 1716 1704
3735 1734 1725
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ments of Eq. �A1� can be complex valued, but real values of
q0m=� /c0m that cause the left-hand side of Eq. �A1� to be-
come zero lead to propagating modes that have phase speed
c0m. At any given frequency there can be multiple permis-
sible modes, which are indexed by integer values of m. Since

the phase speed is frequency-dependent, at a given sediment
cylinder resonance frequency f0,m,N, the phase speed will at-
tain a value denoted by c0,m,N. The zero subscript that pre-
cedes the index m indicates that these are axisymmetric
modes. The dispersion relation is

1 + �L11�Pm�L00�Tm����2q0m
2 bdPm

2 Tm
2

8Em
2 � + �L11�Tm�L00�Pm����2bdEm

2

8q0m
2 � + �L10�Pm�L01�Tm� + L01�Pm�L10�Tm��

���2bdPm
2 Tm

2

8
� + �bL11�Pm�L10�Tm� + d�1 + Qmb�L11�Pm�L01�Tm����2Pm

2 Tm

8Em
−

�2Pm
2 q0m

2 Tm

8Em
2 � + �bL11�Tm�L10�Pm�

+ d�1 + Qmb�L11�Tm�L01�Pm����2PmEm

8q0m
2 −

�2Pm

8
� + ��1 + Qmb�L11�Tm�L11�Pm����2Pm

8q0m
2 −

�2Pm
2 q0m

2

8Em
2 −

�2Pm
2

4Em
� = 0,

�A1�

where the following definitions have been used:

X0m = b�k1
2 − q0m

2 , Pm = �kl
2 − q0m

2 , Tm = �kt
2 − q0m

2 ,

�A2�

q0m = �/c0m, k1 = �/c1, kl = �/cl, kt = �/ct, �A3�

Em = q0m
2 − kt

2/2, Qm =
�L�2bJ0�X0m�

2�Wct
2X0mJ1�X0m�

, �A4�

Lmn��� = Jm�d��Yn�b�� − Jn�b��Ym�d�� , �A5�

and the geometric and material input parameters are: c1 is the
intrinsic sound speed in the inner liquid �the sound speed that
the sediment would exhibit in the free field�, cl and ct are the
longitudinal and transverse �shear� speed for the wall mate-
rial, �L and �W are the liquid and wall material densities, and
b and d are the inner and outer radii of the pipe, respectively.
J�x� and Y�x� are Bessell functions of the first and second
kind, respectively.

2. Asymmetric dispersion relation

We modeled nonaxisymmetric sound propagation along
the longitudinal axis of a lossless fluid cylinder enclosed by
a lossless, finite thickness, shell-like cylindrical wall, using
the formulation of Fuller and Fahy.23 The dispersion relation
is given in terms of a determinant

det�Lij� = 0 �A6�

where

L11 = − �2 + �knmb�2 + 1
2 �1 − �n2,

L12 = 1
2 �1 + �n�knmb� , L13 = �knmb� , �A7a�

L21 = L12, L22 = − �2 + 1
2 �1 − ��knmb�2 + n2, L23 = n ,

�A7b�

L31 = L13, L32 = L23,

L33 = − �2 + 1 + 	2��knmb�2 + n2�2 − FL. �A7c�

In Eq. �A7�, � is the dimensionless frequency, �=�b /cl, 
is the ratio of Poisson of the wall material, 	 is the wall
thickness parameter 	2=h2 /12b2, h is the wall thickness, and
FL represents fluid loading

FL = �2��L/�W��b/h��1/km
r b��Jn�km

r b�/Jn��km
r b�� . �A8�

The radial fluid wave number km
s b and the axial wave num-

ber knmb are related by

km
r b = ��2�cl/c1�2 − �knmb�2�1/2. �A9�

3. Illustration of finite wall impedance correction
scheme

The effect of the finite wall impedance and the method
of correction for this effect are demonstrated in Fig. 9 for the
axisymmetric mode. The phase speed for the 0 ,1 ,N mode is
shown for both the pressure release model and the elastic
waveguide model Eq. �A1�. Note that the predicted phase
speeds are similar, therefore we do not expect the corrections
to be large. For a given experimentally observed resonance
frequency f0,1,N, the observed modal phase speed is calcu-
lated from

c0,1,N = �f0,1,N, �A10�

where �=2h /N. Then the effective sediment sound speed c1

is varied in Eq. �A1� until the predicted modal phase speed is
c0,1,N. This procedure was repeated for each resonance fre-
quency identified from an axisymmetric mode. The correc-
tion procedure is identical for the asymmetric modes, except
Eq. �A1� is replaced by Eq. �A6�. The results are reported in
Table IV and shown in Fig. 8.
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4. Effect of neglecting viscosity in the wall
impedance correction

The above-presented elastic waveguide models approxi-
mate the internal fluid as inviscid, therefore the fluid can slip
at the boundary with the wall. In this section it is shown that
neglecting the sediment viscosity in the waveguide models
has an insignificant effect on the phase speeds in this experi-
ment. This is due to the large size of the sediment tank in
comparison to the boundary layer at the wall.

In this work, the sediment is approximated as an effec-
tive fluid and can be assigned an effective viscosity with
respect to pipe wall interaction, as is done in the modeling of
slurry flows,24 and in acoustic studies of sediments in
tubes.25 For mixtures of liquids and sand with high solid
volume concentrations �such as the present sediment� the ef-
fective mixture viscosity �mix is dependent upon the solid
volume concentration � as

�mix

�
= 1 + 2.5� + 10.05�2 + 2.73 � 10−3exp�16.6�� , �A11�

where � is the viscosity of the host liquid.24 The sediment
porosity in this work is 0.37 therefore �=0.63 and Eq.
�A11� yields a viscosity ratio �mix/�=102.

For acoustic waves propagating within a viscous fluid
inside a pipe, an acoustic boundary layer is formed at the
wall. The resulting acoustic effects can be modeled with a
complex wave number26

k̃ =
�

c
+ �1 − i��wall, �A12�

where c is the effective sound speed of the sediment inside
the waveguide and � /c��wall is assumed. Thermal losses
are considered negligible compared to the viscous losses,
which are characterized by

�wall =
1

a
��mix�

2�c2 , �A13�

where a is the inner radius of the pipe and � is the total mass
density of the sediment. Equation �A12� indicates a reduced
phase speed inside the waveguide due to the viscous bound-
ary layer. The effect of the viscosity on phase speed can be
expressed in a ratio

c̃

c
= �1 +

c�wall

�
�−1

, �A14�

where c̃=Re�� / k̃� is normalized by the sound speed in
absence of a viscous boundary layer, c.

Using the sediment mass density from Table III, the
highest frequency in the resonance regime of the experiment
�3788 Hz� and the mean sound speed observed inside the
waveguide at the same frequency �1740 m/s�, Eq. �A14�
yields c̃ /c=0.99905, which is a negligible systematic error in
comparison to other sources of measurement uncertainty in
this experiment and is ignored.
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In Bayesian inversion, the solution is characterized by its posterior probability density �PPD�. A fast
Gibbs sampler �FGS� has been developed to estimate the multi-dimensional integrals of the PPD,
which requires solving the forward models many times and leads to intensive computation for
multi-frequency or range-dependent inversion cases. This paper presents an alternative approach
based on a neighborhood approximation Bayes �NAB� algorithm. For lower dimension geoacoustic
inversion, the NAB can approximate the PPD very well. For higher dimensional problems and
sensitive parameters, however, the NAB algorithm has difficulty estimating the PPD accurately with
limited model samples. According to the preliminary PPD estimation from the NAB, this paper
developed a multi-step inversion scheme, which adjusts the parameter search intervals flexibly, in
order to improve the approximation accuracy of the NAB and obtain more complete parameter
uncertainties. The prominent feature of the NAB is to approximate the PPD by incorporating all
models for which the forward problem has been solved into the appraisal stage. Comparison of the
FGS and NAB for noisy synthetic benchmark test cases and Mediterranean real data indicates that
the NAB provides reasonable estimates of the PPD moments while requiring significantly less
computation time. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2427125�
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I. INTRODUCTION

Geoacoustic inversion represents a strongly nonlinear
inverse problem for which a direct solution is not
available.1–10 From the Bayesian rule, the solution to an in-
verse problem is fully characterized by its posterior probabil-
ity density �PPD�, which combines prior information about
the model parameters with information from an observed
data set. The moments from the PPD including the mean,
covariance, and marginal distributions can be extracted to
provide parameter estimates and their uncertainties.

Computation of those moments involves multi-
dimensional integrals, which are complicated to evaluate for
multi-parameter geoacoustic models. Several methods have
been developed, such as Monte Carlo integration and impor-
tance sampling based on genetic algorithm �GA�, simulated
annealing �SA�, and hybrid techniques. Importance sampling
by GA uses the final generation of GA inversions to sample
the PPD, which is very efficient but quite empirical, biased,
and not very precise.9,10 Monte Carlo integration and Gibbs
sampling �GS� based on SA can provide an unbiased, asymp-
totically convergent sampling of the PPD.11 However, they

are computationally slow. A fast Gibbs sampler �FGS� has
been developed to increase the efficiency greatly, but it also
requires solving the forward problem many times, at inten-
sive computational cost.12–14

Although much attention has been devoted to develop-
ing methods that efficiently search a parameter space for
geoacoustic inversion, much less effort has been devoted to
the problem of analyzing the resulting ensemble in a quanti-
tative manner. Recently, Sambridge15–18 has proposed a
neighborhood algorithm to estimate Bayesian information
measures from an arbitrarily distributed ensemble. The es-
sence of the approach is to use the information in the avail-
able ensemble to guide a resampling of the parameter space.
This resampling is based on Voronoi cells �nearest neighbor
regions� that represent all information contained in the input
ensemble. Voronoi cells have been used in many areas of the
physical sciences and more recently in geophysical inverse
problems. The key idea is to replace the real PPD with a
neighborhood approximate PPD, which requires no further
solving of the forward problem. Then any Bayesian integral
is evaluated by simply averaging over the resampled param-
eter ensemble.

Based on the neighborhood algorithm, a hybrid GA-GS
method using Voronoi cells was developed in Ref. 19, which
consists of three steps. First, it ran a classic GA to minimize
the misfit function and saved all the populations and the
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misfit values of all generations. Then it used GA samples and
their likelihood values to construct Voronoi cells around each
GA point. At last it ran a fast Gibbs sampler to approximate
the PPD. The numerical simulation illustrated that the
GA-GS worked well for a four-dimensional geoacoustic in-
version problem.

The advantage of the neighborhood algorithm is that it
can, in principle, extract Bayesian estimates from the
samples generated by any search method, such as GA and
SA. The disadvantage is that it can only extract what infor-
mation exists in a given ensemble of models. If the available
ensemble does not adequately represent �or sample� the ac-
ceptable region in parameter space, especially for higher di-
mensional problems, then the result will be biased.

The main objective of this study was to �1� overcome
the difficulty of the neighborhood algorithm to approximate
the PPD adequately in higher dimension inverse problems;
�2� develop a scheme to estimate the PPD based on the mod-
els generated by the adaptive simplex simulated annealing
�ASSA� algorithm;6 �3� evaluate the computation efficiency
and accuracy of the neighborhood algorithm compared with
the FGS.

The remainder of this paper is organized as follows.
Section II describes briefly the matched field geoacoustic in-
version problem with Bayesian formulation. In Sec. III, the
basic principles of Bayes estimation with the neighborhood
approximation are introduced, and its main features are ana-
lyzed. Section IV presents two inversion cases with the basic
neighborhood approximation Bayes �NAB� algorithm. Sec-
tion V presents a multi-step NAB inversion scheme in order
to improve the approximation accuracy. Sections VI and VII
examine the multi-step inversion scheme using synthetic data
and Mediterranean experimental data. Finally, the results of
this work are summarized and discussed.

II. BAYESIAN INVERSION

The Bayesian inference theory provides formalism to
estimate parameter uncertainties for nonlinear inverse prob-
lems. In a Bayesian formulation, the solution is characterized
by its posterior probability density. For data d and model
vectors m considered to be random variables, the PPD
P�m �d� is defined as follows by Bayes’ rule,

P�m�d� � L�d�m�P�m� , �1�

where L�d �m� is the likelihood function and P�m� is the
prior distribution. Assuming that the random data errors are
Gaussian distributed, the likelihood is of the form L�d �m�
�exp �−E�m ,d��, where E is the appropriate error function
for the inverse problem. The general form of the error
function for multiple frequencies is given by

E�m� = �
f=1

F

Bf�m��d f
obs�2/v f , �2�

where v f is the error variance for frequency f , which is often
estimated by the maximum likelihood method.10,13 Bf�m�
represents the normalized Bartlett mismatch function defined
by

Bf�m� = 1 −
�w f

+�m�d f
obs�2

�d f
obs�2�w f�m��2

, �3�

where “+” represents conjugate transpose, w f�m� is the rep-
lica field vector computed via a numerical propagation
model, and d f

obs represents the observed data vector at fre-
quency f . Complex pressure vectors are used to invert in
this paper.

The moments of the PPD take the form

J =� g�m�P�m�d� dm , �4�

where the g�m� is used to define each integrand for calculat-
ing the mean, covariance, and one-dimensional marginal
distributions.12 A numerical estimate can be obtained using
multidimensional Monte Carlo �MC� integration, that is,

Ĵ =
1

Q
�
k=1

Q
g�mk�P�mk�d�

h�mk�
, �5�

where Q is the number of discrete samples in the MC inte-
gration, mk is the kth model sample and, h�m� is the density
distribution of the importance sampling. Note that the impor-
tance sampling provides unbiased estimates of the integrals.
Employing a Gibbs sampler at T=1 in importance sampling,
the sampling function h�mk�= P�mk �d� and Eq. �5� becomes

Ĵ =
1

Q
�
k=1

Q

g�mk� . �6�

Then an unbiased estimate of the integral is given by the
mean value of g�m�. Although GS provides an attractive ap-
proach to estimate integral moments of the PPD, its basic
form is computationally slow. Dosso12,13 developed a fast
Gibbs sampling approach for Bayesian inversion, which pro-
vides an efficient, unbiased sampling of the PPD with a rig-
orous convergence criterion. In fact, the FGS increases the
PPD estimation efficiency greatly, but it also requires solving
the forward problem many times at intensive computational
cost, especially for multi-frequency or range-dependent in-
verse problems.

III. NEIGHBORHOOD BAYES ESTIMATION

A. The neighborhood approximation of the PPD

The reconstruction of the PPD from a finite ensemble of
samples is effectively an interpolation problem in a multidi-
mensional space. In this paper the concept of Voronoi cells15

is applied to construct a multidimensional interpolation for
matched-field inversion problems.

Given a set of np samples in model space for which the
misfit function has been determined, Voronoi cells are de-
fined in terms of a distance norm. Here the L2 norm is used,
and the distance between models ma and mb is given by

��ma − mb�� = ��ma − mb�+CM
−1�ma − mb��1/2, �7�

where CM is a matrix that removes the dimensionality of the
variables. A simple choice would be a diagonal matrix with
elements 1 /si

2. Here si can be interpreted as a scale factor for
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the ith parameter. In this case CM is reduced to the identity
matrix by rescaling each parameter axis.

A formal definition of the Voronoi cells follows: let P
= 	m1 , . . . ,mnp


 be a set of points with dimension d, where
2�np��, and let mi�m j for i� j. The Voronoi cell about
point mi is given by

V�mi� = 	x��x − mi�

� �x − m j� for j � i,�i, j = 1, . . . ,np�
 . �8�

Voronoi cells �shown in Fig. 1 for a two-dimensional
example� have some useful properties that make them ideal
for the basis of multi-dimensional interpolation. For any dis-
tribution of irregular points in any number of dimensions,
they are unique, space-filling, convex polyhedra, whose sizes
and shapes are automatically adapted to the distribution of
the point set. Note that the size �volume� of each cell is
inversely proportional to the density of the points. In order to
construct an approximate PPD from a fixed ensemble, it is
assumed that the PPD of each model is constant inside its
Voronoi cell. It is called the neighborhood approximation to
the PPD, and it can be written as PNA�m�. Specifically, we
have

PNA�m� = P�pi� , �9�

where pi is the model in the input ensemble that is closest to
the point m. With this approximation, the Bayesian integrals
can then be evaluated by generating a new set of integration
points in model space, sk�k=1, . . . ,Nr�, whose distribution
asymptotically tends towards PNA�m�. It is called the “re-
sampled ensemble.” Therefore, if the sampling is per-
formed correctly, the sampling density h�m� should satisfy

h�m� � PNA�m� � P�m� . �10�

So the Bayesian integral �4� becomes Eq. �6�, which
needs only simple averages over the resampled ensemble.
Note that the approximate PPD no longer appears in Eq. �6�
directly, but instead controls the distribution of the resampled
ensemble.

B. Importance sampling of the neighborhood
approximation

The resampled ensemble can be generated by a standard
approach known as a Gibbs sampler.16 Figure 1 illustrates the
procedure in two dimensions. The algorithm for generating
new models can be summarized as follows.

The random walk starts at point mB, which is a model
from the input ensemble. From this point it takes a series of
steps along each parameter axis in turn. A step is performed
by drawing a random deviate from the conditional probabil-
ity density function �PDF� of PNA�m� along the ith axis. This
function is written as PNA�xi �x−i�, where xi is a position vari-
able along the ith axis and x−i denotes the fixed values of all
other components of the model mB. The conditional
PNA�xi �x−i� is just the function PNA�m� sampled along the ith
axis, which passes through point mB. Since PNA�m� is con-
stant inside each Voronoi cell, the conditional is built from
the PPD values inside each Voronoi cell intersected by the
axis. A proposed step, xi

p, is generated as a uniform random
deviate between the endpoints of the axis, that is, in the
interval �li ,ui� in Fig. 1. This proposed step is accepted if a
second random variable, �, generated on the unit interval
�0,1�, satisfies

� �
PNA�xi

p�x−i�
PNA�xi

max�x−i�
, �11�

where PNA�xi
max �x−i� is the maximum value of the condi-

tional PDF along the axis. If the proposed step is rejected,
the whole procedure is repeated until an accepted step is
produced. Note that the random walk can enter any of the
Voronoi cells, and the probability of this occurring is de-
termined by the product of the posterior probability den-
sity and the width of the intersection of the axis with the
cell.

This approach is extendable to a multi-dimensional
space,16 and it is assumed that after many iterations, the ran-
dom walk will produce model space samples whose distribu-
tion asymptotically tends towards the target distribution, i.e.,
PNA�m�.

C. Features of the neighborhood approximation of
the PPD

�1� An important feature of the resampling algorithm is that
nothing is assumed about the distribution of the initial
ensemble. In each Voronoi cell, the likelihood value is
assumed to be constant with a value of its input sample.
Therefore the likelihood of any point anywhere in the
entire search space is known and there is no need for any

FIG. 1. Two independent random walks through the neighborhood approxi-
mation of the PPD.16 The Gibbs sampler is used. The first step �x direction�
of the walk starts at cell B �shaded�. The shape of the conditional PDF,
PNA�xi �x−i�, is shown above the figure.
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further forward model runs. This means that it can ex-
tract useful information from a complete ensemble, pre-
viously generated by any search method.

�2� Three factors influence the computational time, T, of the
algorithm, i.e., T�NrNed, where Nr is the size of the
resampled ensemble, Ne denotes the size of the input
ensemble, and d is model dimension. So for practical
inverse problems, it is necessary to compare both the
speed and accuracy between the neighborhood approxi-
mation and other sampling approaches, like Monte Carlo
integration and Gibbs sampling.

�3� The accuracy of the approximation and hence the nu-
merical integrals will, necessarily, depend on how well
the input ensemble samples the regions of high data fit.
Therefore ASSA or other optimizing methods should
gather enough samples from the search space in order to
construct Voronoi cells that allow adequate approxima-
tion of the PPD. The quality of the input ensemble will
always be an issue.

�4� The main difficulty that affects the sampling algorithm is
that the minimum sample size is very sensitive to the
dimension of the model parameter space. References 17
and 18 illustrate that the average saturated number of
natural neighbors about each node, s, depends on dimen-
sion d exponentially, e.g., s�d3.5, based on a uniform
sampling. This suggests that increasingly greater num-
bers of samples will be needed as the dimension of the
parameter space increases, in order to fill the Voronoi
cell topology to the same degree. It turns out that, in
higher dimensions, it is very difficult to obtain an ad-
equate global sampling of the parameter space without
drastically increasing the sample size to form a complete
ensemble. This issue is discussed further below with ref-
erence to the geoacoustic inversion problem.

IV. BASIC INVERSION ALGORITHM

A. Basic inversion algorithm

The basic inversion process was summarized as the fol-
lowing steps.

�1� With multi-frequency synthetic data and the ASSA hy-
brid optimization algorithm, the error variance for each
frequency was estimated, which was used in the PPD
estimation by FGS and NAB. A multi-frequency incoher-
ent objective function, i.e., ��m�=� f=1

F Bf�m�, was used
for the ASSA optimization. Note that in order to get
enough model samples for NAB, all models generated
outside and inside of the downhill simplex program in
ASSA, either accepted or rejected, were saved. Mean-
while, the objective function for each frequency, Bf�m�,
was saved. In order to consider the different error vari-
ances for each frequency, the error function E used to
estimate the likelihood function in the neighborhood al-
gorithm was computed by Eq. �2� after estimating the
error variances. This process needs small computational
cost because it uses the saved objective functions and
does not require running the forward model.

�2� The ensemble produced by ASSA is input to the NAB

program, which resamples models and estimates the
PPD according to the algorithm described in Sec. III.

�3� The FGS is run to estimate the PPD that is considered as
the true solution. An initial cooling stage in standard
FGS is replaced by optimization results from ASSA in
order to ensure that the Gibbs sampling begins in high
probability regions of the model space.

B. Inversion results with the basic algorithm

The WAa test case from the 1997 Geoacoustic Inversion
Workshop5 was chosen to evaluate the algorithms. The sce-
nario for the test case WAa is shown in Fig. 2. The environ-
ment is range independent and consists of a sediment layer
over a semi-infinite basement with nine geometric and geoa-
coustic parameters including water depth, D, source range
and depth, r and z, sediment thickness, h, sound speeds at the
top and bottom of the sediment layer, c0 and c1, sound speed
of the basement, c2, and the densities of the sediment and
basement, �1 and �2, respectively. A vertical linear array of
20 sensors equally spaced from 5 to 100 m was used to
measure acoustic fields. Both synthetic fields and replica
field vectors for inversion were generated by normal mode
code SNAP.20

Two inversion cases using the same scenario in Fig. 2
were applied to display the advantages and disadvantages of
the NAB algorithm.

First, four relatively sensitive geoacoustic parameters in-
cluding sediment thickness, h, sound speeds at the top and
bottom of the sediment layer, c0 and c1, and basement sound
speed, c2, were inverted by synthetic data. Two frequency
data with different signal-to-noise ratios �SNR�, 50 Hz with
13 dB and 150 Hz with 11 dB, were used in case 1. White
Gaussian noise was added to the simulated data. The esti-
mated error variances for 50 and 150 Hz were 0.0072 and
0.0118, respectively. Figure 3 illustrates the 1-D marginal
PPDs estimated by FGS and NAB, respectively. It shows that
the two algorithms have very similar results. FGS had two
independent runs and the convergence criterion was that the
maximum difference between the cumulative marginal distri-
butions for all parameters was less than 0.2 �Ref. 12 applied
0.1 to get more accurate results with longer time�. NAB used
10k �1k�1000� input samples and produced 5k resamples to
estimate the PPD, and converged reasonably well by moni-
toring the “potential scale reduction” factor.16 Both FGS and
NAB required about 6 min on a 1.1 GHz PC with 512 MB
random access memory.

FIG. 2. Ocean environment model for WAa Benchmark test case. The at-
tenuation both in sediment and basement are assumed to be 0.23 dB/�.
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Case 2 is to invert all nine parameters. The selected
frequencies were 70, 100, 150, 200, and 300 Hz. The SNR
values were selected as 9, 12, 13, 10, and 8 dB, respectively.
The uncorrelated sensors13 used to estimate the error vari-
ances were selected to be 3, 4, 5, 6, and 7, and the corre-
sponding error variances were 0.0319, 0.0099, 0.009, 0.0083,
and 0.02, respectively. Ten thousand models generated by
ASSA were used as input for the NAB and 5k resamples
were produced to estimate the PPD. The results are shown in
Fig. 4. Compared with FGS, there are obvious errors for
NAB, especially for sensitive geometric parameters and sedi-
ment thickness. The inversion was carried out using 30k
ASSA models to generate a resampled ensemble with the
same size, to investigate if there was any improvement for

large initial samples. There were only minor changes in the
resultant marginals, at a cost of considerable increase in
computation time �120 min for NAB�.

For the geoacoustic inversion problem, our simulation
experiments show that if the parameter space dimension is
small �less than about 6�, the NAB approximation of PPD
has comparable results with FGS for both sensitive and in-
sensitive parameters. However, the NAB algorithm underes-
timates the marginal distributions for the sensitive param-
eters if the dimension is greater than about 6 and the sample
is generated from a limited number of input samples. The
results in Fig. 4 show that the PPD estimated by the NAB
will be smoother than that of the FGS, which leads to
broader regions of high probability density. It is consistent
with the conclusion given by Refs. 17 and 18 that the NAB
needs many more input samples and resamples in order to
obtain a sufficient global sampling of the higher dimensional
space. However, if a large number of samples is used, the
computation time increases and there is no advantage in ap-
plying the neighborhood algorithm to approximate the PPD.

Fortunately, the NAB algorithm has comparable estima-
tion results with FGS for less sensitive parameters, such as
densities and speed values in sediment and basement shown
in Fig. 4. This phenomenon suggests a means to modify the
inversion method in order to overcome the disadvantages
that the NAB algorithm has for higher dimensional prob-
lems.

V. MULTI-STEP BAYES ESTIMATION SCHEME

A. Reasons for modifying the NAB

The start points to modify the inversion scheme are
based on the following analysis of the simulations.

�1� The main objective to estimate the PPD is to provide
uncertainty information for inverted parameters, which
can be used to predict the uncertainties of transmission
loss, or improve the performance of detection and local-
ization. Therefore, the information about PPD values in

FIG. 3. �Color online� Estimated marginal PPDs by
FGS �dotted lines� and basic NAB �solid lines� for case
1. Dashed vertical lines indicate the true parameter val-
ues.

FIG. 4. �Color online� Estimated marginal PPDs by FGS �dotted lines� and
basic NAB �solid lines� for case 2. Dashed vertical lines indicate the true
parameter values.
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the region of the highest probability density �HPD� is
essential. If the prior information does not characterize
the actual environment well enough, the HPD interval
may not be adequately sampled. For instance, in Fig. 4
the inversion is limited by the prior bounds for the sedi-
ment top and bottom speeds, c0 and c1, and the basement
speed, c2. This suggests that the prior bounds should be
broadened to get more complete distributions.

�2� For the most sensitive parameters, the NAB has diffi-
culty approximating the peak regions of the marginal
PPDs without drastically increasing the number of input
samples. But for the less sensitive parameters, the NAB
can approximate the true PPD well. In general, the pa-
rameter sensitivity is defined relative to the search
bounds. Therefore, for the most sensitive parameters like
the geometric ones, if the search bounds are contracted
using the preliminary PPD estimation from NAB, the
sensitivity of geometric parameters will be reduced. This
operation may allow the NAB to make a better approxi-
mation of the true PPD.

�3� The boundary adjustment including contracting and
broadening will provide more chances for ASSA to
search the parameters in the high probability density in-
terval and arrive at global optimization points, which is
similar to the multi-step inversion scheme introduced in
Refs. 21 and 22. Meanwhile it will generate higher qual-
ity model samples for the NAB.

�4� Figure 4 shows that there are some errors for NAB if the
true values are close to the bounds. This suggests that the
NAB cannot approximate the PPD well near the bounds
with limited samples. If the positions of true values are
shifted to the middle of the range, the weakness may be
avoided.

B. The method for adjusting the bounds

Based on the above analysis, a modified inversion
scheme to estimate the marginal PPDs by the NAB is pre-
sented. The main objective is to estimate the PPD values
faster than FGS, with reasonable approximation accuracy.
The critical part in the approach is how to adjust the search
bounds for different parameters according to the preliminary
results estimated by NAB. For the example shown in Fig. 4,
the following simple scheme is applied to change the bound-
ary values.

�1� First, threshold values are defined for the adjustment al-
gorithm. The total sum of the 1-D marginal PPD values
for each parameter is normalized to one. The mean dis-
tribution value 	 is 1 /M, where M is the number of
discrete samples for each parameter. For the sensitive
parameters like the geometric parameters and sediment
thickness, the threshold values are set to be 	 /2. For the
remaining parameters, the threshold values are set to be
	 /10 in order to have wider bounds.

�2� For parameters that have PPDs focusing on the middle of
the parameter axis and have smaller PPD values than the
threshold, such as source range, r, and sediment thick-
ness, h, the intersection points between the PPD curves
and the threshold are selected as the new bounds. For

example, in Fig. 5, the corresponding parameter values
of intersection point A are selected as the new lower and
upper bounds.

�3� For the less sensitive parameters such as sediment den-
sity and basement density, �1 and �2, whose PPD values
are all higher than the threshold 	 /10, the search bounds
are increased by 30% or 40%.

�4� The remaining five parameters have unreasonable lower
or upper bounds, which should be broadened in order to
estimate the PPD more completely. Here a simple sym-
metric method shown in Fig. 5 was applied to broaden
the bounds. If the new lower bound has been determined
at point A in Fig. 5�a�, and the PPD curve intersects the
upper bound at point E, a line parallel to the horizontal
axis is plotted, which will intersect with the PPD curve
at point D. The horizontal interval between points A and
B is added to the original upper bound to generate the
new upper bound. A similar operation can be executed
for parameters that have unreasonable lower bounds, ac-
cording to Fig. 5�b�.

�5� In order to avoid the limitations from the assumption of
symmetry, the new search intervals are increased by 30%
or 40% for parameters whose bounds are adjusted based
on Fig. 5.

�6� Prior knowledge should be used to ensure that the
bounds are physically reasonable.

C. Multi-step NAB algorithm

The steps in the modified multi-frequency inversion
scheme are summarized below. Because the method runs
NAB and ASSA two times to estimate the PPD, it is named
the multi- step NAB inversion scheme.

�1� With preliminary search intervals based on prior infor-
mation, the ASSA is used to estimate the error variance
for each frequency, and the model samples are saved.
Then, the likelihood functions for each model sample are
estimated by Eq. �2�.

�2� The marginal PPD values are estimated by the NAB with
the model ensemble generated by the ASSA.

�3� The search bounds are adjusted using the previously de-
scribed method, which requires quite trivial computation
cost.

�4� The ASSA is run again with the new search intervals to
store model samples for NAB.

�5� The NAB is run again with the new search intervals and
the new input ensemble to estimate the PPD.

FIG. 5. The simple method to change the search bounds. �a� Broaden upper
bound and �b� broaden lower bound. Dotted lines denote the threshold val-
ues.
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The overall computation cost of the multi-step NAB
scheme is about two times that needed by the basic NAB
process. Performance comparisons of the multi-step NAB
with the FGS are presented in the next two sections.

VI. INVERSION WITH SIMULATION CASES

A. Inversion results for range-independent case

The PPD values estimated by FGS and NAB with the
new search intervals are shown in Fig. 6. The search bounds
�the ranges of abscissa� for the source range and sediment
thickness, r and h, were contracted. The sediment sound
speeds, c0 and c1, and the source depth and water depth, z
and D, were shifted and broadened. The bounds of the re-
maining parameters were all broadened. Compared with the
original estimates displayed in Fig. 4, the two curves in Fig.
6 have smaller differences. In Fig. 4, the maximum PPD
errors between FGS and the basic NAB for nine parameters,
r, z, D, h, c0, c1, �1, �2, and c2, are 0.1146, 0.1840, 0.0926,
0.1679, 0.0243, 0.0791, 0.0307, 0.0497, and 0.0301, respec-
tively. However, in Fig. 6, the maximum PPD errors are
0.0261, 0.0516, 0.0189, 0.0263, 0.0112, 0.0169, 0.0418,
0.0433, and 0.0219, respectively. The PPD errors were re-
duced significantly with the multi-step scheme, except for
sediment density, �1. Meanwhile, the peak regions of the
PPD are shifted to the middle of the parameter axis, which
provide more useful and complete estimates of parameter
uncertainties.

Another objective of uncertainty analysis is to get the
95% HPD interval bounds,23 which represent the intervals of
the minimum width containing 
% of the area of 1-D mar-
ginal distribution. Tables I and II list the estimated HPD
intervals before and after changing the search bounds.

In Table I, the HPD intervals of four sensitive param-
eters estimated by FGS and NAB have remarkable differ-

ences, because the NAB cannot approximate the PPD well.
HPD uncertainties of the sound speed in sediment and base-
ment do not have adequate information for use because of
unreasonable search bounds. However, after applying the
multi-step inversion scheme, the HPD intervals estimated by
FGS and NBA are comparable, which are listed in Table II.
Since the densities, �1 and �2, are less sensitive, the HPD
intervals are not listed in Tables I and II.

In case 2, the ASSA was run two times, before and after
changing the search bounds, which converged with total 10
�104 models for five frequencies requiring 20 min each
time. At first, NAB used 10k input samples and 5k resamples
with 6 min of computation time. For the second time, NAB
used 20k input samples and 5k resamples with 15 min of
computation time. The total time for the multi-step NAB
inversion scheme was about 61 min. However, FGS was run
339 and 212 min before and after changing the bounds to
converge to 0.2. If the complete PPD values in Fig. 6 were
needed, the total run time was 551 min. It can be seen that
after adjusting the search bounds with preliminary PPD dis-
tributions estimated by the NAB, the relatively accurate and
more complete 1-D marginal distributions were obtained
with 1

9 of the computation time required by the FGS.

B. Inversion for range-dependent waveguide

Case 3 was used to evaluate the performance of the
multi-step NAB scheme in a range-dependent environment.
The test case 0 �the calibration case� from the geoacoustic
inversion techniques workshop7 was applied in this study.
The calibration case was a simple monotonic downslope en-
vironment, in which the water depth increased from 105 to
160 m over a range of 3 km. The geoacoustic model con-

FIG. 6. �Color online� Estimated marginal PPDs by FGS �dotted lines� and
multi-step NAB �solid lines� for case 2. Dashed vertical lines indicate the
true parameter values.

TABLE I. The 95% HPD interval bounds given by FGS and NAB before
changing the search intervals for case 2.

Parameter HPD by FGS
Intervals
by FGS HPD by NAB

Intervals
by NAB

r �m� 1179.5–1282.1 102.6 1145–1325 180
z �m� 25.1–28.7 3.6 22.7–30 7.3
D �m� 114.1–119.2 5.1 110.7–120 9.3
h �m� 22–31 9 17.5–33.5 16
c0 �m/s� 1500–1542.3 42.3 1500–1538.8 38.8
c1 �m/s� 1550–1614 64 1550–1602.5 52.5
c2 �m/s� 1648.7–1800 151.3 1677.5–1800 122.5

TABLE II. The 95% HPD interval bounds given by FGS and NAB after
changing the search intervals for case 2.

Parameter HPD by FGS
Intervals
by FGS HPD by NAB

Intervals
by NAB

r �m� 1184.2–1276.5 92.3 1191.2–1283.5 92.3
z �m� 25.2–28.3 3.1 24.3–28.9 4.6
D �m� 113.8–118.6 4.8 113.9–119.3 5.4
h �m� 22.8–31.0 8.2 22.5–30.4 7.9
c0 �m/s� 1487.3–1548.2 60.9 1483–1546.7 63.7
c1 �m/s� 1538.2–1621 82.8 1531.7–1614.5 82.8
c2 �m/s� 1653–1858.1 205.1 1628.5–1853.2 224.7
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sisted of a 35-m constant sound speed gradient sediment
layer over a basement half-space. The interface at the base-
ment was parallel to the sea floor.

Nine geoacoustic parameters were inverted, which in-
cluded sediment thickness, h, sound speeds at the top and
bottom of the sediment layer, c0 and c1, sound speed of the
basement, c2, densities at the top and bottom of the sediment
layer, �0 and �1, density of the basement, �2, and the attenu-
ation in sediment and basement, 
1 and 
2. For geoacoustic
inversion, 50-, 150-, and 300-Hz synthetic data were used.
The vertical array contained 31 hydrophones spanning from
20 to 80 m at 2-m spacing. The SNR values were selected as
15, 13, and 11 dB, respectively. The data and replica field
vectors were generated by the parabolic equation RAMGEO
code.24

Figure 7 displays the PPD estimates by FGS and NAB
after adjusting the search bounds. The multi-step NAB algo-
rithm obtained the comparable estimates with FGS for most
of the parameters. In Fig. 7, the maximum PPD errors be-
tween FGS and the multi-step NAB for nine parameters are
0.0325, 0.0177, 0.0145, 0.0475, 0.0107, 0.0381, 0.0168,
0.0219, and 0.0289, respectively. However, the multi-step
NAB did not get the same multi-modal distribution of sedi-
ment thickness as FGS.

In case 3, ASSA was run two times, before and after
changing the search bounds, which converged with 21k�3
models for three frequencies requiring 160 min each time.
NAB used 20k input samples and 5k resamples with 15 min
of computation time before and after adjusting the search
bounds. The total time for the multi-step NAB inversion
scheme was about 350 min. However, FGS was run about
37.3 and 22.5 h before and after changing the bounds to
converge to 0.2. If the PPD values in Fig. 7 were needed, the
total run time for FGS was about 62.5 h, which included the
run time for estimating the error variances with ASSA. The

multi-step NAB scheme obtained relatively accurate 1-D
marginal PPD with 1

11 of the computation time required by
the FGS.

VII. EXPERIMENTAL DATA ANALYSIS

A. Experiment description and environmental model

The efficiency of the multi-step NAB inversion scheme
described in Sec. V was examined using Mediterranean
shallow-water benchmark data.25,26 The experimental data
were collected over a 2-day period on 26 and 27 October
1993 in a shallow water area north of the island of Elba, off
the Italian west coast, where the environmental conditions
were known from earlier experiments. There are some differ-
ences about the baseline environment model between Refs.
25 and 26. The baseline model in Ref. 26 was used here,
which is shown in Fig. 8 and Table III.

The bathymetry was measured to be approximately
128 m at the array site. The vertical array contained 48 hy-
drophones at 2-m spacing with a total aperture of 94 m. The
bottom hydrophone was at a depth of 112.7 m and the top
hydrophone at a depth of 18.7 m. The array was approxi-
mately vertical during the time period that these data were
collected.

A stationary source was deployed at a depth of 80 m and
approximately 5600 m due north of the array. The bathym-
etry at the source location was measured to be 130 m. Two
signals were transmitted by the stationary source, both were
continuous transmission of pseudorandom noise produced
using a maximal length sequence. The center frequencies
were 170 and 335 Hz. In this study the low frequency
170-Hz signals were used to invert the environmental param-
eters. The source signal was pseudo-random noise in a 20-Hz
band around 170 Hz, whose −3-dB bandwidth was approxi-
mately 12 Hz, and the sampling frequency was 1 kHz.

In Table III the receiver depth zr is the depth of the
hydrophone closest to the ocean bottom; this parameter con-
trols the depth of all of the hydrophones. The array tilt t
denotes the horizontal deviation at the top receiver. The fol-
lowing notations were used for the sound-speed profile in the
sediment, c0, c5, c20, and c50, where the subscript denotes the
depth of the profile point below the sediment interface. The

FIG. 7. �Color online� Estimated marginal PPDs by FGS �dotted lines� and
multi-step NAB �solid lines� for case 3 �range-dependent environment�.
Dashed vertical lines indicate the true parameter values.

FIG. 8. The baseline environmental model for the North Elba experiment
site.
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sediment sound speeds were linked together using shape
functions to perform more efficient optimization.26 The
shape functions were

c5 = c0 + �1, c20 = c5 + �2, c50 = c20 + �3. �12�

The optimization was carried out over the three shape coef-
ficients, �1, �2, and �3, using the bounds listed in Table III.

Reference 26 tested many inversion models to obtain
more accurate estimation. Since the main goal of this work is
to compare the PPD results estimated by FGS and NAB with
real noisy data, the 170-Hz band data were chosen to exam-
ine the efficiency of NAB.

Three frequencies with larger power were selected for
inversion in order to achieve stable results. The selected fre-
quencies were 164.6, 169.9, and 174.6 Hz. The input SNR
along the array was about 15 dB. The frequency domain data
vectors were formed using 4096 time samples, and two time
epochs with a total time sample of approximately 8 s were
computed to form data covariance matrix. According to the
Table IV and V in Ref. 26, for the 170-Hz band, the range-
independent model RI-4 and the range-dependent model
RD-4 are the simplest models to use, based on Bartlett
power.

B. Inversion results

First, the range-independent model RI-4 was used to
evaluate the multi-step NAB inversion scheme. An addi-
tional parameter, receiver depth zr, was included for the in-
version. The original and new bounds of the nine parameters
are listed in Table III. The bathymetry was assumed to be
range independent. It is noted that, because the sediment
speed at top interface, c0, was broadened, the remaining sedi-
ment speed increments, �1, �2, and �3, would be unchanged
due to the inner relationship in Eq. �12�. Figure 9�a� displays
the estimated marginal PPD by the FGS and the multi-step
NAB after changing the bounds based on the preliminary
estimates with basic NAB algorithm. The multi-step inver-
sion scheme had comparable results with FGS. In Fig. 9�a�,
the maximum PPD errors between FGS and the multi-step

NAB for nine parameters are 0.0173, 0.0245, 0.0127,
0.0175, 0.0123, 0.0210, 0.0137, 0.0162, and 0.0266, respec-
tively.

For the RI-4 case, FGS required 342k�3 �three fre-
quencies� forward models with computation time 255 min
before changing the search intervals, and required 152k�3
models with 113 min after changing the bounds. ASSA was
run two times with 15 min for each time. NAB used 20k
input samples and 5k resamples with computation time
15 min. Therefore the total time required by the multi-step
inversion scheme was about 60 min, which was about 1

6 of
the total time required by FGS.

Another inversion case is the mildly range-dependent
model RD-4 used in Ref. 26. The replica field was calculated
by SNAPRD4 based on adiabatic normal mode theory. The
inversion results are shown in Fig. 9�b� after changing the
bounds. The maximum PPD errors between FGS and the
multi-step NAB for nine parameters are 0.0261, 0.0177,
0.0154, 0.0129, 0.0214, 0.0132, 0.0162, 0.0166, and 0.0274,
respectively.

For the RD-4 case, FGS converged to 0.2 and required
311k�3 forward models with computation time 334 min be-
fore changing the search intervals, and 192k�3 models with
210 min after changing the bounds. ASSA was run two times
with 23 min for each time. NAB used 20k input samples and
5k resamples with computation time 15 min. Therefore the
total time required by the multi-step NAB inversion scheme
was about 76 min, which was about 1

7 of the total time
needed by FGS.

In Figs. 9�a� and 9�b�, the optimizing results by ASSA
have comparable values with Ref. 26 for geometric param-
eters. The estimates of the source range and depth in Fig.
9�a� for RI-4 case are 5419 and 75.5 m, which are compa-
rable to the values in Ref. 26, 5490 and 76 m. The estimates
in Fig. 9�b� for RD-4 case are 5435 m for range and 75.8 m
for source depth, which are comparable to the values in Ref.
26, 5600 and 75 m. The estimated sound speed at sediment
interface in this study, c0, is smaller than baseline value and
that given in Ref. 26. Meanwhile, more complete parameter
uncertainties were obtained by using FGS and NAB.

TABLE III. The baseline environmental model and search bounds before and after changing for Mediterranean
data analysis.

New bounds

Parameter
Baseline
values Old bounds RI-4 case RD-4 case

Source range, r �m� 5600 5300–5900 5307–5608 5346–5639
Source depth, z �m� 80 72–82 72–78 72–79
Bathymetry-src, D1 �m� 130 127–134 123–131 126–132
Bathymetry-rcv, D2 �m� 128 127–134 … 125–132
Array tilt, t �m� 0 −3–3 −1.9–1.4 −2.0–1.5
Receiver depth, zr �m� 112.7 110–115 110–115 …
Sediment speed, c0 �m/s� 1520 1510–1560 1475–1546 1478–1566
Sediment speed, �1 �m/s� 30 0–100 0–100 0–100
Sediment speed, �2 �m/s� 50 0–100 0–100 0–100
Sediment speed, �3 �m/s� 50 0–100 0–100 0–100
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VIII. SUMMARY AND DISCUSSION

This paper introduces a neighborhood approximation
Bayes algorithm for matched field inversion that concen-
trates on estimating parameter uncertainties. For low dimen-
sion inversion, the NAB approximates the true PPD very
well. However, for higher dimensions than about six, it is
very difficult for NAB to obtain accurate sampling of the
marginal PPD without drastically increasing the input sample
and resample sizes. The authors had tried several techniques
including contracting perturbation sizes adaptively �like
ASSA� to approximate the PPD and rotating the coordinates

to decouple the dependent parameters �like FGS�. But these
had little improvement due to the limitation of NAB as an
approximation algorithm.

A multi-step inversion scheme was developed to over-
come this problem. The core idea is to adjust the search
intervals robustly based on the preliminary PPD estimation.
The modified algorithm provides complete uncertainty infor-
mation and improves the accuracy of the NAB.

The efficiency of the multi-step NAB inversion scheme
was validated by the synthetic benchmark data and the real
data collected in the Mediterranean shallow water environ-
ment. For the range-independent benchmark test cases of in-
verting nine parameters with five-frequency synthetic data,
the multi-step NAB inversion scheme can obtain comparable
PPD estimates, while requiring about one-ninth of the com-
putation time needed by FGS. For the range-dependent
benchmark test case with three-frequency data, the multi-step
NAB required one-eleventh of computation time needed by
FGS. For the real data with three frequencies, the NAB in-
version scheme required one-sixth and one-seventh of the
computation time needed by FGS for the range-independent
and mildly range-dependent cases, respectively. Overall, the
advantages of the NAB inversion method are greatest for
application with range-dependent environments, where con-
ventional matched field inversion techniques are severely
constrained by the computation time of the forward models.

The weakness of NAB is that, even though the scheme
of adjusting search bounds was introduced, it is difficult to
reproduce the narrower peak regions and the microstructures
of the true PPD. This will lead to HPD errors and should be
investigated in future work. Despite this limitation, NAB
provides a way of incorporating all models for which the
forward problem has been solved into the appraisal stage,
with significantly less computational cost.
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Underwater implosion experiments were conducted with thin-wall glass spheres to determine the
influence that structural failure has on the pressure pulse. Four experiments were conducted with
glass spheres having an outside diameter of 7.62 cm, thickness of 0.762 mm, and an estimated
buckling pressure of 7.57 MPa. The experiments were performed in a pressure vessel at a
hydrostatic pressure of 6.996 MPa. The average peak pressure of the implosion pressure pulse was
26.1 MPa, measured at a radial distance of 10.16 cm from the sphere center. A computational fluid
structure interaction model was developed to assess how the failure rate of the glass structure
influences the pressure time history. The model employed a specified glass failure sequence that is
uniform in time and space. It was found that for the conditions of the test, a glass failure rate of
275 m/s provided a reasonable representation of the test data. The test data and the model results
show that the failure time history of the structure has a significant influence on an implosion
pressure pulse. Computational prediction of an implosion pressure pulse needs to include the failure
time history of the structure; otherwise it will overpredict the pressure time history.
�DOI: 10.1121/1.2404921�
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I. INTRODUCTION

An underwater implosion can occur upon failure of a
structure that contains low-pressure gas and is surrounded by
high pressure water. If the collapse rate is fast enough, the
momentum of the in-rushing water causes the water to com-
press at the instant of closure. This compression manifests
itself in an outward propagating pressure wave, which has
the potential to be large. For many deep ocean applications,
the resulting pressure pulse needs to be known to evaluate
survivability of adjacent structures. Therefore, a series of
tests has been conducted with thin-wall glass spheres in an
effort to better understand the phenomenon and to provide
data for comparison with computational models.

Historically, underwater implosion has been investigated
in the context of cavitation bubbles and the bubble pulse
from underwater explosions. In an effort to assess the mag-
nitude of cavitation bubble collapse pressures, Rayleigh1

proposed a theory for the collapse of a spherical cavity in an
incompressible liquid. Solutions were given for the case of a
spherical cavity having zero or constant internal pressure.
The work of Gilmore,2 Keller and Kolodner,3 Hickling and
Plesset,4 and Plesset and Prosperetti5 led to solutions of the
pressure and velocity fields in close proximity to a collapsing
or expanding gas bubble, in which the liquid was modeled as
a compressible fluid and the bubble contents modeled with
the polytropic relationship. For larger bubbles, such as those
caused by underwater explosions, buoyant effects become
important. Hunter and Geers6 have developed a model for
underwater explosion bubbles which accounts for the expan-
sion due to explosion and the subsequent bubble oscillation,
including the effects of buoyant translation. In each of the

above-mentioned cases, the analyses are restricted to one or
two domain problems with spherical geometry.

There has been limited work in the past with respect to
implosion experiments. Vanzant et al.7 imploded 27 alumi-
num spheres of 15.875 cm diameter having wall thicknesses
of 0.91, 1.30, or 2.34 mm. Three interior configurations were
tested: vacuum, charged with air at 1 atm, and filled with
Styrofoam™ pellets. The near-field pressure time histories
were measured and high-speed video was attempted during
each event. The measured negative and positive pressure
pulses were compared with gas bubble collapse theory. It
was found that the experimental peak pressures were lower
than the theoretical peak pressures and that the duration of
the pulses was longer for the experiments than theory pre-
dicted. However, the impulse for the experiments was found
to be in good agreement with theory. It was concluded that
the energy required to break the metal sphere and accelerate
the fragments inward was responsible for the lower peak
pressures and longer event times. There was no attempt to
identify factors that control failure of the aluminum shell.

Orr and Schoenberg8 conducted implosion experiments
using glass spheres of 43.2, 33.0, and 23.5 cm diameter.
Each sphere was preweakened by grinding a flat spot into the
spherical surface. The spheres were submerged in the ocean
until they imploded. The implosion depth �2600–3500 m�
was found to be dependent on the thickness of glass at the
flat. The acoustic signature of each implosion event was
measured near the surface to assess the potential of implod-
ing spheres as a nonexplosive broadband acoustic source.
Peak pressures were reported in the range 3.31–13.6 MPa at
a reference distance of 1 m. The measured pressure time
histories were not compared with analytical predictions.

In another effort to develop an acoustic source without
using explosives, Harben and Boro9 bundled five glassa�Electronic mail: stephen.e.turnerl@navy.mil
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spheres together to form an imploding source. Each sphere
had a volume of 22 l and one of them was outfitted with a
device to break the glass sphere at a predetermined depth. A
peak pressure of 20 MPa at 1 m was measured for implosion
of the bundle of spheres at a depth of 686 m.

A modeling approach is needed to address underwater
implosion of arbitrarily shaped gas volumes separated from
the ocean by a structure. The available theoretical models are
for spherical gas bubbles and cannot account for a structure
which may separate the gas and liquid. Further, the experi-
mental work by Vanzant et al. indicates that the structure has
a significant influence on the measured pressure pulse. The
objectives of this paper are �1� to report near-field dynamic
pressure data for hydrostatic implosion of spherical glass
structures; and �2� to evaluate a fluid structure interaction
modeling approach to the implosion event.

II. EXPERIMENTAL APPROACH

A. Test stand

The test stand consisted of an aluminum base plate with
a 7.62 cm �3 in.� diameter pipe standing vertically. The test
sample, instrumentation, and mechanical initiation device
were mounted at the upper end of the pipe as shown in Fig.
1. The mechanical initiation device was a hydraulic piston
with a blunt blade in contact with the glass. The piston/blade
can be seen in Fig. 1 under the glass sphere. The glass sphere
is secured to the mechanical initiation device by thin wires.

The test series reported in this paper was conducted in a
1.52 m diameter�3.66 m length �60 in. diameter
�144 in. length� cylindrical pressure vessel, which was ori-
ented vertically. The test stand was lowered by crane to a
submerged platform and then the pressure vessel cap set in
place and secured by a locking ring. A schematic of the test
stand inside the pressure vessel is shown in Fig. 2. After
purging the air from the cap, a water pump was used to
increase the hydrostatic pressure. Even though there was no
air in the pressure vessel, the decrease in hydrostatic pres-
sure, resulting from the collapse, was less than 35 kPa, or
0.5% of the hydrostatic pressure.

B. Instrumentation/recording equipment

The dynamic pressure sensors were PCB tourmaline un-
derwater blast ICP pressure sensors �model W138A06, SN
6453, 6454, and 6455�. The nominal sensitivity of each blast
sensor was 0.145 mV/kPa over the measurement range of
0–34.474 MPa, and the uncertainty was ±221 kPa. The three
sensors were connected to a PCB model 481 sensor signal
conditioner and recorded on a TEAC GX-1 recorder at a
sample rate of 200 kHz. The sensors were positioned on a
horizontal plane passing through the center of the sphere, at
120° increments around the circumference, and at a radial
distance of 10.16 cm from the center. The sensor locations
are shown in Fig. 3.

C. Test matrix

The test samples were borosilicate glass spheres with an
outside diameter of 7.62 cm, a nominal wall thickness of

FIG. 1. Test stand with test sample and instrumentation installed.

FIG. 2. Test stand schematic.

FIG. 3. Dynamic pressure sensor locations.
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0.762 mm, and an internal volume of 218.0 cm3. Four tests
were conducted at a hydrostatic pressure of 6.996 MPa
�1014.7 psia�. In the first test, the glass structure failed from
hydrostatic instability at 6.996 MPa. In the remaining three
tests, the mechanical initiation device was used to initiate the
structural failure. The hydrostatic pressure was held constant
for all four tests to evaluate the repeatability of the event and
to assess the difference between initiated and uninitiated
glass failures.

D. Test sequence

The test samples were prepared by securing the glass
sphere in the wire frame above the mechanical initiation de-
vice �Fig. 1�. Then, measurements were made to verify that
each dynamic pressure sensor was 10.16 cm from the center
of the sphere. After installing the test sample, the test stand
was lowered into the pressure vessel and positioned at the
centerline of the pressure vessel. Two locating pins on the
pressure vessel platform were used to ensure the same test
stand position relative to the pressure vessels for each test.
The pressure vessel cap was secured and the pressure vessel
was completely filled with water for the test. The hydrostatic
pressure inside the pressure vessel was increased at a rate of
700 kPa/min using a water pump. The data acquisition was
started when the hydrostatic pressure reached 4.8 MPa. The
water pump continued to increase the hydrostatic pressure
until either collapse occurred or until the pressure reached
6.996 MPa. After securing the water pump, the hydraulic
pump was activated to slowly drive the blunt initiator into
the test sample. After the test sample collapsed, the data ac-
quisition was ceased.

E. Computational modeling

To better understand the experimental data, a fluid struc-
ture interaction model of the underwater implosion was de-
veloped. The models were developed using the Dynamic
System Mechanics Analysis Simulation �DYSMAS� code,
which was developed by the Naval Surface Warfare Center,
Division Indian Head for underwater shock analysis. The
DYSMAS code consists of two explicit solvers: an Eulerian
fluid solver �GEMINI�, and a Lagrangian finite element solver
�DYNA-N�; and a standard coupling interface, which passes
interface data between the codes at each time step. GEMINI

has fixed rectangular grids, through which fluid or the struc-
ture can move. Boundaries can be either free �nonreflecting�
or fixed �reflecting, with zero normal flow�. Conservation of
mass, momentum, and energy are enforced at all grid bound-
aries. GEMINI was specifically built to solve underwater
shock problems, so it incorporates compressible fluid mod-
els. However, GEMINI does not include heat transfer or vis-
cous dissipation. It can be run in one, two, or three dimen-
sions, and can be run on single or parallel processors.
DYNA-N was developed at Lawrence Livermore National
Laboratories for analysis of the transient dynamic response
of solids.

Prior to solving the fluid structure interaction model, a
comparison was made between the GEMINI fluid solver and
an analytical solution for gas bubble oscillation developed by

Keller and Kolodner. This modified form of the Rayleigh-
Plesset equation10 adds first-order compressibility effects to
the liquid surrounding the gas bubble. The analysis case was
similar to the experiments, except that there was no glass
surrounding the gas bubble. A spherical gas bubble having a
radius of 3.8 cm and pressure of 101.325 kPa is initially at
rest in an infinite field of water at Phyd=6.996 MPa. The
bubble contains ideal gas with spatially uniform pressure,
which follows an adiabatic, reversible process, PV�

=constant ��=1.4�. Surface tension, viscosity, and thermal
effects are neglected. The GEMINI model has a nonreflecting
boundary condition at r=225 cm. The instantaneous bubble
radius was calculated by both models and is plotted in Fig. 4.
There is essentially no difference between the curves. The
GEMINI solution predicts the first bubble collapse will reach a
minimum radius of 0.427 cm, or 11.24% of the initial bubble
radius. The Keller-Kolodner solution predicts a minimum ra-
dius of 0.445 cm �11.71% of the initial bubble radius�. In
addition to the bubble radius, the pressure in the surrounding
water was obtained from each model at a radial distance of
10.25 cm and is plotted in Fig. 5. The two pressure time
histories are identical except for the magnitude of the first
pressure pulse. The GEMINI solver predicts a peak pressure of
36.7 MPa, compared to 51.0 MPa for the Keller-Kolodner
solution. The pressure pulse is a response of the in-rushing
water to sudden compression as the bubble reaches a mini-
mum radius. The Keller-Kolodner model uses a first-order
compressibility model in which the density and speed of
sound are constant. In the GEMINI model, the water is de-
scribed by the Tillotson equation of state

P = P0 + ���e − e0� + A� + B�2 + C�3, �1�

which relates the pressure to density and internal energy.
With constant density, the first-order approach is stiffer,
leading to a higher estimate of the pressure. At all other
times, the compressibility of the water is less significant, and
good correlation between the two models is observed.

The one-dimensional GEMINI model contained 50
equally sized fluid cells within the initial bubble radius and
100 fluid cells between the initial bubble radius and the
model boundary at r=225 cm �the cell size increased with
radial distance from the bubble�. To assess convergence, the
model was run with a total of 2000 cells and again with
10,000 cells. The model results were identical for all three
cases, so subsequent models contained 150 cells in the radial
direction �50 within the initial bubble radius and 100 in the
surrounding water�.

A two-dimensional axisymmetric model was constructed
with a fixed �reflecting� boundary condition on the axis of
symmetry and free �nonreflecting� boundary conditions at the
other boundaries. The pressure vessel was not modeled be-
cause the events of interest occur before reflected pressure
waves come back to the test item or the sensors. Details of
the fluid structure interaction model are provided in Fig. 6.
The black half-circle represents the glass structure, modeled
with 180 rigid elements of equal length. In the x �radial�
direction, there are 50 cells of equal size within the radius of
the sphere �0�x�4 cm�, and 100 cells in the range 4�x
�50 cm �cell size increasing with radius�. The cell density is
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the same in the z direction, with respect to the center of the
sphere. There are 100 cells across the diameter of the sphere
�−4�z�4 cm�, 100 cells from 4�z�50 cm, and 100 cells
from −4�z�−50. The fluid cells inside the rigid elements
contain air at 101.3 kPa, modeled as an ideal gas which un-
dergoes an adiabatic, reversible process. Outside the rigid
elements, the fluid cells contain water at 6.996 MPa, which
was modeled as a compressible fluid with the Tillotson equa-
tion of state. The black cells shown below the half-circle are
blocked cells, with reflecting boundaries, which represent the
test stand/mechanical initiation device.

Material properties, including breaking stress and frac-
ture characteristics, were not available to develop a fracture
based material model for the glass. Instead, the glass was
modeled with rigid elements. An element deletion rate was
specified a priori to simulate the time-dependent failure of
the glass structure. The initial conditions of the simulation
are shown in Fig. 6. At time=0, the air pressure inside the
sphere is 101.3 kPa and the water pressure outside the sphere
is 6.996 MPa. During the simulation, the rigid elements
were deleted, starting with the bottom of the sphere �x=0,
z=−3.81 cm� and ending at the top. The element failure rate

FIG. 4. Instantaneous bubble radius; oscillating bubble problem solved by GEMINI and Keller-Kolodner.

FIG. 5. Pressure calculated at 10.25 cm from center of sphere; oscillating bubble problem solved by GEMINI and Keller-Kolodner.
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was specified in m/s measured around the circumference. As
the rigid elements were deleted, the high pressure water
flowed into the sphere, compressing the low pressure air. The
flow area increased with time until all the rigid elements
were deleted. The local water pressure at the sensors re-
sponded to the water in-rush, as the sphere filled, and to the
sudden decrease in water velocity when the compressed air
reached a minimum volume. Additionally, since the rigid el-
ements have no thickness, the model included a
0.762-mm-thick layer of sand on the inside of the rigid ele-
ments. The sand represents the volume of incompressible
glass after structure has failed. A P-� equation of state is
used for the sand.11

III. RESULTS

A. Glass failure by hydrostatic instability

Each of the four tests was conducted with glass spheres
subject to an external hydrostatic pressure of 6.996 MPa and
an internal pressure of 101.3 kPa. In test 1, structural insta-
bility occurred without activating the mechanical initiation
device. Consequently, the point of failure initiation with re-
spect to the sensors was unknown. The pressure time history
for each sensor of test 1 is plotted in Fig. 7. Each curve was
shifted in time by the same amount such that the peak pres-
sure for sensor 1 occurs at 0.8 ms. Due to symmetry condi-
tions, the pressure time histories of sensors 2 and 3 align
with sensor 1 in time. The beginning of the collapse is ob-
served as a decrease in the pressure at the sensors, which
occurs between 0.12 and 0.16 ms. As the high pressure water
rushes in to compress the low pressure gas, the local water
pressure decreases by 1.6 MPa, according to Bernoulli’s
principle. The collapse phase ends when the gas reaches a
minimum volume �closure�; and the velocity of the water
must go to zero. The large hydrostatic pressure used in these
experiments caused the water to achieve a very high velocity
during the collapse phase. Upon closure of the gas volume,
the rapid change in water momentum caused compression of
the water, and released a pressure wave in the outward radial
direction. The pressure wave propagates toward the pressure
vessel wall and then is reflected back toward the center. The
distance between the sensors and the wall of the pressure
vessel is 66 cm. In fresh water, the time for the pressure
wave to travel from the sensor to the wall and back is about
0.9 ms. Therefore, the onset of reflections in the pressure
time history is expected at 1.0 ms. Had the experiments been
conducted at a lower hydrostatic pressure a lower peak pres-
sure would be expected. The peak pressure is influenced by
compression of the water and reexpansion of the compressed
gas volume. The momentum of the in-rushing water during a
collapse is dependent on the differential pressure �hydrostatic
pressure minus initial gas pressure�. Even if the momentum
of the in-rushing water is not sufficient to cause the water to

FIG. 6. Description of axisymmetric GEMINI model.

FIG. 7. Pressure time history for test 1.
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compress at closure, the gas volume can still be compressed
beyond the hydrostatic pressure, so that it has to reexpand.

During the collapse phase, the pressure time histories of
sensors 1–3 are nearly identical. The curves begin to diverge
as the pressure peak is reached at 0.8 ms. Sensor 3 recorded
the highest peak pressure, but the duration of the pressure
pulse was shorter than the other two sensors. It is often use-
ful to integrate the dynamic pressure with respect to time to
calculate the impulse, I, which is a measure of the momen-
tum imparted to the water as the pressure wave passes
through it.12 Note that the dynamic pressure is obtained by
subtracting the hydrostatic pressure from the absolute pres-
sure, so that at t=0, the impulse is zero. In Fig. 8, the im-
pulse is plotted for the three pressure time histories measured
in test 1. For each time, t, between 0 and 1.2 ms, the pressure
time history was integrated between 0 and t. The strength of
the positive portion of the pressure pulse �where P� Phyd� is
the difference between the maximum impulse �occurring at
about 0.9 ms� and the minimum impulse �occurring at about
0.73 ms�. Imax− Imin values of 619, 602, and 583 Pa s were
calculated for sensors 1–3, respectively. For this test, the
sensor-to-sensor difference between Imax− Imin was 6%,
whereas the difference for the peak dynamic pressure was

55%. The value of plotting the impulse is to show that the
momentum imparted to the water in the three directions that
were measured is uniform, even though there is local varia-
tion of the pressure time histories.

B. Glass failure by mechanical initiation

Tests 2–4 were conducted with glass spheres identical to
test 1 at an external hydrostatic pressure of 6.996 MPa. Each
glass sphere was caused to fail by activating the mechanical
initiation device, which contacted the bottom of the sphere,
90° away from each sensor. The pressure time histories mea-
sured at sensor 1 for each test are shown in Fig. 9. For ease
of comparison, the curves for each test were shifted in time
to align the peak pressures at 0.8 ms. During the collapse
phase, there is little deviation between the pressure time his-
tories. However, the curves diverge at the peak pressure into
four distinct curves. Still, the magnitudes of each peak pres-
sure are within 5% of each other �25.8–27.2 MPa�. Even
though the failure location of test 1 is unknown, the pressure
time history of test 1 is consistent with tests 2–4 with respect
to the magnitude and duration of the collapse phase and the
pressure peak.

FIG. 8. Impulse time history for test 1.

FIG. 9. Pressure time histories for tests 1–4, sensor 1.
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C. Comparison with computational model

The primary variable in the computational model was
the rate of glass failure. But before the parameter of glass
failure rate was investigated, three different treatments of the
glass volume were evaluated and compared against a base-
line case, in which the zero thickness rigid elements were
located at the outside radius of the glass sphere, r=3.81 cm.
In the first case, the rigid elements were simply relocated to
the inside radius of the glass sphere, r=3.73 cm. In case two,
the rigid elements were relocated at r=3.81 cm, and a solid
sphere having the same volume as the glass shell, was speci-
fied at the center. In the third case, the rigid elements were
located at r=3.81 cm, and the glass shell thickness was mod-
eled by a layer of sand against the inside of the rigid ele-
ments, so that after the rigid elements were deleted the influ-
ence of the glass particles would be included. The thickness
of the sand layer was the same as the glass thickness. Each of
the three cases is compared to the baseline case in Fig. 10.
Figure 10 shows that the case modeled with the rigid ele-
ments at the outside radius with only gas on the inside of the
sphere results in the largest pressure peak. Reducing the ra-
dius of the rigid elements to the inside radius of the glass

sphere has a minor influence on the peak pressure. There is a
significant reduction in the peak pressure when the glass vol-
ume is modeled by the sphere or the layer of sand. Treatment
of the glass volume with the layer of sand is more desirable
since �1� it is more physically realistic to specify the initial
location of the glass between the outer and inner radii; and
�2� it represents the duration of the collapse phase better. In
all the subsequent cases, the rigid elements were located at
r=3.81 cm and the glass sphere was modeled by a layer of
sand between the inner and outer radii of the glass sphere.

Eight cases were run with different glass failure rates.
The first case represented a glass structure that shatters in-
stantly �infinite failure rate�; all the rigid elements were de-
leted at the same time. Seven additional cases were run with
glass failure rates ranging from 1830 m/s, which corre-
sponds to the maximum reported rate of crack propagation in
glass,13 down to 200 m/s. The pressure time histories from
the DYSMAS analyses are shown in Fig. 11. For ease of
comparison, the curves were shifted in time to align the peak
pressures at a common time of 0.8 ms. For the case of infi-
nite failure rate, the pressure drops sharply from
6.99 to 4.21 MPa at 0.368 ms. Since all the rigid elements

FIG. 10. Comparison of three computational models,
each with an infinite glass failure rate.

FIG. 11. Pressure time histories for DYSMAS calcula-
tions.
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were deleted at one instant, allowing the water to instantly
flow inward from all directions, the duration of the collapse
is a minimum �0.462 ms�. For the cases with finite glass
failure rates, the presence of the elements restricts the in-rush
of water, causing the collapse to take longer. It was found
that as the glass failure rate was decreased, the peak pressure
decreased. One exception is that the model results for the
infinite failure rate predict a peak pressure of 32.2 MPa,
which is 1.5% lower than the peak pressure for the 1830 m/s
case �32.7 MPa�. Further review of the model results indi-
cated that the blocked cells located below the glass sphere
restrict the in-rush of water from the bottom. For the infinite
failure rate case, the water begins to flow inward from all
directions the instant the rigid elements are deleted. There is
limited water available between the blocked cells and the
bottom of the glass sphere, which restricts the flow rate from
the bottom. Consequently, the flow restriction causes the gas
bubble to migrate toward the blocked cells. However, for the
cases with finite failure rates, the first rigid elements to be
deleted are at the bottom, causing the initial in-rush of water
to be in the +z direction. After all the rigid elements are
deleted, the collapsing gas bubble has momentum in the +z
direction. The combination of an 1830 m/s element deletion
rate starting at the bottom and the restricted flow rate from
the bottom, simply produces a more symmetric collapse �and
higher peak pressure� than is observed for the infinite failure
rate case.

The computational analyses followed the simplifying as-
sumption that the glass failure rate was uniform with respect
to time and space, and that the rigid elements remain station-
ary until they are deleted. Even though these assumptions
were not verified directly, the pressure time history for the
275 m/s glass failure rate provides a reasonable representa-
tion of the measured pressure time histories. The results for
the 275 m/s analysis case are overlaid on the data from tests
1 to 4 in Fig. 12 �again, aligning the peak pressures at
0.8 ms�. The 275 m/s case was selected because the peak
pressure of 26.6 MPa matches the test data peak pressures
�25.8–27.2 MPa�. Additionally, the analysis matches the
data with respect to the duration of the collapse, the pressure
drop during the collapse, and the shape/duration of the posi-

tive pressure peak. The start of collapse was defined as the
time at which the local pressure at the sensor drops below
99% of the hydrostatic pressure. The end of the collapse is
considered to be the point at which the local pressure in-
creases to the hydrostatic pressure. In each of the four tests,
the duration of the collapse is between 0.505 and 0.6 ms. The
275 m/s analysis case had a slightly lower collapse time of
0.473 ms. The pressure drop for the test data �all three sen-
sors and all four tests� is 1.624 MPa; for the analysis case, it
is 1.87 MPa. Finally, the model results agree well with the
test data with respect to the shape and duration of the posi-
tive pressure peak. Even the minor peak on the tail of the
pressure peak is captured by the analysis. This corresponds
to reflection from the test stand/mechanical initiator.

IV. CONCLUSIONS

The primary conclusion is that a computational model of
an underwater implosion event must include the structure
that separates the low pressure air from the high pressure
water. If the structure is neglected, the model will overpre-
dict the peak pressure. To support this conclusion, four ex-
periments were conducted with glass spheres subject to hy-
drostatic pressure at, or near to, the failure load. The use of
brittle glass was expected to result in near instantaneous
structural failure. However, a computational model that does
not account for the glass structure �instantaneous failure� was
found to overpredict the peak pressure by 44%.

A uniform failure rate �in time and space� was imple-
mented in the model to determine its influence on the pres-
sure time history. Failure rates from the maximum crack
propagation speed of 1830 down to 200 m/s were evaluated.
Model results were found to agree with the test data when a
structural failure rate of 275 m/s used. Since the rate of the
collapse determines the momentum of the water as it ap-
proaches the point of closure, it is reasonable to expect good
agreement with the peak pressure if the collapse rate has
been determined.

Finally, the constant failure rate of 275 m/s is an effec-
tive value that only applies to the set of test conditions de-
scribed. It is expected that the failure rate would change if

FIG. 12. Comparison of pressure time histories
between experiments and DYSMAS calculation.
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parameters such as glass thickness, sphere diameter, or hy-
drostatic pressure were changed. Further, it is expected that
the actual failure time history of the glass structure varies in
time and space. A more desirable approach would be a finite
element description of the glass structure that reacts to me-
chanical forces of pressure and flow. Such a model would
require detailed fracture and mechanical strength information
for the glass material. While the above-described model is
not suitable as a predictive capability, it does illustrate the
influence the structure has on an underwater implosion.
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The effect of cavity geometry on the nucleation of bubbles
from cavities
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The heterogeneous nucleation of gas bubbles from cavities in a surface in contact with a liquid is a
widely recognized phenomenon. This process has previously been theoretically analyzed
extensively for a conical crevice, although in practice a wide range of cavity geometries might be
expected. The method of analysis originally presented by Atchley and Prosperetti �J. Acoust. Soc.
Am. 86, 1065–1084 �1989�� for the unstable growth of a gas-liquid interface in a conical crevice is
here extended to any axisymmetric cavity geometry and four such different geometries are analyzed.
Although the method presented neglects gas transfer, and therefore is most directly suitable for
acoustic cavitations, this method is still valuable in comparing the nucleation behavior of different
cavity types. It is found that once the interface has emerged outside the cavity, its behavior is
determined by the size of the cavity’s opening. Given that the behavior of the interface once it is
outside the cavity will also be determined by the local flow conditions, the threshold for unstable
growth of the interface inside the cavity leading to its emergence is the important value and will
determine differences between cavity geometries in practice, as shown in the examples presented.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2404629�

PACS number�s�: 43.35.Ei, 43.25.Yw �AJS� Pages: 853–862

I. INTRODUCTION

The nucleation of gas bubbles in a fluid can arise under
a number of conditions: thermal expansion and phase change
during boiling; supersaturation, for example in carbonated
beverages or in the body during decompression, e.g., deep-
sea divers; cavitation; acoustic pressure fluctuation, often re-
ferred to as acoustic cavitation. Four modes of nucleation
have been identified �Jones et al., 1999�, the first two requir-
ing homogeneous formation of bubbles either in the bulk of
the liquid or catalyzed at the surface of some other material
in contact with the liquid. These are unlikely to account for
most observed nucleation, as these are associated with very
high thresholds for nucleation: for example very high super-
saturation is required for the homogeneous formation of
bubbles in pure liquid. Instead heterogeneous nucleation is
more likely; for many supersaturation nucleation phenom-
ena, it is most likely to be nucleation as defined by Jones et
al. �1999� as Type IV that is implicated.

This process involves preexisting gas pockets within
cavities on the surface of materials in contact with the liquid.
The geometry of these cavities permits the gas pockets to
remain stable against collapse even, in the case of deep-sea
divers, during an increase in the pressure of the liquid �i.e.,
subsaturation�. On the application of supersaturation, typi-
cally a reduction in the liquid pressure �i.e., decompression�,
the gas pocket is no longer in equilibrium and begins to
grow. Typically the growth will start off as stable, and will
thus stop if the decompression is halted. However, if the
threshold for unstable growth, the critical radius, is reached
then nucleation would be expected to occur without any need

for further decompression. For nucleation from cavities, the
picture can be more complex, as even if the critical radius for
the gas pocket within the crevice is exceeded it does not
guarantee that once the gas-liquid interface emerges from the
cavity it will continue to grow and that ultimately a portion
of gas will detach from the cavity to produce a free bubble in
the liquid �Atchley and Prosperetti, 1989�. The latter thresh-
old for growth outside the cavity and detachment of a pro-
portion of the gas may require a lower pressure �i.e., a larger
decompression� than for emergence of the interface from the
cavity.

The conical crevice was first proposed by Harvey et al.
�1944� and has been widely used as a model site for hetero-
geneous nucleation, for example, Apfel �1970�, Tikuisis
�1986�, Atchley and Prosperetti �1989�, and Chappell and
Payne �2006� and both the stability and the dynamic behav-
ior of a gas pocket, including the effects of diffusion, in such
a cavity have been considered. However, it is likely that
nucleation may occur from cavities with different geometries
from that of a conical pit. It would be valuable to have some
method for comparing the behavior of different cavity geom-
etries under decompression, since the precise geometry is
often not known, and hence approximated, and the depen-
dence of the nucleation behavior on the geometry has not
been considered previously.

Dynamic models for the evolution of gas pockets within
a conical crevice are relatively complex and depend upon a
number of parameters beside those of the cavity geometry
�Chappell and Payne, 2006�. Although it is possible to derive
similar models for other cavity geometry the complexity of
the model rapidly increases as the geometry deviates away
from the simple conical crevice. Hence in this work we seek
to make comparisons between different cavity geometries us-a�Electronic mail: michael.chappell@eng.ox.ac.uk
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ing a simpler approach, which is intended to predict and to
compare the behavior of more complex cavity geometries
with that of the simple conical crevice.

Previously Atchley and Prosperetti �1989� have pre-
sented a method via which the expansion of a pocket of gas
held within a conical crevice under decompression can be
examined. They considered both the thresholds for the emer-
gence of the interface out of the crevice and for the further
growth of the gas pocket outside the crevice along the exter-
nal surface. Their model assumed that the mass of gas inside
the pocket is constant during growth, which limits its direct
application to situations where diffusion and phase change
are negligible, such as acoustic cavitation. Acoustic cavita-
tion might be expected to be associated with minimal gas
transfer into the cavity as the time period for gas transfer for
acoustic sources in the hundreds of kilohertz to megahertz
range is less than 10−5 s, whereas the time constant for gas
transfer into a crevice is likely to be of the order of tens of
seconds �Chappell and Payne, 2006�. Here we follow the
same method, but generalize to any form of cavity whose
width can be described as an explicit function of depth. We
also consider the effects of an increase in the mass inside the
gas pocket to simulate the effect of diffusion during growth.

II. THEORY

A. Laplace equation

For any gas pocket which has an interface with a liquid
phase the balance of internal and external pressures and the
normal stress due to surface tension can be found, in me-
chanical equilibrium, from the Laplace equation:

�
i=1

m

pi + pv = pL +
2�

R
, �1�

where the gas pocket has a spherical cap of radius R and
there are m gases dissolved in the liquid each with partial
pressure pi, pv is the partial pressure of the liquid vapor in
the gas pocket, pL is the pressure in the liquid, and � is the
surface tension. For a free bubble the radius of curvature
must be positive: hence, for it to be stable, the pressure of
gases inside the bubble must exceed the pressure in the liq-
uid. This can only be achieved if the partial pressures of
gases dissolved in the liquid exceed the pressure in the liq-
uid, i.e., the liquid is supersaturated, which itself is not a
stable condition unless the whole system is externally closed
to gas transfer. However if the gas pocket resides inside a
cavity the interface may take a range of values for R, both
positive and negative, hence the gas pocket may be stable for
both super- and subsaturated liquids, Fig. 1. The limits for
the radius of curvature are set by the limits allowed for the
contact angle, �, between the liquid-gas interface and the
wall of the cavity. The contact angle may not exceed the
advancing contact angle, �A, or be smaller than the receding
contact angle, �R:

�A � � � �R. �2�

The values of these contact limits depend on all three
phases: solid, liquid, and gas. Typically it is the interaction

between the liquid and the solid which is most significant.
For example, for water on a surface defined as being hydro-
philic it would have a low contact angle, typically in the
range 10°–30°, whereas on a hydrophobic surface it would
have a larger contact angle, in the range 70°–90°.

B. Nucleation process

Four phases of bubble growth during a nucleation event
were considered by Atchley and Prosperetti as follows.

Growth within cavity:

1. Change in the radius of curvature by reduction in the
contact angle, which proceeds until the receding contact
angle is reached.

2. Movement of bubble interface up the cavity, with the in-
terface contact angle at the receding value, which pro-
ceeds until the mouth of the cavity is reached.

Emergence outside cavity:

3. Change in the radius of curvature by reduction of the
contact angle between the interface and the external sur-
face, which proceeds until the receding contact angle is
reached.

4. Growth of the gas pocket laterally along the external sur-
face with the contact angle equal to the receding value.

At some point a proportion of the gas would be expected
to detach and form a free bubble in the liquid, the conditions
for this being set by the buoyancy of the gas pocket and any
forces due to the flow of the liquid. Analysis and experiments
for bubbles in carbonated beverages and the emergence of
gas pockets from cavities into normal flows �Bai and Tho-
mas, 2001; Liger-Belair et al., 2002, 2005; Uzel et al.,
2006a,b� suggests that detachment typically occurs during
the third phase, before the gas pocket begins to grow signifi-
cantly along the external surface. For simplicity here we will
adopt the definition of nucleation used by Atchley and Pros-
peretti as having occurred once the gas pocket interface is
growing unstably along the surface outside the cavity, hence
the evolution of the gas pocket will progress throughout all
four phases listed.

FIG. 1. A cavity can support a gas-liquid interface with both positive and
negative radius of curvature.
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C. Geometry

We define our cavity with axial symmetry and a half-
width, w, which is a function of the height above the base of
the cavity, x, as shown in Fig. 2. The contact angle between
the interface and the cavity wall is composed of two angles:

� = � + � , �3�

where � is the angle between the interface and the vertical
and � is the angle of the cavity wall to the vertical which is
given by the slope of the cavity wall:

� = arctan�dw�x�
dx

� , �4�

hence

��x,�� = � − arctan�dw�x�
dx

� . �5�

1. Inside the cavity

The radius of curvature of the interface when it is inside
the cavity can be found by treating the interface as the
spherical cap of a sphere with radius:

Rini�x,�� =
w�x�

cos ��x,��
. �6�

Likewise the volume can be found from the volume of the
spherical cap described by the interface plus the volume of
the cavity below the three-phase contact line:

Vini�x,�� =
1

3
�Rini

3 �2 − �2 + cos2 ��x,���sin ��x,���

+ ��
�=0

x

w2���d� . �7�

2. Emergence outside the cavity

The radius of curvature is now given by the contact
angle between the interface and the external surface, �:

Rext��� =
w�x = h�

sin �
. �8�

The volume of the gas pocket can also be defined, until �
equals the receding contact angle and the interface starts to
grow along the external surface, by

Vext��� =
1

3
�Rext

3 �2 + �2 + sin2 ��cos ��

+ ��
�=0

h

w2���d� . �9�

3. Lateral growth

The lateral growth of the gas pocket along the external
surface can be defined in terms of a variable half-width, w�,
which starts at the half-width of the cavity at its mouth.
Hence the radius of curvature can be written as

Rext�w�� =
w�

sin �R
, �10�

with the volume being given by Eq. �9�.

III. ANALYSIS

We initially assume that there is no transfer of gas into
or out of the gas pocket during expansion so that the gas
content of the pocket remains constant. For simplicity we
consider only a single gas dissolved in the liquid and hence

pGV = V0TG, �11�

where V is the volume of the gas pocket at any point during
the expansion, V0 is the initial volume, and TG is the gas
tension in the liquid. The gas tension describes the concen-
tration of gas in the liquid in terms of its equivalent partial
pressure. Hence the Laplace equation can be written as

V0TG

V
+ pv = pL +

2�

R
. �12�

From Eq. �12� it is possible to determine the liquid pressure
and saturation values required for the interface to be stable at
any position within the cavity. For nucleation due to super-
saturation we are interested in the condition where pL	TG.
For example, postdecompression, where the liquid pressure
was initially equal to TG and in equilibrium with the gaseous
atmosphere, or after the cap has been removed from the
bottle of a carbonated beverage.

Of particular interest are the critical values of pL which
present a threshold to the growth of the gas pocket, hence a
threshold to nucleation. This we analyze, following the pro-
cedure set down by Atchley and Prosperetti �1989�. We as-
sume that the gas pocket is stable before the liquid pressure
is reduced, hence initially the interface is close to flat with a
large radius of curvature �this may be either positive for mar-
ginally supersaturated solution or negative for an undersatu-
rated solution�.

A. First nucleation threshold

As has already been noted, the first phase of expansion
of the gas pocket proceeds by a reduction of the interface
contact angle with the cavity wall. This will result in a re-
duction in the radius of curvature. �Note that if the interface
initially starts concave toward base of the cavity, then the
initial radius of curvature will be negative and growth will
proceed by increases in the negative magnitude of R until it

FIG. 2. Definition of parameters in a generic cavity.
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passes through infinity�. The reduction in radius of curvature
leads to an increase in the pressure due to surface tension
until the receding contact angle is reached. Hence the reced-
ing contact angle can be regarded as a threshold to nucle-
ation, as given by

pL
A = pv −

2�

Rini�x0,�R�
+

V0TG

Vini�x0,�R�
. �13�

However, as noted by Atchley and Prosperetti, this will not
represent an unstable threshold for growth of the gas pocket
up the crevice unless the radius of curvature exceeds the
critical radius. If it is not an unstable threshold, then further
reduction in the liquid pressure, beyond pL

A, will be required
for the gas pocket to continue to grow.

The critical radius can be determined by considering the
stability of the collapsing and expanding forces as described
by the Laplace equation. The left-hand side of the Laplace
equation gives the expanding forces, the right-hand side the
collapsing: when they are equal there is equilibrium. The
equilibrium is only stable if “the �negative� rate of change of
the collapsing forces is larger than that of the expanding
forces” �Atchley and Prosperetti, 1989�:

d

dR
�V0TG

V
+ pv� 	

d

dR
�pL +

2�

R
� . �14�

When Eq. �14� holds with an equality sign this repre-
sents the transition between stable and unstable behavior.
Thus the solution would give the critical radius, beyond
which the growth of the gas pocket becomes unstable. Per-
forming the required differentiation gives the critical radius
as a solution of

TGV0
dVini�R,�R�

dR

Vini�R,�R�2 =
2�

R2 . �15�

Substituting back into the Laplace equation gives the corre-
sponding pressurse threshold:

pL
B = pv −

2�

Rc 	1 −
Vini�Rc,�R�


Rc
dVini�R,�R�

dR



R=Rc

� . �16�

Note that we have taken the value of contact angle for this
analysis to be the receding value, making the assumption that
we only need to calculate this threshold during the second
phase of growth, i.e., either the critical radius has already
been exceeded by the time the receding contact angle has
been reached at the end of the first phase, or it represents a
further threshold to growth during the second phase. We dis-
cuss this assumption further later. For a conical crevice, as
considered by Atchley and Prosperetti, Vint can be written as
a simple function of R3 and thus Eq. �15� can be solved for
the critical radius. However, for a more general cavity
shape an explicit analytical solution is not guaranteed.

The next phase of growth of the gas pocket is movement
of the interface up the cavity. If the critical radius has already
been exceeded then unstable growth will proceed. Otherwise
growth will remain stable, i.e., it will only continue as long

as the liquid pressure is sufficiently low. The smaller of the
two of these pressure values is thus the threshold for unstable
growth within the cavity and is defined by Atchley and Pros-
peretti as the first threshold for nucleation.

B. Second nucleation threshold

Once the interface has reached the cavity mouth there is
a sharp change in the slope of the wall from the inside of the
cavity to the external surface. The interface now has a “new”
contact angle between itself and the external surface. As the
value of this contact angle will be greater than the receding
contact angle, growth of the gas pocket will proceed by the
reduction in this external contact angle, �. Thus a further
threshold is expected at the point where �=�R:

pL
C = pv −

2�

Rext��R�
+

V0TG

Vext��R�
. �17�

Again this only represents a threshold to unstable growth if
the radius of curvature is greater than the critical radius.
Because the interface has emerged outside of the cavity there
may be a smaller critical radius, and hence threshold on pres-
sure, than that found earlier for inside the crevice. Once
again the critical radius can be found by considering the
transition from stable to unstable at the equilibrium point:

TGV0
dVext�Rext,�R�

dRext

Vext�Rext,�R�2 =
2�

Rext
2 . �18�

Unlike the volume of the gas pocket inside the cavity,
the volume of the pocket once it has emerged can be given as
a simple function of the radius of curvature from Eq. �9�:

Vext��� =
1

3
��2 + �2 + sin2 ��cos ��Rext

3

+ ��
�=0

h

w2���d� . �19�

The critical radius is then a root of

2g��R�2�Rext
6 − 3g��R�TGV0Rext

4 + 4g��R�Vc�Rext
3

+ 2Vc
2� = 0. �20�

Two approximate cases may be considered. In the first, Vc


g���R3, i.e., the volume of the spherical segment outside
the cavity is much larger than the total volume of the cavity.
Under these circumstances the radius of curvature, and hence
the corresponding pressure threshold, can be found explicitly
�Atchley and Prosperetti, 1989�:

pL
D � pv −

4�

3
2����R�

3V0TG
. �21�

In the second case Vc�g���R3, the volume of the cavity
exceeds that of the spherical segment outside the cavity. Un-
der these conditions the Laplace equation simplifies to
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�V0

Vc
�TG + pv = pL +

2�

R
, �22�

which, once the stability of the equilibrium point is consid-
ered, gives an infinite critical radius, i.e., at a flat interface
curvature. Hence, the growth would be unstable once the
receding contact angle with the external surface is exceeded.

C. Critical radii

As has already been noted in calculating the critical ra-
dius within the crevice, it has been assumed that either it has
been exceeded during the first phase of growth or it occurs
during the second phase, where the contact angle equals the
receding value. This is also true for the critical radius for
growth outside the cavity in relation to the third and fourth
phases. However, it is possible for the critical radius to occur
during the first phase and to require a liquid pressure that is
smaller than the value to reach the receding contact angle.
According to the analysis presented so far under these con-
ditions, no valid value of pL

B would be found �the critical
radius does not occur during the second phase� and so the
value of pL

A would be taken as critical, but it would be
smaller than the true threshold. Strictly, therefore, it should
be determined whether during the first phase there is a “criti-
cal contact angle” �with x fixed at the initial value� and,
during the second phase a “critical length” �with � fixed at
the receding value�. The critical contact angle, �c, is the
solution of

d

d�
� V0TG

Vini�x0,��
+ pv� =

d

d�
�pL +

2�

Rini�x0,��� . �23�

A physically relevant solution only exists if �0��c

��R. Similarly the critical length, xc, can be determined
from

d

dx
� V0TG

Vint�x,�R�
+ pv� =

d

dx
�pL +

2�

Rint�x,�R�� . �24�

Again a physically relevant solution only exists for x0�xc

�h. If the solution to Eq. �24� is given by xh, then the
critical value lies beyond the height of the cavity, so under
these conditions the critical length would correspond to the
interface reaching the crevice mouth, i.e., xc=h. The appro-
priate pressure thresholds can be determined by substitution
back into the Laplace equation:

pL
B� = pv −

2�

Rint�x0,�c�	1 −
Vint�x0,�c�


Rint�x0,�c�
dVint�x0,��

d�



�=�c

� ,

�25�

pL
B = pv −

2�

Rint�xc,�R�	1 −
Vint�xc,�R�


Rint�xc,�R�
dVint�x,�R�

dx



x=xc

� .

�26�

Note that pL
B as determined by xc in Eq. �26� will be the same

as that defined in Eq. �16� when the critical radius, as defined

earlier, exists. Likewise the same should be done for the
third and fourth phases to determine the critical values out-
side the cavity. Thus:

pL
D = pv −

2�

Rext�wc��	1 −
Vext��R,wc��


Rext�wc��
dVext��R,w��

dw�



w�=wc�
� ,

�27�

where wc� is the solution of

d

dw�
� V0TG

Vext��R,w��
+ pv� =

d

dw�
�pL +

2�

Rext�w��
� , �28�

the definition of Rext in Eq. �10� being used and wc�
w�h�. Additionally, a critical radius may be found be-
fore the receding contact angle with the external surface is
reached at a liquid pressure of

pL
D� = pv −

2�

Rext��c�	1 −
Vext��c�


Rext��c�
dVext���

d�



�=�c

� , �29�

where �c is the solution of

d

d�
� V0TG

Vext���
+ pv� =

d

d�
�pL +

2�

Rext���
� , �30�

with Rext as defined in Eq. �8� and ��R−�+� /2��c

�R.
Atchley and Prosperetti do not make this distinction that

we have made here; however, this may not be particularly
significant given the conditions which they considered. The
critical radius is determined both by the extent to which the
volume has increased and the change in the pressure due to
surface tension. During the first phase of expansion the
change in volume is typically relatively small; hence the re-
quired liquid pressure is dominated by variations in the sur-
face tension term. This term gets smaller as the radius of
curvature increases with reduction in contact angle. Hence
the critical value of pressure will occur at the limit of contact
angle variation: the receding value. This is less likely to be
the case once the interface has emerged outside the cavity, as
during the third phase of growth variations in contact angle
�now with the external surface� can lead to more significant
variations in volume. However, if the volume of the cavity is
much greater than that of the spherical segment, once again
the significance of this volume change is small and it would
be expected that if the critical radius occurred before the
receding contact angle, it would be exceeded with a higher
liquid pressure than that needed for reach the receding con-
tact angle.

IV. NUMERICAL RESULTS

Atchley and Prosperetti noted that the picture that
emerged from the analysis of nucleation in the conical crev-
ice was very complex and this is no less the case for the
analysis of more generalized crevice geometries presented
earlier. To establish the threshold for nucleation it is strictly
necessary to test all four of the thresholds considered earlier
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to determine the limiting case. For the general case, this is
complicated further because in two cases an analytic expres-
sion may not be available. Hence, like Atchley and Prosper-
etti, we will examine the behavior of different types of cavity
using numerical analysis. The numerical results will be pre-
sented as plots of volume occupied by gas against the pres-
sure in the liquid, showing the evolution of the gas pocket as
the liquid pressure falls until the interface on the external
surface has reached the receding contact angle and it has
grown along the external surface up to twice the width of the
cavity mouth. For comparison with previous work we will
plot the quantity pv− pL as the x ordinate and volume of the
gas pocket as the y ordinate.

We consider four types of cavity.
1. Conical crevice, Fig. 3�a�:

w�x� = x tan��� . �31�

The conical crevice is the most common form of cavity ex-
plored in nucleation analysis, as it has a relatively simple
geometry and appears to be a reasonable simplification of the
sort of imperfection that would be found on a surface.

2. Cylindrical cavity, Fig. 3�b�:

w�x� = c . �32�

The geometry is even simpler than that of the conical crev-
ice, although it seems less likely that surface imperfections
would take this form and hence are not commonly expected
to be a good model for nucleation. However, this form of
cavity has been used to model the formation of bubbles in
carbonated beverages �Liger-Belair et al., 2005; Uzel et al.,
2006a, b�, as it has been found that nucleation occurs at
hollow cylindrical fibers trapped on the walls of the glass
�Liger-Belair et al., 2002�.

3. Elliptical crevice, Fig. 3�c�:

w�x� = b�1 −1 −
x2

h2� . �33�

This has been proposed as a variation on the conical crevice
by Tikuisis �1986�, because in principle it is easier for the
gas pocket to emerge from this form of cavity and the
smooth transition between the inside of the cavity and out-
side surface may be a more realistic model of true nucleation
sites.

4. Spherical cavity, Fig. 3�d�:

w�x� = r2 − �x − 1�2, �34�

with a penetration, fraction of the diameter of the sphere
within the surface, given by z=h /2r. The spherical cavity is
of particular interest to the nucleation of decompression

bubbles in the body. The site for the formation of the bubbles
which are observed in the blood postdecompression has yet
to be determined experimentally. However, caveolae have
been proposed as a possible nucleation site �Brubakk, 2004�.
These caveolae are spherical invaginations into endothelial
cells found on the lining of blood vessels, which are approxi-
mately modeled by the spherical cavity considered here. This
cavity shape is also similar to the reservoir type of nucleation
site, for example, Sluyter et al. �1991�.

To compare these four cavity types, the dimensions are
chosen so that they are all compatible: The height and size of
opening onto the external surface of each is set equal to that
of the conical crevice. The parameters used for the cavities
are shown in Table I, a receding contact angle of 80° being
used to make the cavity hydrophobic, and the interface starts
one quarter of the way up the crevice, x0=h /4. Surface ten-
sion is taken to have a value of 0.03 N m−1 as might be
expected in biological media �Tikuisis, 1986; Chappell and
Payne, 2006�, which is lower than the value of 0.07 N m−1

observed in water.
Figure 4 shows the evolution of the gas pocket for de-

compression from atmospheric pressure �TG=1 bar�. For the
two crevices there is no distinct pL

B threshold, as the critical
radius of curvature is reached when the receding contact
angle is attained at pL

A, growth of the interface after this point
resulting in a reduction in the required pressure. The cylin-
drical cavity, however, never reaches the critical radius:
Once the internal receding contact angle threshold is
reached, the pressure continues to fall as the interface moves
up the crevice, but no maximum is ever reached. The spheri-
cal cavity does have a pL

B threshold, which occurs at the
maximum pressure during the second phase of growth. For
the conical and elliptic crevices and the spherical cavity there

is also a pL
D� threshold at a smaller volume than the pL

C value,
i.e., the critical radius outside the cavity occurs during the
third phase. The elliptical crevice behavior is particularly
distinct because there is a smooth transition between the sur-
face inside and outside the cavity; hence the interface is al-
ready at the receding contact angle once it emerges from
inside the crevice. This means that unlike the other cavities
the critical threshold for the elliptical crevice is pL

A, i.e., once

FIG. 3. Geometry of the four cavities.

TABLE I. Geometric parameters used for the four cavities.

Geometric
parameter Value

Conical crevice
h 2
� 15°

Cylindrical cavity
h 2
c 0.536

Elliptical crevice
h 2
b 0.536

Spherical cavity
r 1.071
z 0.933
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the receding contact angle has been reached inside the crev-
ice further growth of the gas pocket is unstable.

To compare the four cavity types: It is the elliptical cav-
ity which has the lowest threshold value of liquid pressure
for nucleation; hence it is the hardest in which to promote
nucleation under these conditions. The other three have rela-
tively similar minimum values for pL, which is not surprising
since once the interface has emerged outside of the cavity the
behavior is primarily dominated by the surface tension term
in the Laplace equation, the volume ratio term becoming

small as the total volume of the gas pocket increases. This
means the behavior is dominated by the radius of curvature
which will be the same for all these three cavities as they
have been chosen to have the same radius of opening onto
the external surface. Although the elliptical crevice is the
hardest to promote to growth under these conditions, once
the receding contact angle inside the crevice has been
reached further growth is unstable. Thus the emergence of
the gas pocket out of the cavity after this stage is easy, which
is consistent with the predictions of Tikuisis �1986�.

In all cases the value of liquid pressure that would be
required for nucleation is negative, hence it would be impos-
sible, under these conditions, to cause the gas pocket inter-
face to reach the stage where it spreads outwards along the
external surface. However, this may not be the most appro-
priate definition for nucleation in many circumstances. As
has already been noted, the behavior of the gas pocket once
it has emerged is also determined by the conditions in the
liquid, for example, the presence of a flow. These conditions
will dictate the nucleation behavior of the interface outside
the cavity, and hence the threshold for the emergence of the
interface may be most important. Under the conditions as-
sumed here the interface cannot emerge from either the coni-
cal or the elliptical crevice; in both cases it is pL

A that is
critical. For the cylindrical cavity the critical radius inside
the cavity is never reached, as the minimum value of pL

occurs once the interface reached the cavity mouth. This is
unlike the spherical cavity which reaches the critical radius
relatively early within the growth of the gas pocket and
hence is relatively easy to promote to emergence out of the
cavity.

Figure 5 shows the evolution of the gas pocket in the
four cavities if the interface starts half-way up the inside of
the cavity, x0=h /2. The cylindrical and spherical cavities are
largely unaffected. However, the threshold for nucleation for
the elliptical crevice is now substantially higher, hence easier
to promote nucleation. The threshold for nucleation for the
conical crevice is unaltered, although the behavior within the
crevice has changed and it is now easier for it to emerge than
previously. As with the examples in Fig. 4, for the elliptical
crevice, cylindrical and spherical cavities the critical pressure

for the second nucleation threshold is given by pL
D�, although

in this case this threshold is practically indistinguishable
from pL

C.
The difference in behavior between the cases where the

interface starts half- and quarter-way up the cavity can be
explained by the resultant variation in two important initial
parameters of the gas pocket: volume and width of the inter-
face. The effects can be seen on the variation in pL

A with
initial starting height of the interface illustrated in Fig. 6. For
the cylindrical cavity, changes in the starting location of the
interface do not result in very significant variation in the
threshold pL

A except if it starts very deep within the crevice.
In this cavity shape there is no variation in the initial width
of the interface with starting height, hence the changes in
behavior can be attributed entirely to a change in initial vol-
ume, which implies that the effect of limiting the initial vol-
ume of the gas pocket is small on the nucleation behavior.
The spherical cavity produces very similar results to the cy-

FIG. 4. The evolution of the gas pocket in the four different cavity types: �a�
conical crevice, �b� cylindrical cavity, �c� elliptical crevice, and �d� spherical
cavity.
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lindrical cavity �not shown� because the variation in initial
interface width with height is small over most of the range of
the cavity height. The effect of variation of the initial width
of the interface is, however, far more significant as illustrated
by the two crevices. The reason of this variation is due to
surface tension, which contributes to the pressure in the
bubble as an inverse function of the radius of curvature.
Hence for the gas pocket to attain the receding contact angle
with the cavity wall a larger pressure reduction will be re-
quired if the width of the interface is smaller, as a far larger

radius of curvature will be required. This effect is seen in the
conical crevice, as the width of the crevice is a linear func-
tion of position within the crevice. However, the effect is
most marked in the elliptical crevice, where deep with the
cavity the width is very narrow. Hence the elliptical crevice
for the above-considered conditions appears to be difficult to
promote nucleation of a gas pocket. Although it becomes
easier to promote nucleation as the interface starts further up
the inside of the elliptical crevice, under the conditions con-
sidered here pL

A never becomes negative, hence nucleation is
strictly not possible.

V. DISCUSSION

A. Nonideal conditions

Inevitably the method presented here has considered an
idealized smooth axially symmetric cavity and thus cannot
predict all of the nucleation behavior that might be observed
from a real cavity. For example inhomogenities of the cavity
surface might be expected to lead to contact line pinning:
This process, by preventing the advance of the contact line
between gas, fluid, and cavity wall, might be expected to
increase the threshold decompression required for nucleation
if it occurs near the limiting threshold. This may be particu-
larly significant at the crevice mouth where advance of the
interface occurs by contact line movement across a sharp
change in surface gradient.

The buoyancy of the gas pocket has been neglected in
the derivation presented here. This is reasonable given that
for a 1 �m bubble in water the Bond number is of the order
10−7 implying that surface tension dominates over gravity
effects. The effect of buoyancy would primarily be to deform
the spherical cap of the gas pocket; however for the bubble
sizes considered here this is likely to be small due to the high
strength of the surface tension. Axial asymmetry is more
likely to be introduced by more complex cavity geometry or,
once the gas pocket has emerged, the effects of flow past the
cavity. Under these conditions a simple one-dimensional de-
scription of the forces in the interface is no longer possible
and the Laplace equation no longer holds in the form used
here. It is likely that for gas pockets in axially asymmetric
cavities a three-dimensional method would be required.

FIG. 5. Evolution for the gas pocket in the four different types of cavity,
when the interface initially starts half-way up the cavity: �a� conical crevice,
�b� cylindrical cavity, �c� elliptical crevice, and �d� spherical cavity.

FIG. 6. Variation in the pL
A threshold with the initial starting height of the

interface within the cavity for �a� the conical crevice, �b� the cylindrical
cavity, and �c� the elliptical crevice. The result for the spherical cavity is
very close to �b� �not shown�.
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B. Effect of gas transfer

In this analysis it has been assumed that there is no gas
transfer in or out of the gas pocket during growth. However,
in many nucleation problems gas will enter the bubble either
by diffusion or phase change, for example, it is diffusion that
drives the nucleation of bubbles in carbonated beverages.
Gas transfer is primarily a time dependent process and not
readily amenable to the stability analysis used here. Ideally a
dynamic model of the gas pocket’s growth is required as has
been done elsewhere for the conical cavity �Chappell and
Payne, 2006�. However, it is difficult to derive such a model
for more complex geometries such as the spherical cavity.
We thus propose a simple modification to the constant vol-
ume analysis used thus far which allows the change of be-
havior with gas transfer to be considered. The constant mass
assumption embodied in Eq. �11� is replaced with

pGV = kV0TG, �35�

where the total mass in the gas pocket is permitted to in-
crease to a multiple, k, of the original value. Strictly gas
transfer will be a gradual process over time and Eq. �35�
cannot apply at the start of the evolution of the gas pocket.
Hence the approximation will be taken that the increase in
mass occurs during the first phase of growth, and there is no
further transfer during the latter phases. The result of this for
a range of values of k is shown in Fig. 7. The lines in Fig. 7
can be treated as iso-k-contours, hence it is possible to con-
sider gas transfer by movement from smaller to larger k con-
tours as time progresses. The effect of gas transfer is to re-
duce significantly the first nucleation threshold, for the
interface to exit the cavity. Thus, if the decompression is
insufficient for the first nucleation threshold to be reached,
the effect of gas transfer will mean that interface will only
become unstable once sufficient time has passed for an in-

crease in k to occur. The behavior outside the cavity is
largely unaltered by gas transfer. Once again this can be
understood by the reducing significance of the volume term
in the Laplace equation once the gas pocket has grown out-
side the cavity.

Although gas transfer into the cavity appears to alter the
behavior inside the cavity, it is likely that during this phase
of growth the diffusion in many cases will be small, unless
growth occurs over a long duration. Additionally, the pres-
ence of gas transfer does not appear to alter the fundamental
differences in behavior between different cavity types, al-
though the threshold for emergence is reduced in all cases.

VI. CONCLUSIONS

We have developed the method of Atchley and Prosper-
etti for the analysis of the nucleation in crevices to any axi-
symmetric geometry of cavity to permit the comparison of
nucleation in cavities of differing geometries. The analysis is
based on assuming that the gas content of the gas pocket
remains constant, hence it is only directly applicable to
nucleation where gas transfer is small, for example, acoustic
cavitation. However, our results indicate that once the gas
pocket has emerged from the cavity the effects of gas trans-
fer during the growth inside the cavity are negligible. Addi-
tionally we have shown that the behavior of the gas pocket
once it has emerged is practically independent of the shape
of the cavity, as long as the interface starts deep within the
cavity. Thus the behavior of a gas pocket outside of a cavity
can be analyzed by considering the interface at a circular
opening in a surface, without needing to specify accurately
the cavity geometry. The second nucleation threshold, as
considered here, may not be important in many nucleation
situations, where the conditions of flow outside the cavity are
important in determining the bubble behavior outside the
cavity.

The first nucleation threshold remains important because
it sets the pressure threshold for the interface to emerge out
of the cavity. Our results suggest that this aspect of behavior
is dependent upon the cavity geometry, a smaller decompres-
sion being required for emergence from the spherical cavity
than nonreentrant cavities such as crevices. The nucleation
behavior inside the cavity is primarily dependent upon the
initial width of the interface, as this determines the relation-
ship between radius of curvature, and thus surface tension,
and contact angle. The result is that for cavities whose width
is dependent upon the depth within the cavity, i.e., crevices,
the nucleation behavior of the gas pocket is strongly depen-
dent upon the initial starting height of the interface. Although
the shape of the elliptical crevice means that emergence of
the cavity is easier than other cavities, very large decompres-
sions are required for nucleation if the interface starts deep
with the crevice.
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An analytic model is developed for the time-dependent ultrasound field reflected off a randomly
rough vibrating surface for a continuously scanning ultrasound vibrometer system in bistatic
configuration. Kirchhoff’s approximation to Green’s theorem is applied to model the
three-dimensional scattering interaction of the ultrasound wave field with the vibrating rough
surface. The model incorporates the beam patterns of both the transmitting and receiving ultrasound
transducers and the statistical properties of the rough surface. Two methods are applied to the
ultrasound system for estimating displacement and velocity amplitudes of an oscillating surface:
incoherent Doppler shift spectra and coherent interferometry. Motion of the vibrometer over the
randomly rough surface leads to time-dependent scattering noise that causes a randomization of the
received signal spectrum. Simulations with the model indicate that surface displacement and
velocity estimation are highly dependent upon the scan velocity and projected wavelength of the
ultrasound vibrometer relative to the roughness height standard deviation and correlation length
scales of the rough surface. The model is applied to determine limiting scan speeds for ultrasound
vibrometer measuring ground displacements arising from acoustic or seismic excitation to be used
in acoustic landmine confirmation sensing. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2404623�
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I. INTRODUCTION

Ultrasound based vibrometers are increasingly deployed
to measure the displacement and velocity of vibrating sur-
faces, interfaces, or objects for a wide range of engineering
applications.1 For instance, in biomedical imaging, the ultra-
sound vibrometer is used to measure displacement of tissue
stimulated to vibrate by various forms of mechanical or op-
tical excitation.2 The displacement measurement provides in-
formation regarding the elastic and other mechanical proper-
ties of the tissue from which its health can be inferred. In
acoustic landmine detection,3–5 ultrasound vibrometers are
being investigated as an imaging sensor that measures dis-
placement and velocity of ground excited to vibrate at low
acoustic or seismic frequencies in order to confirm the pres-
ence or absence of mine-like targets.6–8 In many applica-
tions, it is desirable for the vibrometer to be used in a con-
tinuous scan mode to rapidly comb through large areas of the
surface or object under investigation. The presence of undu-
lations or roughness on the surface often degrades the per-
formance of the vibrometer for measuring surface displace-
ments.

Here we develop analytic and numerical models to in-
vestigate the performance of an ultrasound vibrometer sys-
tem to be used in continuous scan mode for measuring dis-

placements of a randomly rough vibrating surface. The
motivation for this work is in acoustic land mine
confirmation.3–5 Both plastic and metallic mines are highly
compliant with complex mechanical structure compared to
naturally occurring sediment or objects on the ground.3–5

When excited at low frequencies with acoustic or seismic
waves, shallow buried mines vibrate with large amplitude
oscillations and also exhibit resonance characteristics.5 The
contrasting displacement amplitude of buried mines relative
to their natural surroundings indicates their presence or ab-
sence in a given area. Laser vibrometers have been deployed
to comb through the ground surface under investigation to
create a displacement or velocity image of the area that is
used to infer the horizontally projected size and shape of a
mine.5,9 Laser-based vibrometers are susceptible to scattering
by vegetation and ground roughness when used in continu-
ous scan mode owing to the short wavelength of optical
light. This degrades displacement estimation.7 In acoustic
landmine detection applications, confirmation of the pres-
ence of a buried mine has been achieved when the laser
vibrometer scans at speeds of 5 cm/s.10 Ultrasound vibrome-
ters may provide advantages in situations where the scan
speed is limited by speckle noise caused by the vibrometer
scanning over the rough ground. This is because the ultra-
sound wavelength is roughly a thousand times larger than
that of the laser and is therefore less susceptible to scattering
from the rough ground. This has been verified experimen-a�Electronic mail: purnima@ece.neu.edu

J. Acoust. Soc. Am. 121 �2�, February 2007 © 2007 Acoustical Society of America 8630001-4966/2007/121�2�/863/16/$23.00



tally in Ref. 7. Ultrasound vibrometers can also provide pen-
etration through grass7 to directly image ground vibration
without the need for these vibrations to be coupled to blades
of grass as required10 for a laser vibrometer. Laser vibrome-
ters are also costly to deploy in an array configuration since
a suite of seven to ten of these sensors would be needed on a
vehicle to comb through a region at least 1 m wide. Ultra-
sound vibrometers, on the other hand, are much less expen-
sive to deploy. The models developed here are used to deter-
mine sonar design parameters and measurement geometry
that can be used to enhance measurement of ground displace-
ment and velocity with a continuously scanning ultrasound
vibrometer.

The basics of an ultrasound vibrometer are as follows.
The ultrasound source transducer transmits a signal at the
carrier frequency that is incident on a surface or object. The
signal is then reflected or scattered off the surface to a re-
ceiving transducer. The measurement can be either mono-
static or bistatic. The moving surface or object causes phase
modulation of the received field upon reflection or scattering.
Laser based approaches11 for signal processing such as co-
herent interferometry are commonly applied to extract infor-
mation regarding the displacement and velocity of the sur-
face. Ultrasound vibrometers may also use an incoherent
approach of directly measuring the Doppler shift spectra.12

Lasers have a narrow collimated beam and the angle incident
on and reflected from the surface is often approximated as
each traveling in one planar direction.11 The resulting phase
shift of the reflected field is then assumed to be linearly
related to ground motion. Ultrasound transducers typically
illuminate larger regions of the surface with finite spot sizes
determined by the beam pattern of the transducer. This leads
to multiple angles incident and reflected from the surface
causing the phase shift in the reflected field to become non-
linearly related to the surface motion. Additional complexi-
ties arise when the vibrometer is used in continuous scan
mode over a rough surface. The motion of the vibrometer
adds temporally varying noise arising from scattering over
the rough surface that randomizes the amplitude and phase of
the received ultrasound signal. This causes a degradation of
the signal spectrum as we will illustrate, rendering both co-
herent and incoherent processing extremely challenging
when the surface being scanned is extremely rough.

Here, we apply Green’s theorem to develop a full-field
model for the time-dependent ultrasound field reflected and
scattered off a randomly rough vibrating surface for a scan-
ning, bistatic, ultrasound vibrometer system. Kirchhoff’s ap-
proximation is used to model the local reflection and scatter-
ing from the rough surface. The model incorporates the beam
patterns of both the transmitting and receiving ultrasound
transducers as well as the statistical properties of the rough
surface. The roughness heights on the surface are assumed to
follow a spatial random process. The rough surface is char-
acterized by its reflection coefficient and a correlation func-
tion that depends on the standard deviation of the roughness
heights and their correlation length scales. The reflection co-
efficient takes into account any absorption losses on the
rough surface. The theory developed here is general and ap-
plicable for analyzing the performance of other types of

wave-based vibrometers for sensing velocities and displace-
ments of rough surfaces, including laser-based and
radar-based4,13 systems.

The model is applied to determine the performance of a
continuously scanning ultrasound vibrometer for measuring
ground displacements under varying environmental condi-
tions as a function of sonar design and measurement param-
eters. Simulations with the model indicate that scan speed
and projected ultrasound wavelength are the two most sensi-
tive parameters that determine the accuracy of the displace-
ment measurement. When the ultrasound wavelength pro-
jected onto the surface is large in comparison to the surface
roughness height standard deviation, the surface is consid-
ered to be smooth. Under such conditions, the ultrasound
vibrometer can continuously scan the surface at relatively
high speeds to yield accurate estimates of surface displace-
ments using both coherent and incoherent data processing
schemes. When the ultrasound wavelength projected onto the
surface is small in comparison to the surface roughness
height standard deviation, the surface is considered to be
rough. Estimation of surface displacement can degrade sig-
nificantly due to random scattering from the rough surface.
The vibrometer system then has to be reconfigured to either
transmit at lower frequencies so that the surface appears less
rough or the scan speed has to be reduced. The model is
applied to determine limiting scan speeds for an ultrasound
vibrometer deployed as part of an acoustic landmine imaging
sensor over naturally rough terrain consisting of either sand
or gravel. Our analysis shows that for a 50 kHz ultrasound
system, it is possible to attain scan speeds of 50 cm/s in
coarse sand environments and 20 cm/s in gravel environ-
ments in order to detect ground displacements of at least
0.02 �m. For medium and fine sands or silt environments,
the scan speed can be larger than 50 cm/s.

The effects of rough surface scattering on the perfor-
mance of laser and ultrasound vibrometers have been inves-
tigated experimentally by a number of researchers.7,10,14,15

These investigations all report on the severe degradation that
vibrometer motion over a rough surface causes to surface
displacement and velocity estimation. In addition to transla-
tion, some of these experimental investigations also study the
effect of yaw, pitch, and roll on vibrometer performance. The
previous theoretical studies of vibrometer performance con-
ducted by Rothberg14 are based on using random number
generators to simulate the time-dependent noise field re-
ceived by a vibrometer from a rough surface. Their model is
not based on scattering theory. They do not account for the
full three-dimensional �3D� scattering interaction of the ul-
trasound wave field with the rough surface as we do here. As
a consequence, these previous theories14 cannot provide a
fundamental approach for analyzing speckle properties mea-
sured by a vibrometer as a function of the measurable statis-
tical characteristic of a rough surface such as its roughness
height standard deviation and correlation length scale.

In Sec. II, we develop the time-dependent full-field
model for the ultrasound field reflected off a randomly rough
vibrating surface. The coherent and incoherent signal pro-
cessing schemes for estimating displacement and velocities
from the received field are summarized in Sec. III. A statis-
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tical description for the rough surface is provided in the Ap-
pendix and our approach for generating random realizations
of the rough surface from its wave number spectrum is dis-
cussed in Sec. IV. Numerical simulations investigating the
performance of the ultrasound vibrometer for application in
landmine detection are provided in Sec. V.

II. FULL-FIELD MODEL FOR ULTRASOUND SIGNAL
REFLECTED OFF MOVING SURFACE WITH
RANDOM ROUGHNESS

In this section, we develop an analytic model for the
time-dependent ultrasound field reflected off a randomly
rough vibrating surface for a scanning ultrasound vibrometer
in bistatic configuration. The origin of the coordinate system
is located at the mean surface. The z axis is normal to the
mean surface, while the x and y axes are on the mean surface
as illustrated in Fig. 1. The source transducer is located at
r0= �x0 ,0 ,z0� and the axis of its main beam-pattern lobe
makes an angle �0=tan−1�x0 /z0� with the surface normal. The
receiving transducer is located at r= �x ,0 ,z� and its beam-
pattern main lobe axis makes an angle �=tan−1�x /z� with the
surface normal. We will assume throughout the paper that the
peak amplitudes of the source and receiver beam patterns
intercept the surface at the origin of the coordinate system.
For an ultrasound vibrometer in scan mode, the origin of the
coordinate system moves with the vibrometer. Coordinates
of points on the rough surface are denoted by rt= �xt ,yt ,zt�.
Spatial cylindrical �� ,� ,z� and spherical �r ,� ,�� systems are
defined by x=r sin � cos �, y=r sin � sin �, z=r cos �, and
�2=x2+y2. The ultrasound frequency is denoted by f , with
corresponding angular frequency �=2�f and wave number
k=� /c where c is the speed of sound in air.

For a continuously scanning ultrasound vibrometer, the
surface imaged by the system within its resolution footprint
can vary as a function of time as the vibrometer moves over
the surface. Let the rough surface height at horizontal loca-
tion �t= �xt ,yt� on the surface imaged by the system at time
instance t be given by ���t , t�. The x and y components of the
gradient of the surface are, respectively,

p��t,t� =
����t,t�

�xt
�1�

and

q��t,t� =
����t,t�

�yt
. �2�

The surface normal can then be expressed as

n��t,t� =
�p,q,1�

�p2 + q2 + 1
. �3�

A statistical description of the surface roughness height � is
provided in the Appendix, along with its characterization in
terms of a spatial correlation function and wave number
spectrum.

For a vibrating rough surface, let h��t , t� be the vertical
displacement of the surface at location �t and at time t. Then
the vertical position of the surface at �t at any time instance
t is zt=h��t , t�+���t , t�. The surface displacement h is a func-
tion of both space and time to account for local variations in
the displacement of the surface within the ultrasound resolu-
tion footprint. This occurs in acoustic landmine detection
when the ground is excited by short wavelength acoustic
signals.

The incident and reflected ultrasound wave vectors are
denoted by ki=k�rt−r0� / �rt−r0� and k=k�r−rt� / �r−rt�, re-
spectively. In general, these are functions of the source and
receiver coordinates, respectively, as well as the coordinates
of the surface since they determine the incident and reflected
or scattered wave directions.

By application of Green’s theorem, the time-dependent
ultrasound field transmitted from a time harmonic source at
r0, reflected off the surface and received at r is16

P�r,t� = R�e−i�t� �
S

w��t����rt�r0��tG�r�rt�

− G�r�rt��t��rt�r0�� · n��t,t�dSt	 , �4�

where ��rt �r0� is the total field on the surface, G�r �rt� is the
free space Green function given by

G�r�rt� =
1

4�

1

�r − rt�
eik·�r−rt�, �5�

w��t� is a window function that depends on the beam pattern
B of the receiver projected onto the surface,

w��t� = B
sin−1 �t cos �

��x − xt�2 + yt
2 + z2� , �6�

and S is the region of the surface that contributes to the
integrand in Eq. �4�. The beam patterns of the source and
receiving transducers provide natural window functions to
limit the dominant region of the surface, that contributes to
the received field, to be located where the two main lobes of
the transducers intersect the surface. This approach avoids
the need to worry about problems arising from edge effects

FIG. 1. Setup of a bistatic ultrasound vibrometer system. The origin of the
coordinate system is located at the mean surface, at the intersection of the
source and receiver beam-pattern axes.
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when considering plane wave scattering from infinite sur-
faces as discussed in Ref. 17.

We apply Kirchhoff’s approximation to estimate the to-
tal field on the surface as the sum of the incident and locally
reflected fields,

��rt�r0� = Q�4��2w0��t��1 + R�ki,�t��G�rt�r0� , �7�

where Q is the source amplitude, w0��t� is the window func-
tion that determines the amplitude of the incident field at
each point on the surface through the source beam pattern
B0,

w0��t� = B0
sin−1 �t cos �0

��x0 − xt�2 + yt
2 + z0

2� , �8�

and R�ki ,�t� is the local reflection coefficient on the surface.
It depends on the intrinsic properties of the medium above
and below the interface and the local curvature of the surface
relative to the incident wave. For instance, in landmine de-
tection applications, if the ground can be approximated as a
homogeneous sediment, the reflection coefficient is

R�ki,�t� =
�2	 − ���k2/k�2 − �1 − 	2�

�2	 + ���k2/k�2 − �1 − 	2�
, �9�

where � and �2 are the densities of air and ground, respec-
tively, k2=2�f /c2 is the ultrasound wave number on the
ground, c2 is the compressional wave speed of the ground,
and

	��t,t� =
ki · n��t,t�

ki
�10�

is the cosine of the angle between the incident field and the
surface normal. The reflection coefficient is complex in gen-
eral. It accounts for an absorptive surface or a lossy layer
such as a layer of dense vegetation when �R�
1.

The derivative of the Green function and that of the total
field on the surface are, respectively,

�tG�r�rt� = − ikG�r�rt� , �11�

and

�t��rt�r0� = Q�4��2w0��t�G�rt�r0�i�ki + k�R�ki,�t�� ,

�12�

where k� is the wave vector in the local reflection direction
determined solely by the local incident wave vector and the
surface normal. The dot product of the local incident and
reflected wave vectors with the surface normal satisfy

ki · n��t� = − k� · n��t� . �13�

Substituting Eqs. �5�, �7�, �11�, and �12� into Eq. �4�, and
applying Eq. �13�, we find

P�r,t� = R�e−i�tQ� �
S

i�R�ki,�t��ki − k�

− �ki + k�� · n��t,t�w0��t�w��t�

�G�rt�r0�G�r�rt�dSt	 . �14�

Expressing the Green’s function in Eq. �14� in terms of the
surface coordinates, the ultrasound field reflected off the vi-
brating surface becomes

P�r,t� = R�e−i�tQ� �
S0

i�R�ki,�t��ki − k�

− �ki + k�� · n��t,t�w0��t�w��t�

�
exp�ik��xt − x0�2 + yt

2 + �h��t,t� + ���t,t� − z0�2�
��xt − x0�2 + yt

2 + �h��t,t� + ���t,t� − z0�2

�
exp�ik��x − xt�2 + yt

2 + �z − h��t,t� − ���t,t��2�
��x − xt�2 + yt

2 + �z − h��t,t� − ���t,t��2
dSt	 .

�15�

Note that in Eq. �15�, the phase of the received signal is a
nonlinear function of the surface displacement h��t , t�. This
is in contrast to the field measured using a narrow collimated
laser beam where the received signal phase is often approxi-
mated to be a linear function of the surface displacement.11

The wave numbers k in the argument of the exponential
terms in Eq. �15� are complex to account for attenuation due
to absorption in air. The surface displacement is an arbitrary
function of time and can be used to describe surface motion
arising from both sinusoidal and broadband excitation. Be-
sides the ultrasound vibrometer, the theory developed here is
also applicable to other wave-based displacement sensors,
including both laser and radar4,13 vibrometers.

In order to illustrate the approaches for processing the
received signal, we simplify Eq. �15� in the next section so
that the received signal phase becomes a linear function of
surface displacement. The conditions under which this sim-
plification is valid for the ultrasound vibrometer is also dis-
cussed there. In Sec. V, we implement the full-field model in
Eq. �15� for the general ultrasound vibrometer and numeri-
cally evaluate its performance for estimating surface dis-
placement amplitudes and velocities under different environ-
mental conditions and measurement scenarios.

Narrow beamwidth approximation. For an ultrasound vi-
brometer with a sufficiently narrow beamwidth such that the
dominant ultrasound field incident on and reflected from the
surface can each be approximated as traveling in one planar
direction, much simplification can be obtained for the ultra-
sound field measured at the receiver. Let �e be the radius of
the patch of surface insonified by the transducer within its
equivalent beamwidth, �e. The ultrasound fields incident
upon and reflected from the surface are approximately planar
if the phase variation within the insonified region is less than
� /4. This occurs for vibrometer systems that satisfy �e


�� /r. This is the required condition for the vibrometer in
order for the analysis in this section to be applicable. We also
assume that the beam-pattern main lobe axis of the source
and receiving transducers are symmetric about the z axis so
that �=�0, and the wave vectors are each planar, ki
��kx ,0 ,−kz� and k��kx ,0 ,kz�, where kx=k sin � and kz

=k cos �.
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The argument within the exponential phase
terms in Eq. �15� can be simplified following ki · �rt−r0�
=k��xt−x0�2+yt

2+ �h��t , t�+���t , t�−z0�2�−kxx0−kz����t�
+h�t�−z0�, while the spherical spreading terms approximated
following �rt−r0��r0. The weighting functions on the sur-
face can be approximated as step functions over an area de-
limited by the equivalent beamwidth of the source and re-
ceiver, for instance,

w��t� = �1 for �t 
 �e

0 elsewhere.
	 �16�

We assume the local slopes on the surface are sufficiently
small so that we can approximate the reflection coefficient
over the insonified area as a constant, R�ki ,�t�=R0. Further-
more, we approximate �ki−k� ·nt�−2kz and �ki+k� ·nt�0.
Equation �15� for the field measured by the receiving trans-
ducer then becomes

P�r,t� = − R�e−i�tiQ2kzR0�
0

�e �
0

2� 1

r0
e−i�kxx0+kz����t,t�+h�t�−z0��1

r
ei�kxx+kz�z−���t,t�−h�t����td�td�t	

= − R�e−i�ti�4��2Q2kzR0G�0�r0�G�r�0�e−i2kzh�t��
0

�e �
0

2�

e−i2kz���t,t��td�td�t	 , �17�

where the last equality was obtained by applying Eq. �5�.
We next denote the last factor in Eq. �17� which is the

integrated random phase contribution to the reflected field
due to scattering from roughness elements on the surface as

ZN�t� = AN�t�ei�N�t� = �
0

�e �
0

2�

e−i2kz���t,t��td�td�t. �18�

Note that random scattering from surficial roughness affects
both the amplitude and phase of the reflected signal so that
both AN and �N are random variables, or equivalently, ZN is
a complex random variable. They may also be functions of
time depending on whether the vibrometer is stationary in
space or moving across the surface. Substituting Eq. �18�
into Eq. �17�, we obtain

P�r,t� = RBZN�t�e−i��t+2kzh�t���

= RBAN�t�e−i��t+2kzh�t�−�N�t��� , �19�

where B=−i�4��2Q2kzR0G�0 �r0�G�r �0�.
Under the narrow beamwidth approximation, the phase

of the received signal becomes a linear function of the sur-
face displacement h�t�. This linear dependence is also ob-
tained when one makes the far-field approximation.25 Equa-
tion �19� is now directly amenable to both coherent and
incoherent signal processing approaches for estimating sur-
face displacement and velocity amplitudes as discussed next.

III. ULTRASOUND SIGNAL ANALYSIS FOR SURFACE
DISPLACEMENT AND VELOCITY ESTIMATION

A review of approaches used to analyze ultrasound sen-
sor data to estimate surface displacement and velocity for a
wide range of applications is provided in the introduction of
Ref. 12. They can be grouped into two main categories—
either incoherent Doppler shift spectra or coherent interfer-
ometry. In the following, we discuss a version of each of
these two main approaches for analyzing ultrasound sensor
data by applying them analytically to the narrow beamwidth
ultrasound system to estimate surface displacement. These

approaches are also applied to analyze full-field data from
the general larger beamwidth ultrasound system in the nu-
merical simulation examples of Sec. V.

A. Incoherent Doppler shift spectra

This approach analyzes the signal received at the ultra-
sound transducer incoherently. For time-harmonic sinusoidal
oscillations of the surface, it provides an estimate of the am-
plitude of the surface displacement from the spectrum of the
received ultrasound field. We consider two specific motions
of the surface—uniform translation and sinusoidal oscillation
about a mean position.

For uniform translation of the surface, the speed vg of
the surface is a constant and the displacement can be ex-
pressed as

h�t� = vgt . �20�

Substituting Eq. �20� into Eq. �19�, the field measured by the
transducer becomes

P�r,t� = RBZN�t�e−i��+2kzvg�t� . �21�

In the absence of time-dependent scattering from the rough
surface, the Fourier transform P���� of the received ultra-
sound signal defined as

P���� = �
0

T

P�r,t�ei��tdt �22�

has a shift in the peak frequency from ��=� to ��=�
+2kzvg. This Doppler shift in peak frequency 2kzvg

=2kvg cos � is directly proportional to the projected veloc-
ity vg cos � of the surface in the direction of the transducer
beam. For this approach to work, the projected surface
velocity must be large enough to resolve the shift in peak
frequency. In Eq. �22�, T is the time duration of the signal
used for computing its Fourier transform.
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We next consider sinusoidal oscillations of the surface at
angular frequency �g where the displacement can be ex-
pressed as

h�t� = h0 cos��gt + �g� . �23�

Substituting Eq. �23� into Eq. �19�, the field measured by the
receiving transducer becomes

P�r,t� = RBZN�t�e−i��t+2kzh0 cos�wgt+�g��� . �24�

Following the approach of Refs. 2, 11, and 7, we expand the
sinusoidal phase term in Eq. �24� as a Bessel series of the
form, eia cos b=�n=−

 inJn�a�einb, to obtain

P�r,t� = R�BZN�t� �
n=−



inJn�2kzh0�ei��n�g−��t+n��g+���	 .

�25�

We next take the Fourier transform of Eq. �25� following Eq.
�22�. Note that if the time-dependent variation in the scatter-
ing from the rough surface is negligible, the ratio of the
Fourier transform peak magnitude at ��=� to the nth order
sideband at ��=�±n�g can be approximated as

�P��� = ���
�P��� = � ± n�g��

=
�J0�2kzh0��
�Jn�2kzh0��

�
��n + 1�

�h0k cos ��n . �26�

The last approximation uses the Bessel function expansion
for small arguments18 and is therefore only valid when the
ground displacement amplitude is small in comparison to the
ultrasound wave number. We can obtain an estimate of the

surface displacement amplitude ĥ0 from the Fourier trans-
form peak magnitude and any of the sidebands,

ĥ0 =
1

k cos �
�n!�P��� = � ± n�g��

�P��� = ��� ��1/n�

. �27�

The corresponding velocity amplitude is obtained from the

displacement amplitude v̂g=�gĥ0. The first-order sidebands
n= ±1 at frequency ��=�±�g are the most prominent of the
sidebands especially in the presence of surface roughness
and estimates of surface displacements are usually based
upon them.

B. Coherent interferometry

This is a coherent approach that uses data from both the
transmitting and receiving ultrasound transducers. It has the
potential to track both the amplitude and phase of the surface
displacement. The version described here follows the ap-
proach of Ref. 12.

We first multiply the source signal,

P0�t� = Q cos �t , �28�

to the received signal to obtain

M�t� = P�r,t�P0�t�

= R�1

2
QBZN�t��e−i2kzh�t� + e−i2��t+kzh�t���	 . �29�

The first term is the only term needed for tracking the sur-
face displacement. We next low-pass filter the data to re-
move the second, higher frequency term in Eq. �29� and ob-
tain

Mf�t� = R 1
2QBZN�t�e−i2kzh�t�� . �30�

For small surface displacement amplitude compared to
the ultrasound wavelength, we can approximate e−2kzh�t��1
− i2kzh�t�. After removal of the mean or dc component of the
filtered data, Eq. �30� simplifies to

Mf�t� � − RiQBZN�t�kzh�t�� . �31�

In the absence of time-dependent scattering from the rough
surface, the only time-varying quantity in Eq. �30� is h�t�.
The temporal variation of the mean filtered data is therefore
directly proportional to the ground displacement. This allows
us to track both the amplitude and phase of the ground dis-
placement.

It should be noted that the coherent approach can be
applied to analyze ultrasound data reflected from both sinu-
soidal as well as general broadband ground displacements.
For instance, for sinusoidal ground displacement with h�t�
satisfying Eq. �23�, an estimate for the surface displacement
amplitude is

ĥ0 =
1

2k cos �

M f��� = �g�
�P��� = ����P0��� = ���

, �32�

where M f����, P����, and P0���� are the Fourier transforms
of the mean low-pass filtered product signal, the received
signal, and the source signal, respectively.

IV. GENERATING TWO-DIMENSIONAL SPATIAL
REALIZATIONS OF THE ROUGH SURFACE

We assume the surface roughness heights follow a
Gaussian random process that is locally stationary over the
imaged area in the measurement time interval. They can be
described by a Gaussian probability distribution function, as
discussed in the Appendix. For the simulations in Sec. V, we
further assume that the spatial correlation function of the
roughness heights at any two horizontal locations �t and �t�
on the surface is also Gaussian and can be expressed as

����t����t��� = C����t − �t�� = C���R�

= ��
2e−�1/2��X2/�x

2+Y2/�y
2�, �33�

where R= �X ,Y�=�t−�t�= �xt−xt� ,yt−yt��, �� is the standard
deviation of the roughness heights on the surface, and �x and
�y are the correlation lengths for the roughness heights in the
x and y directions, respectively. For an isotropic rough sur-
face, �x=�y. Following Eq. �A4�, the two-dimensional �2D�
Fourier transform of Eq. �33� yields the corresponding spa-
tial wave number spectrum of the rough surface,

G��� = ���
2�x�ye

−��x
2�x

2+�y
2�y

2�/4. �34�

The Gaussian probability distribution function is a good as-
sumption for rough surfaces that are the result of a large
number of local cumulative events or processes, and there-
fore obey Gaussian statistics by the central limit theorem.19,20
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Naturally occurring terrain is an example of this.17 Other
correlation functions and related wave number spectra can
also be used to characterize the rough surface and the choice
depends on the nature of the surface.

Following the approach in Refs. 21 and 17, we describe
a procedure for generating spatial realizations of the 2D
rough surface with a given wave number spectrum G���.
Given a rough surface, the 2D Fourier transform of the
roughness heights over a finite spatial window with area S is

Z��� =� �
S

���t�ei�·�tdSt. �35�

Here Z��� is a zero-mean Gaussian random process due to its
linear dependence on ���t�. According to Parseval’s theorem,

��
2 =

1

S
� �

S

�����t��2�dSt =
1

S
� � ��Z����2��d�d� .

�36�

From Eq. �A5�, ��
2=C���0�, so that

��Z����2� =
S

�2��2 �G���� . �37�

As S becomes arbitrarily large, delta-function correlation is
achieved across the wave vector domain,

�Z���Z����� �
G���
�2��2��� − ��� ,

indicating that components of Z��� with wave vector sepa-
rations exceeding �2��2 /S are uncorrelated. A random real-
ization of the rough surface height ���t� can be obtained as
the inverse Fourier transform of Z��� under the assumption
that Z��� are zero-mean Gaussian random variables that are
uncorrelated when sampled at wave vector intervals of at
least �2��2 /S and have variance �G����S / �2��2.

For the numerical simulation in Sec. V, we create the 2D
rough surfaces by first generating the real and imaginary
parts of a 2D matrix of complex Gaussian random variables

with zero mean and variance �G����S / �2��2. This matrix
corresponds to Z���. We apply the symmetry property of
Fourier transforms of real signals to ensure that Z���=Z
�−��*. We then take the inverse Fourier transform of Z��� to
yield a purely real 2D rough surface with the required statis-
tical property.

V. NUMERICAL SIMULATION

Here we investigate the performance of the ultrasound
vibrometer for measuring surface displacement while con-
tinuously scanning a sinusoidally oscillating randomly rough
ground. The performance of the system is investigated as a
function of the ultrasound frequency, angle of incidence of
the ultrasound beam, system scan velocity, and stand-off dis-
tance of the transducers from the surface. The stand-off dis-
tance determines the area of ground insonified by the system.
We simulate different surface types, such as those of sand
and gravel, by varying the roughness height standard devia-
tion and correlation length scale of the surface. The perfor-
mance of the system is quantified by examining the accuracy
of the displacement estimation using both the coherent and
incoherent data analysis schemes. In the examples to follow,
the ultrasound source frequency is f =50 kHz, unless other-
wise stated. The ground is assumed to be oscillating har-
monically at a frequency of 120 Hz with a displacement am-
plitude of h0=2.5 �m.

The transducer is modeled as a baffled circular disk of
diameter D=3.5 cm. The equivalent beamwidth of the main
lobe of the transducer is �e=4� /�D=14° and the far field
for the transducer begins at D2 /�=18 cm. The transducer is
originally positioned at a distance of r0=r=20 cm from the
ground. The theoretical beam pattern is calculated based on
the transducer dimensions. Figures 2�a� and 2�b� show the
beam-pattern amplitude w��t� projected onto the ground for
two different scenarios where the transducer main lobe axis
makes the angle �=0° and �=60°, respectively, with the sur-
face normal. We observe that the dominant region of the
surface insonified by the transducer is small, with a width of
about �e=r�e=4.9 cm for 0° incidence. For 60° incidence,
the beam pattern on the ground is asymmetric about the y
axis and the dominant region insonified has a width of

FIG. 2. Magnitude of ultrasound beam
pattern in decibels at 50 kHz inter-
cepted by a surface for �a� �=0°, and
�b� �=60° incidence of beam axis with
surface. The transducer is a circular
disk of diameter D=3.5 cm and is po-
sitioned 20 cm from the surface. The
equivalent beamwidth of the trans-
ducer is approximately 4� /�D=14°.
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roughly �e / cos �e=9.8 cm. The ground vibration wavelength
at the acoustic excitation frequency of 120 Hz is roughly
2 m. This is much larger than the resolution footprint of the
ultrasound system making lateral variations in ground vibra-
tion negligible in the measurement. Since the material den-
sity of the ground is much larger than in air, the reflection
coefficient can be approximated as a constant, R�1 from
Eq. �9�. In all the examples to follow, the results are plotted
for a ultrasound system with source level of 0 dB re 20 �Pa
at 1 m.

A. Performance of scanning ultrasound vibrometer
for varying surface types

In this section, the performance of the ultrasound vibro-
meter is studied as a function of roughness height standard
deviation and correlation length scale of the rough surface.
Figures 3�a� and 3�b� show realizations of isotropic rough
surfaces for medium sand and gravel environments, respec-
tively. The surface roughness is assumed to follow a Gauss-

ian random process with Gaussian correlation function as
described in Sec. IV. The roughness height standard devia-
tion and correlation length scales for medium sand are �h

=1 mm, �x=2 mm, and those for gravel are �h=10 mm, �x

=20 mm. Relative to the ultrasound wavelength of �

=6.8 mm, the sand surface is considered to be moderately
rough with k��=0.9, while the gravel surface is considered
to be very rough with k��=9.2.

Figures 3�c� and 3�d� plot the Fourier spectrum,
20 log10�P�����, of the received ultrasound field reflected and
scattered off the oscillating rough surface for the sand and
gravel environments, respectively. The received field is com-
puted using Eq. �15� and a Hanning window was applied to
the simulated data in time before calculating the spectrum.
The results are plotted for the stationary ultrasound vibrome-
ter as well as the vibrometer system continuously scanning
the ground at a speed of vu=50 cm/s. For the stationary
vibrometer in both environments, we observe a peak in the
spectrum at 50 kHz corresponding to the original ultrasound

FIG. 3. Realizations of randomly
rough �a� medium sand and �b� gravel
surfaces. Spectrum of received ultra-
sound field, 10 log10�P�����2, reflected
and scattered off harmonically oscil-
lating �c� medium sand and �d� gravel
surfaces for an ultrasound vibrometer
continuously scanning the surface at a
speed of 50 cm/s. The corresponding
results for the stationary vibrometer
are plotted for comparison. �e� Me-
dium sand and �f� gravel are the corre-
sponding coherently processed spec-
trum of low-pass filtered mixed signal,
10 log10�M f�����. The spectra are
plotted for an ultrasound source level
of 0 dB re 20 �Pa at 1 m �f =50 kHz,
fg=120 Hz, h0=2.5 �m, �=0°, z=z0

=0.2 m, T=0.25 s�.
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transmitted frequency. We also observe the prominent first-
order sidebands at 49.88 and 50.12 kHz which are Doppler
shifts f ± fg in the reflected signal caused by the harmonically
oscillating ground. The second-order sidebands are also vis-
ible, but they have much smaller amplitudes. For the con-
tinuously scanning vibrometer, the spectrum of the received
signal is degraded due to scattering from the rough surface.
This degradation is small for the sand surface, but is signifi-
cant for the gravel surface.

Incoherent signal analysis for the ground displacement
amplitude is obtained from the ratio of the spectral peak to
the first-order sidebands following Eq. �27�. For the continu-

ously scanning ultrasound vibrometer, we obtain ĥ0

�2.46 �m for the medium sand surface, ĥ0�3.7 �m for the
gravel surface. This corresponds to accuracies of 98% and
52% for the sand and gravel surfaces, respectively, with in-
coherent processing. These estimates are based on a single
realization of the surface. The results after averaging over
multiple realizations will be discussed in the next section.

Figures 3�e� and 3�f� show the Fourier spectrum of the
filtered mix signal, 10 log10�Mf�����, after removal of the
mean and application of a Hanning window in time to the
mix signal in the sand and gravel environments, respectively.
The results are again plotted for both the stationary vibrome-
ter and the vibrometer continuously scanning the ground at
50 cm/s. A prominent peak in the spectrum is observed in
the sand and gravel environments at the ground oscillation
frequency of 120 Hz when the vibrometer is stationary. For
the continuously scanning system, the spectrum is random-
ized significantly in the gravel environment and no distinct
peak can be observed at the desired frequency. Coherent sig-
nal analysis for the ground displacement amplitude is ob-
tained by application of Eq. �32�. For the continuously scan-

ning vibrometer, we estimate ĥ0�2.8 �m for sand and ĥ0

�1.79 �m for gravel. Corresponding accuracies are 89%
and 72% for the sand and gravel surfaces, respectively, with
coherent processing for a single realization of the surface.

The above-presented analysis indicates that when the vi-
brometer is stationary while acquiring data, it is expected to
perform well in estimating surface displacement regardless
of the rough surface condition. This is because random scat-
tering from the rough surface is constant and does not add
time-dependent noise to the measurement when the vibrome-
ter is stationary. Since the sidebands for the stationary mea-
surement stand above the background spectrum level by over
40 dB, in the absence of other sources of noise, the system is
sensitive to displacements on the order of 0.1 nm. For the
continuously scanning system, the 50 kHz vibrometer is ex-
pected to perform well in estimating surface displacements
for sandy and other less rough surfaces at relatively high
scan speeds. The performance of the 50 kHz vibrometer is
degraded for gravel and other surfaces that are more rough
indicating that these surfaces should not be continuously
scanned at high speeds. In Sec. V D, we determine the lim-
iting scan speeds for gravel and sandy environments for an
ultrasound vibrometer to be used in acoustic landmine con-
firmation sensing.

B. Random spectral broadening in the continuously
scanning vibrometer

Here we analyze the randomization in the spectrum that
is caused by scattering from a randomly rough surface for the
scanning ultrasound vibrometer. Figure 4�a� shows the spec-
trum of the received signal for a stationary ultrasound vibro-
meter reflected from a nonoscillating smooth surface. Nearly
the same spectrum is obtained for the continuously scanning
vibrometer over the same surface. Both systems measure the
signal reflected from the smooth surface which has a peak in
the spectrum at the ultrasound frequency of 50 kHz. For a
smooth surface that is oscillating sinusoidally, Fig. 4�b�
shows the introduction of sidebands at f ±nfg to the spectrum
of the received field for both the stationary and scanning
systems. Here the sidebands up to n=2 are visible. When the
surface becomes rough but is nonoscillating, the received
signal differs for the stationary and continuously scanning
ultrasound systems. For the stationary system, the received
signal spectral peak at 50 kHz is reduced in amplitude due to
nonspecular scattering of the field into other directions away
from the receiving transducer as shown in Fig. 4�c�. For the
scanning system, Fig. 4�e�, in addition to a reduction of the
magnitude, there is also random broadening of the spectral
peak. This spectral broadening around the peak is due to
Doppler shifts caused by undulations on the rough surface as
the transducer moves either toward or away from the rough-
ness elements. When the rough surface oscillates harmoni-
cally, the effects noted for the nonoscillating rough surface
now become applicable to both the spectral peak and side-
bands for the harmonically oscillating rough surface. As
shown in Fig. 4�d�, for the stationary vibrometer, the level of
both the peak and sidebands have been reduced due to scat-
tering from the oscillating rough surface. In continuous scan
mode, Fig. 4�f�, the spectrum of the received field broadens
for both the peak and sidebands in comparison to the station-
ary case.

The Doppler broadening of the spectrum is random and
dependent on the particular realization of the rough surface.
This can be noted in Figs. 5�a� and 5�b�, which show the
received signal spectrum obtained for the vibrometer with
scan velocity of 50 cm/s for ten independent realizations of
the sand and gravel surfaces, respectively. The average spec-
trum in Fig. 5 is found by incoherently averaging intensity of
the individual spectra. When it is possible for the vibrometer
to make several independent measurements of the surface in
a given location, the estimation of surface displacement and
accuracy can be improved. This would occur, for instance,
when the vibrometer makes multiple passes in varying direc-
tions over a given location so that the scans can be approxi-
mated as independent. For the ten independent realizations of
the surface shown in Fig. 5, there are two possible ap-
proaches for estimating h0. We can either estimate h0 for
each independent realization and then calculate the average,
or estimate h0 from the single averaged spectrum. In the
former approach, we calculate the percentage root-mean-
square �rms� error, e, for surface displacement estimation
using
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e =
���ĥ0 − h0�2�

h0
100 % . �38�

The results are summarized in Table I. The analysis indicates
that surface displacement amplitude can be estimated with

higher accuracy and smaller standard deviation for sand sur-
faces than gravel with a vibrometer scan speed of 50 cm/s.
Furthermore, averaging the results from multiple indepen-
dent scans helps reduce the error in the displacement es-
timation, as expected.

FIG. 4. Spectrum of ultrasound field at
50 kHz reflected and scattered at nor-
mal incidence off a �a� smooth and
nonoscillating surface for the station-
ary vibrometer �same result for scan-
ning system�, �b� smooth and harmoni-
cally oscillating surface for stationary
vibrometer �same result for scanning
system�, �c� nonoscillating rough
gravel surface with stationary vibro-
meter, �d� oscillating rough gravel sur-
face with stationary vibrometer, �e�
nonoscillating rough gravel surface
with scanning vibrometer, and �f� har-
monically oscillating rough gravel sur-
face with scanning vibrometer. In �a�,
�b�, �e�, and �f� the scanning vibrome-
ter is moving at 50 cm/s. Unless oth-
erwise specified, the sonar, measure-
ment, and surface parameters are the
same as in Fig. 3�d�.

FIG. 5. Spectrum of received ultra-
sound field reflected and scattered off
an oscillating �a� medium sand and �b�
gravel surfaces. Results were for ten
independent realizations of the sand
and gravel surfaces, respectively. The
average spectrum is obtained by inco-
herently averaging the intensity of the
individual spectra. The ultrasound
scan speed is 50 cm/s. Unless other-
wise specified, the sonar, measure-
ment, and surface parameters are the
same as in Figs. 3�c� and 3�d�, respec-
tively.
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The time domain reflected signal from the harmonically
oscillating sand and gravel surface is shown in Fig. 6 for the
continuously scanning vibrometer at 50 cm/s speed. We ob-
serve time-dependent fluctuations in signal amplitude caused
by intereference of randomly scattered fields from the ran-
dom rough surface, with severe fade-outs for the gravel sur-
face at specific time instances. It should be noted that for the
stationary vibrometer, scattering from the rough surface does
not lead to time-dependent variations in the reflected signal
amplitude. The statistical distribution for the amplitude and
phase of the scattered ultrasound field is discussed in Ref. 19
and 26.

C. Effect of ultrasound frequency, measurement time,
insonification area, angle of incidence, and
scanning speed

Here we investigate the vibrometer system design and
measurement parameters that can be adjusted to enhance the
measurement of surface displacement for very rough sur-
faces, like that of gravel. Figure 7 compares the effect of
lowering or raising the ultrasound source frequency from
50 kHz for the gravel surface. The spectral peak and side-
bands of the received ultrasound signal are more pronounced
at 20 kHz. There is less Doppler broadening of the signal
spectrum because of reduced scattering from the rough sur-
face with the longer ultrasound wavelength at 20 kHz, k��

=3.7, and the surface appears smoother. The spectrum wors-
ens at 100 kHz when the ultrasound wavelength shortens
leading to more significant scattering from the rough surface,
k��=18.4.

The effect of adjusting the measurement time or length
of signal used in computing the signal spectrum is illustrated
in Fig. 8�a� for the gravel surface. The measurement time
change does not lead to significant changes in the signal
spectrum. It should be noted that the measurement time T

along with the scan speed vu determine the range resolution
�x of the vibrometer, �x=Tvu. For example, small antiper-
sonnel mines require a smaller range resolution in compari-
son to larger antitank mines. Furthermore, inverse of the
measurement time also determines the frequency resolution
of the signal spectrum, �f =1/T. The frequency resolution
should be set to clearly resolve the frequency sidebands due
to ground oscillation and the ultrasound peak frequency. The
frequency resolution and range resolution requirements then
set a limit on the maximum scan speed such that vu

��x�f .
Adjusting the distance of the ultrasound vibrometer sys-

tem from the ground determines the area of ground insoni-
fied, and effects the spectrum of the received signal as shown
in Fig. 8�b�. Increasing the area of ground insonified im-
proves the signal-to-noise ratio �SNR� of the sidebands
slightly as more roughness elements are imaged, which sta-
tistically reduces the scattering noise level. Increasing the
angle of incidence appears to have a more prominent effect
on enhancing the signal spectrum. As illustrated in Fig. 8�c�,
the SNR for the sidebands improves when the grazing angle
is increased from 0° to 60° incidence. The ultrasound wave-
length projected onto the rough surface is larger at 60° inci-
dence leading to reduced scattering from the rough surface
since kz��=k cos ���=4.6.

The most sensitive parameter for the scanning vibrome-
ter is its scan velocity, vu. We illustrate the effect of raising
and lowering scan speeds on the received signal spectrum for
sand and gravel in Figs. 9�a� and 9�b�, respectively. The
spectra shown were incoherently averaged over ten realiza-
tions of the rough surface types. When the scan speed is
reduced from 1 m/s to 50 cm/s or 20 cm/s, the SNR for
both the peak and sidebands are tremendously enhanced in
sand and moderately in gravel. In the limit where the vibro-
meter becomes stationary, in comparison with Figs. 4�c� and

TABLE I. Estimates of surface displacement amplitude from incoherent processing for a 50 kHz ultrasound
vibrometer continuously scanning the surface at a speed of 50 cm/s. The estimates are obtained by either using
data from a single scan, averaging h0 estimates over ten independent scans at a given location, or estimating h0

from the average spectrum for ten independent realizations. The quantities in parentheses are the accuracies for
the estimation.

Single realization Averaged estimates from ten realizations Averaged spectrum

Sand 2.46 �98%� 2.50 �99.8%, 0.7% rms error� 2.50 �99.8%�
Gravel 3.7 �52%� 2.55 �98%, 10% rms error� 2.68 �93%�

FIG. 6. Time domain wave form of
ultrasound received field reflected and
scattered off harmonically oscillating
�a� sand and �b� gravel surface for the
continuously scanning vibrometer.
These were used to compute the spec-
tra shown in Figs. 3�c� and 3�d� for the
continuously scanning system.
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4�d�, the performance of the vibrometer is significantly im-
proved. In Fig. 9�b� for gravel, we observe periodic local
peaks in the spectrum in addition to the peak at the ultra-
sound frequency and sidebands at f ±nfg due to ground os-
cillation. These additional periodic peaks are caused by Dop-
pler shifts in the ultrasound frequency arising from motion of
the vibrometer over the rough surface. As the surface height
changes, it leads to frequency variations in the reflected ul-
trasound signal for the scanning vibrometer that is indepen-
dent of ground oscillations, as can be seen by comparing

Figs. 4�e� and 4�f�. Our analysis shows that their spacing in
the frequency spectrum is directly proportional to the scan
velocity and inversely proportional to the correlation length
scale of the rough surface, vu /�x. This factor determines the
number of undulations on the rough surface traversed by the
vibrometer per unit time. The amplitude of these periodic
peaks depends on the surface gradient. For the sand surface,
the roughness heights are not large enough to cause any sig-
nificant Doppler shift of the ultrasound beam and so these
additional peaks do not appear within the bandwidth illus-
trated in Fig. 9�a�.

In an experimental scenario, when the periodic peaks
due to rough surface scattering occur at the sidebands due to
ground oscillation, one should alter the vibrometer scan
speed or the frequency of ground oscillation so that the peaks
due to rough surface scattering are moved out of the fre-
quency sidebands of interest.

D. Limiting scan speed for acoustic landmine
imaging

Here we investigate limiting scan speeds for an ultra-
sound vibrometer deployed as part of an acoustic landmine
confirmation sensor over natural terrain. The ground surface
oscillation amplitudes at the mine resonance frequency in
areas containing mines are dependent on the type of mine,
whether it is an antipersonnel mine or a larger antitank mine,
burial depth of the mine, and the intensity with which the
ground is excited at the low acoustic or seismic frequencies.
For shallow buried mines, the ground is typically incident
with acoustic field intensities that lead to surface velocity
amplitudes of 40–500 �m/s over areas enclosing mines at
the mine resonance frequencies, and velocity amplitudes of

FIG. 7. Effect of adjusting the ultrasound source frequency on the spectrum
of the received signal. The measurement setup is the same as in Fig. 3�d�.
The x axis should be scaled according to the ultrasound frequency for each
of the cases.

FIG. 8. Effect of adjusting the �a�
measurement time T, �b� vibrometer
stand-off distance z, and �c� angle of
incidence �, on the spectrum of the re-
ceived signal. Unless otherwise speci-
fied, the measurement setup is the
same as Fig. 3�d�.
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roughly 20–50 �m/s in areas devoid of mines.5,10 In order
for the ultrasound system to clearly image a mine, it must
distinguish surface velocity amplitudes in areas covering a
mine from an area devoid of mines. The scattering noise
floor level should not mask the Doppler shifted sideband
levels caused by surface oscillation in the received signal
spectrum. From all the spectra shown so far, we observe that
the scattering noise floor level in the signal spectrum is a
function of frequency. Here we illustrate results that are ap-
plicable to mine resonance frequencies of fg=140 Hz and
fg=400 Hz, which are the resonance frequencies typically
observed and used for imaging mines of interest.5,10 For fg

=140 Hz, the corresponding surface displacement ampli-
tudes in areas that enclose a mine span from 0.05 to 0.5 �m,
while at fg=400 Hz, the displacement amplitudes span from
0.02 to 0.16 �m.

In Figs. 10�a� and 10�b� we plot the scattering noise
floor level measured by the received ultrasound transducer,
as a function of scan speed for the sand and gravel surfaces,
respectively, for a 50 kHz ultrasound vibrometer at Doppler
shift frequencies of fu± fg for fg=140 and fg=400 Hz. The

scattering noise floor levels were converted to equivalent dis-
placement amplitudes using Eq. �27�. In the sand environ-
ment, the curves were generated by first simulating the aver-
aged spectrum for ten independent realizations of the rough
surface for different ultrasound scan speeds from
20 to 160 cm/s. The corresponding noise floors at the re-
quired sideband frequencies were extracted and are shown as
asterisks in the plot. We then fit a quadratic model to these
points and the best fit curve is shown as a solid line. For the
gravel environment, we first ignored the periodic Doppler
shifted peaks due to significant rough surface scattering by
interpolating the noise floor levels at frequencies outside of
these periodic peaks. These noise floor levels are shown as
asterisks with the corresponding quadratic curve fit. We did
this because the frequency occurrence of the periodic peaks
is a function of scan velocity and they do not occur continu-
ously at a given sideband frequency of interest as scan ve-
locity is varied. However, for the two resonance frequencies
of interest, we indicate using circles the level of the periodic
Doppler shifted peaks when they occur at the sidebands of

FIG. 9. Effect of adjusting the vibro-
meter scan velocity on the incoher-
ently averaged spectrum of received
signal from �a� sand and �b� gravel
surfaces. All other parameters are the
same as in Figs. 5�a� and 5�b�.

FIG. 10. Averaged spectrum of scat-
tered noise level vs scan speed in �a�
sand and �b� gravel for sidebands cor-
responding to ground resonance fre-
quencies of 140 and 400 Hz for a
50 kHz ultrasound vibrometer. The
scattered noise level is converted to
equivalent displacement amplitude us-
ing Eq. �27�.
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interest. These periodic Doppler shifted peaks are not present
at the sidebands of interest for the sand surfaces.

We observe from Figs. 10�a� and 10�b� that the noise
floor increases with scan speed as expected in both the sand
and gravel environments. For the sand surface, the increase
is monotonic at the mine resonance frequencies of interest.
The limiting scan speed in sand is around 50 cm/s for the
140 Hz resonance frequency and 150 cm/s for the 400 Hz
resonance. At scan speeds higher than this, the scattering
noise floor is expected to mask the sidebands due to ground
oscillation in the received signal spectrum. In the gravel en-
vironment, the increase is nonmonotonic due to the appear-
ance of periodic peaks in the signal spectrum arising from
Doppler shifts of the ultrasound frequency from rough sur-
face scattering. The scan speeds are then limited to 20 cm/s
at 140 Hz resonance and 60 cm/s for 400 Hz resonance. The
limiting scan speeds may be further improved for the ultra-
sound system by lowering the ultrasound frequency. In addi-
tion to speckle noise, the vibrometer scan speed may also be
limited by the range and frequency resolution requirement of
the system as discussed in Sec. V C.

We should point out that the noise floor analysis in Ref.
10, Fig. 10, for the laser vibrometer was done experimentally
with the laser scanning over a sheet of paper. It therefore
cannot be compared to the noise floor analysis done here for
the ultrasound vibrometer over natural terrain. The limiting
scan speeds for the ultrasound vibrometer over the sand and
gravel surfaces derived here should be much higher than that
for a laser vibrometer over these same surfaces since the
laser wavelength is a thousand times smaller than the ultra-
sound wavelength.

E. Anisotropic rough surfaces

For an anisotropic rough surface, such as sediment
ripples formed by wind blowing in a specific direction over
the surface, the performance of the vibrometer is dependent
on the scan direction of the system. Figure 11�a� shows an
anisotropic rough surface with a correlation length of 10 mm
in the x direction and a smaller correlation length of 2 mm in
the y direction. The roughness height standard deviation for
this rough surface is 1 mm. We observe better performance
for the ultrasound system when scanning in the direction
with the larger correlation length. This is expected since the

rough surface gradients are much smaller in the x direction
and therefore the spectral broadening due to Doppler, which
is dependent on surface slope, is less significant.

VI. CONCLUSION

An analytic model for the ultrasound field reflected off a
vibrating rough surface has been developed from Green’s
theorem for a scanning ultrasound vibrometer system. The
model is bistatic and incorporates the beam patterns of both
the transmitting and receiving ultrasound transducers, as well
as the statistical properties of the rough surface. The ultra-
sound data from this model is then analyzed using two dif-
ferent processing schemes, coherent interferometry and inco-
herent Doppler shift spectra, to yield estimates of surface
displacement amplitude for a sinusoidally oscillating rough
surface. The model is applied to determine sonar design pa-
rameters and measurement geometry that can enhance per-
formance of the scanning ultrasound vibrometer measuring
ground displacements from acoustic/seismic excitation in
acoustic landmine detection. Simulations with the model in-
dicate that performance of the vibrometer is highly depen-
dent on scan velocity, and vibrometer frequency, as well as
statistical properties of the rough surface. The model has
been applied to determine limiting scan speeds for an ultra-
sound vibrometer used for acoustic landmine imaging in
natural terrain environments.

APPENDIX: STATISTICAL DESCRIPTION OF ROUGH
SURFACE

Here we provide a statistical description of the randomly
rough surface in terms of its probability distribution, corre-
lation function, and spectrum of roughness heights following
the approach of Refs. 21 and 17. We assume that the height
���t� of the rough surface boundary at horizontal location �t

follows a Gaussian random process in space with mean ���
=0, and variance ��

2= ��2�− ���2. The probability density
function of the rough surface height is

p���� =
1

�2���

exp
−
�� − ����2

2��
2 � . �A1�

The joint probability density function of the roughness
height at horizontal locations �t and �t� can be expressed as

FIG. 11. �a� Anisotropic rough surface
with five times longer correlation
length in the x direction than in the y
direction. �b� Similar to Fig. 3�d� but
for the vibrometer continuously scan-
ning in the x direction or y direction at
50 cm/s.
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p���pt�,���t��� =
1

2�����t�
����t��

�1 − �2�1/2 exp
−
���2��t�����t��

2 − 2���t����t�������t�
����t��

+ �2��t������t�
2 ��

2����t�
2 ����t��

2 �1 − �2� � , �A2�

where � is the correlation coefficient defined as

� =
����t����t��� − ����t������t���

�������t��2� − �����t���2�������t���
2� − �����t����

2�
.

�A3�

We assume that the roughness heights follow a locally
stationary random process within the area imaged by the sys-
tem for each measurement time interval. Its correlation func-
tion can then be expressed as a Fourier transform of its wave
number spectrum G��� following22

����t����t��� = C����t − �t��

=
1

�2��2�
0

2� �
0



G���ei�·��t−�t���d�d� ,

�A4�

where �= ��x ,�y�= �� cos � ,� sin �� is the wave number
vector with magnitude � and azimuthal direction �. The
roughness height standard deviation �� is then given by

��
2 = C���0� =

1

�2��2�
0

2� �
0



G����d�d� , �A5�

when ���=0, as with the present case.
The coherence length scale for the rough surface in the x

and y directions and its coherence area Ac can be expressed
in terms of its correlation function as given by Eqs. �7�–�10�
of Ref. 21 or Eqs. �A7� and �A8� of Ref. 23. For instance, the
correlation lengths �x and �y of the random process in the x
and y directions, respectively, are

�x = �c�� = 0� + �c�� = �� , �A6�

and

�y = �c�� = �/2� + �c�� = 3�/2� , �A7�

where �c��� is the correlation length of the random process
in any azimuthal direction � given by24

�c��� =

2�1/2��2�
0



�G��,���2�d�

��1/2��2�
0

2� �
0



G��,���d�d��2

=

2�1/2��2�
0



�G��,���2�d�

�C���0��2
. �A8�

The coherence length �c defines a shape function for the
random process as its wave number spans the 2� azimuthal
radians of �. The coherence area of the process is given by

Ac =

�1/2��2�
0

2� �
0



�G��,���2�d�d�

��1/2��2�
0

2� �
0



G��,���d�d��2

=

�1/2��2�
0

2� �
0



�G��,���2�d�d�

�C���0��2
. �A9�

Isotropic rough surface. For an istropic rough surface,
Eq. �A4� for the correlation function reduces to

����t����t��� =
1

2�
�

0



G���J0����t − �t����d� , �A10�

since its wave number spectrum G��� is independent of the
azimuth angle �. The cohererence radius �c��� is a constant
independent of azimuthal direction � so that the correspond-
ing coherence lengths in the x and y directions and coherence
area are simply given by �x=�y =2�c and Ac=��c
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Acoustoelastic analysis of reflected waves in nearly
incompressible, hyper-elastic materials: Forward
and inverse problems
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Many materials �e.g., rubber or biologic tissues� are “nearly” incompressible and often assumed to
be incompressible in their constitutive equations. This assumption hinders realistic analyses of wave
motion including acoustoelasticity. In this study, this constraint is relaxed and the reflected waves
from nearly incompressible, hyper-elastic materials are examined. Specifically, reflection
coefficients are considered from the interface of water and uni-axially prestretched rubber. Both
forward and inverse problems are experimentally and analytically studied with the incident wave
perpendicular to the interface. In the forward problem, the wave reflection coefficient at the interface
is evaluated with strain energy functions for nearly incompressible materials in order to compute
applied strain. For the general inverse problem, mathematical relations are derived that identify both
uni-axial strains and normalized material constants from reflected wave data. The validity of this
method of analysis is demonstrated via an experiment with stretched rubber. Results demonstrate
that applied strains and normalized material coefficients can be simultaneously determined from the
reflected wave data alone if they are collected at several different �but unknown� levels of strain.
This study therefore indicates that acoustoelasticity, with an appropriate constitutive formulation,
can determine strain and material properties in hyper-elastic, nearly incompressible materials.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2427112�

PACS number�s�: 43.35.Zc, 43.20.Bi, 43.20.Fn �JMC� Pages: 879–887

I. INTRODUCTION

Acoustoelasticity is a theory that describes wave propa-
gation in statically deformed media. Because the acoustic
characteristics of a material are strain dependent, acous-
toelastic methods have the potential to determine strain dis-
tributions in complex structures under complex loadings.
Modern acoustoelastic theory was initiated by Hughes and
Kelly1 and further defined by Toupin and Bernstein,2

Truesdell,3 and Tokuoka and Iwashimizu.4 Pao, Sache, and
Fukuoka5 studied and summarized many applications for
acoustoelastic theory. To date, most applications calculate
static prestrain distributions in typical engineering materials
�e.g., steel, aluminum, etc.� based upon velocity changes in
various acoustic waves comparing loaded to unloaded
waves. Acoustoelastic analyses have also been performed on
incompressible materials by Ogden,6 Erigen and Suhubi,7

and Fu.8 If, however, an elastic material is modeled as in-
compressible, then the theoretical propagation velocity of its
dilatational wave becomes infinite. That is, an incompress-
ible material cannot hold a dilatational wave, and acous-
toelastic analysis is limited to the two shear waves. Although
rubber is usually assumed incompressible, it is slightly com-
pressible with a Poisson’s ratio around 0.499 and does sus-
tain dilatational waves.9 Similarly, biological tissues are of-
ten modeled as incompressible, but they too sustain
dilatational waves.

Treating rubber and other “nearly incompressible” ma-
terials as “incompressible” is inconsistent with any analysis
of dilatational wave propagation. Hence, Kobayashi and
Vanderby10 relaxed the incompressibility constraint and stud-
ied the application of acoustoelasticity to hyper-elastic,
nearly incompressible material. They showed a significant
acoustoelastic effect in stretched rubber and formulated a
new strain energy function that models this effect with fidel-
ity.

In the current study, we evaluate the ability of strain
energy functions to model reflected acoustic waves in nearly
incompressible, prestressed materials. To our knowledge, no
study has addressed this problem. We formulate both forward
and inverse acoustoelastic problems relating reflection waves
from the interface of a liquid and rubber, which is under a
statically applied, uni-axial prestrain orthogonal to the direc-
tion of wave propagation. In the forward problem, reflection
coefficients formulated with different strain energy functions
use acoustic data to estimate strain. Results are compared to
experimentally measured strains. Later, a general inverse
problem is formulated and solved to compute both strains
and normalized material properties only from reflected wave
data that are measured at several levels of unknown strains.
In the process, the following two mathematical equations are
derived:

�1� an equation relating an experimentally measured reflec-
tion coefficient to an unknown applied strain and an un-
known normalized material coefficient for the target me-
dium, anda�Electronic mail: koba@surgery.wisc.edu

J. Acoust. Soc. Am. 121 �2�, February 2007 © 2007 Acoustical Society of America 8790001-4966/2007/121�2�/879/9/$23.00



�2� an equation relating measured wave travel time �through
a medium and reflected from the far surface� to a mea-
sured reflection coefficient and to the unknown applied
strain.

Using these two equations repeatedly, each time with re-
flected wave data from a different unknown level of strain,
provides sufficient information to compute normalized mate-
rial coefficients and to quantify the levels of strain that were
applied during the experiment.

II. NOTATIONS AND BASIC EQUATIONS

The theory of acoustoelasticity superposes small dy-
namic deformations of an ultrasonic wave onto a static, finite
deformation. For convenience, three configurations are intro-
duced:

�1� The stress-free or reference configuration is defined with
vector XA to denote a material point in the body.

�2� The initial, finite, static deformation is defined as the
deformed configuration with position vector xi.

�3� The small dynamic wave deformation is defined as the
current configuration with position vector xi

*.

All Latin indices range from 1 to 3 and a repeated summa-
tion convention is assumed unless stated otherwise.

As defined in previous acoustoelastic studies,2,5 the
equation of motion referred to as the deformed configuration
is

�

�xj
�C̄ijksuk,s + tjs

�ui

�xs
� = �üi. �1�

In above equation, C̄ijks and tjs respectively represent the
fourth order stiffness tensor and Cauchy stress tensor caused
by a finite static deformation. For a general compressible,

hyper-elastic material, C̄ijks and tjs are related to the strain
energy function W�EAB�, the deformation gradient tensor FjA,
and the finite Green strain tensor EAB by

C̄ijks =
1

det FjA
FiAFjBFkCFsD

�W

�EAB � ECD
�2�

and

tjs =
1

det FjA
FjAFsB

�W�EAB�
�EAB

, �3�

where FjA=�xj /�XA and EAB= 1
2 �FiAFiB−�AB�.

When prestress is zero, tensor C̄ijks becomes the stiffness
tensor cijks for generalized Hooke’s law, and Eq. �1� reduces
to the wave equation. Due to symmetry of the strain and

stress tensors, the tensor C̄ijks is symmetric as the Hookean
stiffness tensor cijks, i.e.,

C̄ijks = C̄ksij = C̄ijsk = C̄jiks. �4�

Finally, Cauchy stress in the current configuration can be
written as

tij
* = C̄ijksuk,s + �1 − um,m�tij + ui,ktkj + uj,stis. �5�

Due to symmetry, tensor C̄ijks is replaced hereafter with a 6

by 6 matrix C̃pq for convenience with the contracting sub-
script notations 1→11, 2→22, 3→33, 4→23, 5→13, 6

→12 to relate C̄ijks to C̃pq �i , j ,k , l=1,2 ,3 and p ,q
=1,2 , . . . ,6�. Pao, Sache, and Fukuoka5 provide a detailed
derivation of the above equations.

III. FORMULATION OF THE FORWARD PROBLEM

In this section, we formulate the equations and analyti-
cally solve the forward wave reflection problem at the inter-
face between fluid and the lateral surface of a prestretched,
hyper-elastic, nearly incompressible rubber plate. The sche-
matic relation between a uni-axially stretched rubber plate
and an ultrasound transducer is presented in Fig. 1. The flow
for evaluating the wave reflection coefficient from the mea-
sured wave signals is also presented.

For this problem, three equations of motion in three
directions can be derived:

The acoustoelastic equation �Eq. �1�� for this problem is
given in the x1 direction as

�C̃11 + t11�
�2u1

�x1
2 + C̃66

�2u1

�x2
2 + C̃55

�2u1

�x3
2 + �C̃12 + C̃66�

�2u2

�x1 � x2

+ �C̃13 + C̃55�
�2u3

�x1 � x3
= �

d2u1

dt2 , �6a�

in the x2 direction as

FIG. 1. �Color online� A hyper-elastic nearly incompressible rubber plate
with original length L and thickness D is stretched in the x1 direction. A
dilatational wave in the transverse direction is excited by the ultrasonic
transducer. Wave travel time �including both the left-to-right propagation
and the right-to-left reflection� in the transverse direction x3 can be mea-
sured by the peak distance between first reflected echo signal from near
surface and the second echo signal from the far surface. The reflection
coefficient of the experiment R�e , fN� is evaluated as the magnitude ratio of
reflection wave over input wave at the nominal frequency fN of the ultra-
sound transducer used. FFT represents fast Fourier transformation to convert
the time domain wave signal into the frequency domain signal.
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�C̃12 + C̃66�
�2u1

�x1 � x2
+ �C̃66 + t11�

�2u2

�x1
2 + C̃22

�2u2

�x2
2 + C̃44

�2u2

�x3
2

+ �C̃23 + C̃44�
�2u3

�x2 � x3
= �

d2u2

dt2 , �6b�

and in x3 direction as

�C̃13 + C̃55�
�2u1

�x1 � x3
+ �C̃23 + C̃44�

�2u2

�x2 � x3
+ �C̃55 + t11�

�2u3

�x1
2

+ C̃44
�2u3

�x2
2 + C̃33

�2u3

�x3
2 = �

d2u3

dt2 . �6c�

In above equations, C̃pq and t11 represent the pq entries of
the strain-dependent stiffness matrix and Cauchy stress in the
x direction evaluated by Eq. �2� and �3�, respectively.

The following eight sets of boundary conditions can be
set up at both near and far interfaces:

�a� continuity of displacement at the surface x3=0 ,d:

u3 = u3
f , �7a�

�b� continuity of stresses at the surface x3=0 ,d:

C̃55� �u3

�x1
+

�u1

�x3
� + t11

i �u3

�x1
= 0, �7b�

C̃44� �u3

�x2
+

�u1

�x3
� = 0, �7c�

C̃31
�u1

�x1
+ C̃32

�u2

�x2
+ C̃33

�u3

�x3
= �F� �u1

F

�x1
+

�u2
F

�x2
+

�u3
F

�x3
� .

�7d�

In above relations, ui
F �i=1–3� and �F represent displace-

ments in the fluid and Lame’s constant of the fluid. Since we
are only interested in wave propagation in the x3 direction,
the displacement fields can be assumed to be

	u1

u2

u3

 = 	U1

U2

U3

exp �i�Kx3 · x3 − �t�� . �8�

By substituting these assumed displacements into Eqs.
�6a�–�6c�, the following eigenvalue equations are derived:

− C̃55Kx3
2 + ��2 0 0

0 − C̃44Kx3
2 + ��2 0

0 0 − C̃33Kx3
2 + ��2

�
�	U1

U2

U3

 = 0. �9�

The wave numbers in three distinctive directions are derived
as eigenvalues as follows:

The dilatational wave with displacement in the x3 direc-
tion is

Kx3_D = �� �

C̃33

, �10a�

the shear wave with displacement in the x3−x2 direction is

Kx3_S1 = �� �

C̃44

, �10b�

and the shear wave with displacement in the x3−x1 direction
is

Kx3_S2 = �� �

C̃55

. �10c�

Since wave propagation in water is purely dilatational with a
displacement field �in this problem� only in the x3, direction,
only the dilatational wave can be excited in the solid. By
introducing a relationship between wave velocity V, wave
number Kx3, and wave frequency � into above equations,
that is,

V =
�

Kx3
, �11�

the wave velocity of the dilatational wave in the x3 direction
can be derived as

VD =�C̃33

�
. �12�

As presented in Fig. 2, the typical reflected wave signal has
two distinct wave groups. Wave groups A and B represent
the reflected echo signals from the near and far surfaces,
respectively. The wave reflection problem at the surface of
rubber can be solved by assuming the rubber is a semi-
infinite medium, if only the first reflected wave group A is
used in the analysis. Therefore, hereafter, the problem setting
is now simplified as the wave reflection problem at the in-

FIG. 2. A typical reflected wave signal from the interfaces of stretched
rubber. Wave group A: Reflected wave from the near surface. Wave group B:
Reflected wave from the far surface. The distance between two wave group
peaks represents the time for propagation through and reflection back of the
dilatational wave.
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terface of water and prestretched semi-infinite rubber only in
the transverse direction. For this problem, displacement
fields in both rubber and surrounding fluid are given by

u3�x3,t� = U3 exp �i�Kx3_D · x3 − �t�� �13a�

and

u3
F�x3,t� = exp �i�KF · x3 − �t�� − R exp �i�− KF · x3 − �t�� .

�13b�

In the above displacement fields, the magnitude of wave dis-
placement in stretched rubber and the wave reflection coef-
ficient at the surface are represented by U3 and R, respec-
tively. KF designates the wave number in the surrounding
fluid.

Substitution of displacement fields �Eqs. �13a� and
�13b�� into boundary conditions �Eqs. �7a� and �7d�� yields

� 1 1

C̃33Kx3_D − KF�F��U3

R
� = � 1

KF�F� . �14�

The reflection coefficient R is hence derived by solving the
system �Eq. �14�� as

R�e� =
C̃33�e�Kx3_D�e� − KF�F

C̃33�e�Kx3_D�e� + KF�F

=
C̃33�e���/C̃33�e�� − �F��F/�F�

C̃33�e���/C̃33�e�� + �F��F/�F�

=
�C̃33�e��� − ��F��F

�C̃33�e��� + ��F��F
=

�C̃33�e��� − �FVF

�C̃33�e��� + �FVF
. �15�

Since the stiffness �Eq. �2�� and Cauchy stress �Eq. �3��
are derived from a strain energy function, an appropriate
strain energy function with well-defined parameters is essen-
tial. Doll and Schweizerhoff11 conducted an extensive study
on multiple strain energy functions for isotropic elastic com-
pressible materials and proposed two. For this problem �see
Fig. 1�, the two strain energy functions proposed by Doll and
Schweizerhoff11 are chosen as candidates and compared with
the strain energy function proposed by Kobayashi and
Vanderby.10 The three strain energy functions under consid-
eration are

W1 =
K

2
�exp�J − 1� − log J − 1� + C1��1 − 3� + C2��2 − 3� ,

�16a�

W2 =
K

2
�J − 1� log J + C1��1 − 3� + C2��2 − 3� , �16b�

and

W3 = C1�IC − 3� + C2�IIC − 3� + �C1 + C3��IIIC − 1�

+ 2�− 2C1 − 2C2 − C3���IIIC − 1� + C4��IIIC − 1�3,

�16c�

where �1= IC / IIIC
1/3, �2= IIC / IIIC

2/3, and J=�IIIC, and IC, IIC

and IIIC represent the first, second, and third invariants of

the Cauchy-Green tensor Cij, respectively. The first and
second functions �16a� and �16b� were proposed by Doll
and Schweizerhoff,11 while the third function �16c� was
proposed in our previous study.10 All three functions add
compressibility to the incompressible strain energy func-
tion proposed by Moony and Rivlin,12 that is,

W = C1�IC − 3� + C2�IIC − 3� . �17�

With each of these strain energy functions, a strain-
dependent stiffness tensor can be derived from Eq. �2�. Since
the rubber plate is stretched in the x1 direction and ultrasound
echo reflections are measured in the x3 direction, only the

stiffness C̃33�e� is considered in this study.

The detailed forms of the stiffness C̃33�e� from the three
strain energy functions are derived and listed in the Appen-
dix. In a state of zero strain, these three stiffness coefficients

for C̃33�e� �Eqs. �A1�–�A3�� reduce to

C̃33�e = 0� = c33 =
8�C1 + C2�

3
+ K �18a�

for functions �16a� and �16b�, and

C̃33�e = 0� = c33 = 4C1 + 4C2 + 2C3 �18b�

for function �16c�.
The four material constants C1, C2, C3, and K used in

these three strain energy functions were determined in the
following manner. First, a strip of rubber �L12 cm
�W3 cm�T0.3 cm� was placed in a servo-hydraulic testing
system �MTS 858 Bionix test system� and its stress versus
stretch behavior was obtained and confirmed with repeated
testing. This test determined basic material properties C1 and
C2 by treating models �16a�–�16c� as incompressible. Next,
dilatational wave velocity was measured in nonstretched rub-
ber to determine parameters K of functions �16a� and �16b�,
and also C3 of function �16c�. Ultrasound wave travel time
through thickness was measured directly from the peak dis-
tance between the first and second reflected waves in the
recorded signal �Fig. 2�. A 2.25-MHz �nominal frequency�
ultrasonic transducer �PANAMETRICS-NDT™, 0.5 in di-
ameter video scan immersion ultrasound transducer� was uti-
lized. Dilatational wave velocity at the nonstretched state
�VD�e=0� was computed from measured travel time divided by
thickness measured by digital caliper. By substituting Eqs.
�18a� and �18b� into Eq. �12�, unknown parameters K and
2C3 can be evaluated as

K = VD�e=0
2 � −

8�C1 + C2�
3

�19a�

and

2C3 = VD�e=0
2 � − �4C1 + 4C2� , �19b�

where C1 and C2 were previously obtained.
In the forward problem, wave reflection coefficients

from the stretched rubber plate at known applied strains are
analytically evaluated from Eq. �15� with different transverse
stiffnesses �Eqs. �A1�–�A3��. All material constants were as-
sumed to be known. Later, the analytically evaluated wave
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reflection coefficients were compared with reflection coeffi-
cients that were calculated from measured wave signals.

The process for obtaining the reflection coefficient from
the measured wave signals are presented in Fig. 1. First, the
incident and reflected waves were recorded in time domain
and converted to frequency domain with fast Fourier trans-
formation �FFT�. The experimental reflection coefficients at
nominal frequency fN of transducer were then calculated by

Reflection coefficient: R�e, fN� =
Reflected wave: RW�e, fN�

Input wave: IW�e, fN�
.

�20�

IV. FORMULATION OF THE GENERAL INVERSE
PROBLEM

In this section, a general inverse problem based on the
proposed strain energy function �16c� is defined, and two key
relations used for solving general inverse problem for the
same prestretched rubber �Fig. 1� are derived. We define the
general inverse problem to be as follows: Evaluation of
either (or both) applied strain or (and) material properties
only from measured wave reflected signals. Since measurable
variables �e.g., reflection coefficient and material properties
of surrounding fluid� and nonmeasurable variables �e.g.,
stiffness and density of target medium� are related in Eq.
�15�, this equation can be simplified with the following two
assumptions:

�1� Unknown material density is assumed to be constant at
any deformed state.

��e� � ��e = 0� = �0.

�2� Material constants C1 and C2 are very small compared to
C3:

C3 � C1,C2 or
C1

C3
� 0 and

C2

C3
� 0.

The Poisson’s ratio of nearly incompressible rubber is
known to be very close to 0.5, hence the volume and density
changes through static deformation are ignored for this part
of the analysis. In a nearly incompressible rubber, the shear
wave velocity VS=�� /�0=�2�C1+C2� /�0 is reported to be
�around 40–100 m/s�10,12,13 very slow compared to the ve-
locity of the dilatational wave VD=���+2�� /�0

=��4C1+4C2+2C3� /�0 �around 1500 m/s�. From these, the
order of C1 /C3 and C2 /C3 must be around 10−3–10−2. Thus,
our second assumption also appears valid.

In Eq. �15�, the acoustic impedance square of the
stretched rubber is given by

�0C̃33�e� = �0�4C1 + 4C2 + 2C3 + �4C1 + 4C2 + 2C3 + 6C4�

�
e�C1 + C2 + C1e − C2e − C2e2�

C1 + C2 + C3 + 2C1e + 2C3e + C1e2 + C3e2�
= � �1 + R�e��

�1 − R�e��
�FVF�2

= IPS�e� . �21�

For a nonstretched state, the impedance square becomes

�0C̃33�e = 0� = �0c33 = ��FVF �1 + R0�
�1 − R0��2

= IPS0. �22�

To eliminate the unknown material density �0, the ratio of
Eq. �21� and Eq. �22� is taken as

IPS�e�
IPS0

=
��FVF �1 + R�e��

�1 − R�e���2

��FVF �1 + R0�
�1 − R0��2

= � �1 + R�e��
�1 − R�e���2� �1 − R0�

�1 + R0��2

� 12	
e

1 + e
+ 12


e − e2 − e3

�1 + e�2 + 1. �23�

In Eq. �23�, e is the magnitude of the uni-axial applied strain.
New normalized variables 	, 
 are given by 	= �C1C4� /c33

2

and 
= �C2C4� /c33
2 . Since the density and wave velocity of

the surrounding fluid are also eliminated simultaneously
in this process, the material properties of surrounding
fluid are not essential for the analysis and can be ignored.
Equation �23� consists of three unknown parameters �	, 
,
and strain e�, and it is not possible to retrieve all three
variables with Eq. �23� alone. Therefore, an additional
relation must be derived. As indicated in Fig. 1, reflection
coefficients R�e� are evaluated in the frequency domain.
Hence Eq. �23� can be considered frequency domain in-
formation. The wave travel time between the near and far
surfaces �across and back� �see Fig. 1� can easily be mea-
sured from the reflected echo signal by measuring the
distance between the two peaks in the time domain.
Therefore wave travel time is time domain information
supplemental to the frequency domain information.

A time domain equation that relates measurable wave
travel time to unknown properties can be derived in follow-
ing manner. Let the wave velocity, thickness of the rubber,
and travel time in nonstretched and stretched rubber be as
follows:

For the nonstretched state, e=0,

velocity V0 =�c33

�0
, thickness D,

measured travel time T =
2D

V0
. �24a�

For the stretched state, e�0,

velocity V ��C̃33�e�
�0

, thickness d�e� �
D

�1 + e
,

travel time t =
2d

V
. �24b�

In relations �24b�, the thickness in the stretched state is de-
rived based on the assumption that thickness changes in
nearly incompressible materials and in pure incompressible
materials are almost the same. Taking the ratio of wave
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travel times measured in the stretched and nonstretched
states leads to

�T

t
�2

= � C̃33�e�
c33

��1 + e� =
IPS�e�
IPS0

�1 + e� . �25�

Hence the applied strain e can be evaluated with

e =
IPS0

IPS�e�
�T

t
�2

− 1. �26�

This equation indicates that applied stretch can be evaluated
simply from measured reflected wave signals. Since reflec-
tion coefficients R�e� are evaluated only from waves re-
flected from the near surface of the stretched rubber �Fig. 1�,
the wave attenuation factor within the rubber should not
affect the evaluation of Eqs. �23� and �26�. Wave travel time
is measured from the distance between peaks of first re-
flected wave and second reflected wave �Fig. 1�. Again,
wave attenuation in the rubber should not affect these mea-
sured wave travel times.

V. RESULTS

In this section, both forward and general inverse prob-
lems defined for the one-dimensional wave reflection prob-
lem at the surface of a stretched rubber plate �Fig. 1� are
analyzed. In the forward problem, analytically evaluated re-
flection coefficient �Eq. �15�� with three different strain en-
ergy functions �16a�–�16c� are compared with the experi-
mentally evaluated reflection coefficients �20�. In the general
inverse problem, two normalized material properties 	
= �C1C4� /c33

2 and 
= �C2C4� /c33
2 are evaluated from mea-

sured wave signals by utilizing Eqs. �23� and �26�. These
parameters are then compared with the same parameters de-
termined from mechanical test results stretching the rubber
specimen. For both forward and inverse problems, the fol-
lowing parameters are applied:

wave frequency�2.25 MHz,
wave velocity for the water�1470 m/s,
density of water�1000 kg/m3.

The following parameters were determined from the above
mechanical tests:

density of rubber�971 kg/m3,
parameters for strain energy functions:
C1=8.60�105 Pa,
C2=−1.55�105 Pa,
2C3=2.18�109 Pa,
K=2.19�109 Pa.

The fourth parameter in the function �16c� was chosen to fit
experimental data

C4=3.0�1011 Pa.

As presented in our previous study,10 the analytically
evaluated stress-strain behavior based on these parameters
fits very closely to the stress-strain behavior obtained from
the experiment. Analytically obtained reflection coefficients
�Eq. �15�� using the three different strain energy functions

�16a�–�16c� and resulting stiffness coefficients ��A1�–�A3��
are compared to experimentally measured reflection coeffi-
cients �Eq. �20�� in Fig. 3. The experimental reflection coef-
ficients are clearly strain dependent. They increase signifi-
cantly with applied strain. This behavior shows the
acoustoelastic effect in rubber, a nearly incompressible ma-
terial. Figure 3 also indicates that this strain-dependent
change in reflection coefficient is consistently represented by
the acoustoelastic method of analysis if a proper strain en-
ergy function is used to release the constraint of incompress-
ibility.

Reflection coefficients evaluated with three different
strain energy functions are plotted in Fig. 3. Results using
strain energy function �16c� predict the experimentally ob-
tained reflection coefficients well and successfully simulate
the acoustoelastic effect. These results indicate the impor-
tance of the higher order extra constitutive term governing
volumetric change �third invariant IIIC�, which was included
in function �16c�.

Once strain is evaluated with Eq. �26�, coefficients 	
and 
 can be evaluated with data from ratios of the reflection
coefficients �Eq. �15�� computed from data measured at dif-
ferent strain levels. After curve fitting the measured data sets,
smoothed data are used to evaluate the new variables. Since
the parameters for materials C1 through C4 are known from
mechanical testing, the same variables can also be evaluated
with the acoustoelastic methods and compared. Results
are presented in Table I and show the acoustoelastic method
to estimate material properties within �7% of measured
values.

VI. DISCUSSION

Acoustic reflection coefficients from the interface of wa-
ter and prestretched, nearly incompressible, hyper-elastic
materials �like rubber or biological tissues� are analyzed in

FIG. 3. Relation between reflection coefficient R and strain in x1 direction
for the experiment shown in Fig. 1. Square: Result from experiment 1.
Diamond: Result from experiment 2. Solid line: Analytical result from func-
tion �16c�. Circle: Analytical result from function �16a�. Cross: Analytical
result from function �16b�. Results show a strain-dependent acoustoelasic
effect in the experimental reflection coefficient, which can be modeled by
Eq. �15� using the strain energy function �16c�.
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this study. Results using the strain energy function proposed
in our previous study10 �Eq. �16c�� fit experimental data bet-
ter than results with the other strain energy functions �Eqs.
�16a� and �16b��. These results indicate the importance of a
higher order term governing volume change in the strain
energy function. In addition, the new method was successful
in computing applied strain in the target material and esti-
mated a normalized form of its material properties. The
acoustoelastic method, presented here in a very simple load
scenario, then appears to hold great promise for more general
experimental strain analysis of statically loaded structures
made from nearly incompressible, hyper-elastic materials. In
addition to determining prestrain �i.e., solution of the for-
ward acoustoelastic problem�, results strongly suggest the
possibility of using reflection coefficients to identify the ma-
terial properties within these general structures �i.e., solution
of the general inverse acoustoelastic problem�. Such a tech-
nique could be extremely valuable for many applications in-
cluding medical application of ultrasound.

The strain energy function used in this study is based on
the well known “Moony-Rivlin” strain energy function. The
Moony-Rivlin function is known to simulate small to me-
dium size deformations well, but has less fidelity for large
deformations. Therefore, the strain energy function used here
�Eq. �16c�� is also not expected to accurately simulate acous-
toelastic phenomena at large deformations. In our previous
study,10 the volumetric part of our strain energy function �Eq.
�16c�� satisfies the two physical requirements set forth by
Doll and Sweitzehoff11 as long as the material is nearly in-
compressible. They are

U�J� � 0 �27�

and

� �2U

�J2 �
J=1

= K = � +
2

3
� . �28�

In the above conditions, U�J� represents the volumetric part
of the strain energy function that is derived for function
�16c�:

U�J� = C1�− 4J + J2 + 3J2/3� + C2�1 − 4J + 3J4/3�

+ 6C3�− 1 + J�2.

Our previous study10 also showed that the other mechanical
properties �e.g., stress-strain relation and acoustoelastic ef-
fect in shear waves� evaluated with our function �Eq. �16c��

are almost identical to those properties evaluated with the
Moony-Rivlin function. These results indicate that this func-
tion �Eq. �16c�� can properly embody acoustoelastic effects
in dilatational waves without disturbing the important me-
chanical characteristics inherited from the Moony-Rivlin
function.

The methods presented here are corroborated by a lim-
ited amount of experimental data. Only the input-reflection
case perpendicular to the material surface has been investi-
gated. A more robust validation of the method should include
experiments that excite all wave modes �e.g., incident waves
at different azimuth and incident angles, other more complex
loadings, etc.�. In addition, the effect of damping on acoustic
waves in this type of media should be further explored. Nev-
ertheless, the preliminary evidence herein suggests that
acoustoelasticity is a promising approach for the mechanical
analysis of nearly incompressible materials �rubber, biologi-
cal tissues, etc.�.

VII. SUMMARY AND CONCLUSIONS

In this study, both forward and general inverse problems
for the reflected waves from the interface of water and a
uniaxially prestretched, hyper-elastic, nearly incompressible
material were defined and analyzed.

The major features discussed in this study can be sum-
marized as follows:

�1� Materials that are typically assumed to be incompress-
ible do sustain the propagation of dilatational waves.
Acoustoelastic formulations can be created to model the
behavior of these “incompressible materials” under de-
formation. The acoustoelastic effect can be measured in
reflection coefficients evaluated at the interface between
surrounding fluid and deformed medium. The reflection
coefficients correlate with the magnitude of applied
strain.

�2� In the forward problem, the reflection coefficient R�e�
was derived as a function of material constants and ap-
plied axial strain e. Then, based on the material proper-
ties obtained from standard mechanical testing, strain-
dependent reflection coefficients R�e� were analytically
evaluated and compared to experimental reflection coef-
ficients from measured wave signals. It was shown that a
higher order volumetric term in IIIC is needed in the
strain energy function to embody the acoustoelastic ef-
fect properly.

�3� A general inverse problem was formulated to evaluate
both applied strain and material properties from only the
measured reflected acoustic waves from a deformed tar-
get medium. From the reflected waves, two key relations
�Eqs. �23� and �26�� are derived in the frequency and
time domains, respectively. From these two relations,
both applied strains e and normalized material constants
	 and 
 can be evaluated. A major advantage for using
relations �23� and �26� is that wave attenuation does not
affect the values obtained in either relation. Thus, this
technique can be used without having to simultaneously
account for propagation losses due to wave attenuation.

TABLE I. Evaluation of normalized material properties 	 and 
, compari-
son of properties from acoustoelastic approach using ultrasound data, and
comparing them to the properties obtained from standard mechanical test-
ing.

Material parameter 	= �C1C4� /C33
2 
= �C2C4� /C33

2

Value from Eqs. �26� and �29�
using only acoustic signals

0.0580 −0.0105

Value from C1 through C4

via mechanical testing
0.0543 −0.0098

Difference 6.40% 7.14%
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APPENDIX

The detailed form of the stiffness C̃33 �e� in the x3 direction from the three strain energy functions are the following.
For function �16a�

C̃33�e� =
1

J
� ��24C1 + 24C2 + 9K� + �72C1 + 96C2 + 18K�e�

9�1 + e�2 +
��96C1 + 96C2 + 9K�e2 + 32�2C1 + C2�e3 + 16C1e4�

9�1 + e�2

− b1�e�e
��48C1 + 96C2 + 27K� + �240C1 + 192C2 − 54K�e�

54�1 + e�3

− b1�e�e
��384C1 + 192C2 + 27K�e2 + �256C1 + 64C2�e3 + 64C1e4�

54�1 + e�3 � , �A1�

where

b1�e� =
12�1 + e��C1 + C2 + C1e��3 + 3e + e2�

4C1�3 + 9e + 12e2 + 8e3 + 2e4� + 4C2�3 + 3e + 3e2 + e3� − 9�1 + e�2K
.

For function �16b�,

C̃33�e� =
1

J
� ��24C1 + 24C2 + 9K� + �72C1 + 96C2 + 18K�e�

9�1 + e�2 +
��96C1 + 96C2 + 9K�e2 + 32�2C1 + C2�e3 + 16C1e4�

9�1 + e�2

− b2�e�e
��48C1 + 96C2 + 27K� + �240C1 + 192C2 − 54K�e�

54�1 + e�3

− b2�e�e
��384C1 + 192C2 + 27K�e2 + �256C1 + 64C2�e3 + 64C1e4�

54�1 + e�3 � , �A2�

where

b2�e� =
6�1 + e��C1 + C2 + C1e��3 + 3e + e2�

6C1 + 6C2 + 9K + �36C1 + 24C2 + 18K�e + �60C1 + 24C2 + 9K�e2 + �40C1 + 8C2�e3 + 10C1e4 .

For function �16c�

C̃33�e� =
1

J
�4C1 + 4C2 + 2C3 + b3�e�

2e�2C1 + 2C2 + C3 + 3C4�
1 + e

� , �A3�

where

b3�e� =
�1 + e��C1�1 + e� − C2�− 1 + e + e2��

C2 + C1�1 + e�2 + C4�1 + e�2 .

In these relations, variables e and bi�e� �i=1–3� represent the
applied strain and the magnitude of first order transverse
shrinkage, respectively. The magnitude of shrinkage bi�e� is
assumed to be a small perturbation of the width change in a
nearly incompressible material that is defined in our previous
study.10 The thickness d�e� of the stretched incompressible
material can be related to the original length of plate L and
applied axial strain e by

d�e� =
L

�1 + e
. �A4�

For a nearly incompressible material, however, the
thickness under stretch is assumed to be slightly more than
the thickness of an incompressible material under stretch and
can be evaluated by

dn�e� =
L

�1 + �1 − b�e��e
=

L
�1 + e

1
�1 − b�e�e/�1 + e�

= d�e�
1

�1 − b�e�e/�1 + e�
. �A5�
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Granular layers on vibrating plates: Effective bending stiffness
and particle-size effects
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Acoustic methods of land mine detection rely on the vibrations of the top plate of the mine in
response to sound. For granular soil �e.g., sand�, the particle size is expected to influence the mine
response. This hypothesis is studied experimentally using a plate loaded with dry sand of various
sizes from hundreds of microns to a few millimeters. For low values of sand mass, the plate
resonance decreases with added mass and eventually reaches a minimum without particle size
dependence. After the minimum, a frequency increase is observed with additional mass that includes
a particle-size effect. Analytical nondissipative continuum models for granular media capture the
observed particle-size dependence qualitatively but not quantitatively. In addition, a
continuum-based finite element model �FEM� of a two-layer plate is used, with the sand layer
replaced by an equivalent elastic layer for evaluation of the effective properties of the layer. Given
a thickness of sand layer and corresponding experimental resonance, an inverse FEM problem is
solved iteratively to give the effective Young’s modulus and bending stiffness that matches the
experimental frequency. It is shown that a continuum elastic model must employ a
thickness-dependent elastic modulus in order to match experimental values. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2404635�

PACS number�s�: 43.40.At, 43.20.Tb, 43.40.Dx �JGM� Pages: 888–896

I. INTRODUCTION

Interest in acoustic/seismic methods of detecting nonme-
tallic landmines has grown in recent years. Both linear1–4 and
nonlinear5–8 detection methods have shown good success in
laboratory and field tests. These methods rely on the vibra-
tion response of the top plate of the mine under excitation
from an acoustic wave. This response is complex due to the
interaction of the plate with the soil which lies above the
mine. Thus, a clear understanding of the response of a plate-
soil system is important for increasing the probability of de-
tection and for reducing false alarms. The influence of a soil
layer on the frequency response of a plate was recently ex-
amined experimentally by Korman and Sabatier9 for loess
soil and by Zagrai et al.10 for moist sand. In all cases, it has
been observed that the resonance decreases as the layer
thickness increases, reaches a minimum and then increases.
Here, a similar experiment is used to study the response of a
plate loaded with sand. The emphasis is on the influence of
particle size on the plate response. To explore the relation
between particle size and the resonance analytically, a model
based on effective medium theory and Hertzian contact is
derived.

In addition, models of two-layer elastic plates are ex-
plored with regard to the measured data. First, the analytical
solution of a two-layer plate is used and it is shown that such
a model consistently overpredicts the observed resonant fre-
quency. Next, a numerical model of the two-layer plate is
used to describe the plate-sand behavior. The plate-sand sys-

tem examined experimentally is modeled as a thin-plate
loaded by an equivalent elastic layer �EEL� which replaces
the layer of sand. The nondissipative numerical model is then
discretized by finite elements using shell elements for the
thin metal plate and solid elements for the EEL. The equiva-
lent elastic layer is defined as the layer that produces the
shift/change in the first resonant frequency that matches the
experimental measurements from the plate-sand system. This
continuum-based model is selected due to its simplicity in
evaluating effective elastic moduli for the granular layer. Its
utility in evaluating the “bending stiffness” of a granular
layer �a new concept defined here� is emphasized and the
limits in capturing the interactions between the elastic plate
and the real granular layer are examined.

In Sec. II, the experiments are described and results are
presented. Then, the particle size effect observed experimen-
tally is analyzed with an effective medium model for granu-
lar materials. In Sec. III, analytical and numerical models of
the two-layer plate system are discussed. Also, the numerical
method used to analyze the equivalent continuum three-
dimensional system is described. Finally, a summary and
conclusions are presented in Sec. IV. The results are expected
to provide insight into the importance of particle size effects
for acoustic landmine detection.

II. EXPERIMENTS AND EFFECTIVE MEDIUM
MODELING

The experiments are designed to provide insight into the
relation between the particle size of sand layer and the reso-
nant behavior of the plate. The experimental setup used here
is shown schematically in Fig. 1 and is based on that of
Korman and Sabatier.9 The plate-sand system is created us-

a�Author to whom correspondence should be addressed; electronic mail:
jaturner@unl.edu
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ing a circular brass plate �mass=26.4 g, thickness
=0.25 mm, radius=50.8 mm� clamped at the outer edge.
Acoustic waves are generated by a loudspeaker positioned
below the plate. A small input voltage of 50 mV is used to
ensure that the response remained in the linear regime for all
measurements. The response of the plate is measured using
an accelerometer placed at the center of the plate. The natu-
ral frequency corresponding to the system is determined us-
ing an HP35670A Dynamic Signal Analyzer. The first bend-
ing resonance for the brass plate alone is approximately
170 Hz.

For this study, the influence of particle size is investi-
gated. Thus, six different sizes of sand are used, all sieved
from the same batch of dry sand. Additional measurements
using the sand mixture are also made. The particle sizes and
sample designations are shown in Table I. Note that all
monodispersed samples have approximately the same effec-
tive density �the average density for S1–S6 is
1600±32.6 kg/m3� indicating that the particles are packing
essentially as spheres. However, the polydispersed sample
�S-mix�, from which the monodispersed samples were
sieved, has an effective density �12% higher than the mono-
dispersed average. The first bending resonance of the plate-
sand system is measured using 10 g increments of sand, with
a maximum layer thickness of 3.3 cm.

A. Experimental results

The results of the experiments described above are pre-

sented in Fig. 2. The normalized resonant frequency, f̃ is
defined as the frequency of the loaded plate divided by the
frequency of the unloaded plate. Figure 2 shows the depen-

dence of f̃ on the normalized mass of the sand layer. The
overall trend of the resonance is similar to that observed for
loess soil9 and moist sand.10 The resonance first decreases
�region A�, reaches a minimum and then increases �region

B�. It is clear from these results that the particle size is not
relevant in Region A, but is important in region B. In addi-
tion, it is observed that larger particle sizes lead to higher
resonant frequencies suggesting that the combined system is
in some ways stiffer if larger particles are present. The uni-
versal nature of this response is discussed in the following.
Another interesting result is also illustrated in Fig. 2. The
curve denoted as S-mix is the result from the unsieved dry
sand mixture �polydispersed�. The size distribution of S-mix,
shown in Table II, has an average particle size of 0.56 mm.
The response of the plate when loaded with this polydis-
persed mixture corresponds to the same curve �0.3–0.6 mm�
as a monodispersed layer with the same average particle size
although their effective densities are slightly different. This
result suggests that the behavior of the system in region B
depends only on the average particle size of the layer and is
not as sensitive to the distribution of particle sizes in the
layer.

Region A is a mass-dominated regime in which the com-
bined system behaves as a plate loaded by added mass. Some
understanding of the resonant frequency in region A is at-
tained from the analytical solution of a clamped plate. The
first bending frequency from classical thin plate theory is
given by11

�1 =
�1

2

�2�D

�
=

�1
2

�2� Eh3

12��1 − �2�
, �1�

where �1
2�=10.2� is the eigenvalue associated with the first

bending mode of a clamped plate, � is radius of the plate,
E is Young’s modulus, h is the plate thickness, � is mass

FIG. 1. Schematic of the cross section of the experimental setup. A thin
brass plate is clamped between two plastic tubes and excited with a loud-
speaker. The response is measured with an accelerometer mounted to the
center of the plate.

TABLE I. Particle sizes and names of the samples of sand used for the experiments. All monodispersed samples
�S1–S6� were sieved from the polydispersed mixture S-mix.

Name S1 S2 S3 S4 S5 S6 S-mix

Size �mm� �0.15 0.15–0.3 0.3–0.6 0.6–1.18 1.18–2.36 2.36–4.75 Unsieved sand
Density �kg/m3� 1572 1574 1620 1660 1593 1570 1795

FIG. 2. Shift of the first bending resonance due to sand loading for seven
samples of sand with various sizes �S1: �, S2: �, S3: �, S4: �, S5: �, S6:
�, S-mix: �, see Table I�. The dashed line is based on Korman and Sabati-
er’s data �Ref. 9�, while the solid line is the behavior expected from mass
loading alone as given by Eq. �3�. In region A, there is no particle size effect
observed. However, particle size becomes an important factor in region B.
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density per unit area of the plate, and � is Poisson’s ratio.
Equation �1� also serves to define the plate bending stiff-
ness D. It can be assumed that the mass of sand is the
dominant parameter in region A. Thus, the first bending
resonance in region A, �A, can be written as

�A =
�2

�2� D

�eff
=

�2

�2� D

�p�1 + M�
, �2�

with an effective density defined as the average density of
the plate-layer system �eff=�p�1+M�, where M is mass ra-
tio �mass of the sand normalized by the mass of the plate�
and �p is the density of the brass plate per unit area

�=2.18 kg/m2�. Thus, f̃ is given by

f̃ =
f

f0
=� 1

1 + M
. �3�

The solid line in Fig. 2 shows the trend expected from Eq.
�3�.

In region B, the thickness of the sand layer is sufficient
so that it behaves in many ways as a plate itself. In this
region, the sand layer is dominant such that the brass plate
has only a minor influence on the response of the plate-sand
system. In this case, the first bending resonance of the plate
in region B, �B, is given by

�B =
�2

�2� Eheff
2

12�eff�1 − �2�
	��h + M�p/�s�3

�p�1 + M�
, �4�

with the effective thickness of the plate-layer system given
by heff= �h+M�p /�s�, where �s is the density of the sand
layer. Equation �4� shows that when M is sufficiently

large, f̃ is expected to depend linearly on M. Thus, the
trends observed in region B are also expected from the
standpoint of basic plate vibrations. The dependence of

the slope of f̃ on particle size in region B is discussed
next, including expectations based on theoretical models
of particle aggregates.

B. Particle-size dependence

As discussed earlier, the linear dependence of f̃ on M is
expected for the region of the measurements for which M
varies from 6 to 11. However, the slopes of these curves are
clearly dependent on the average particle size of the layer as
well as other parameters. In order to quantify this depen-

dence, the slope of each curve 
=� f̃ /�M in region B is ex-

tracted. The slopes are calculated by fitting the entire f̃ −M
curve using the function9

f̃ = �A/�M + 1� + BM + CM2�0.5, �5�

where A, B, and C are fit coefficients. Then it is assumed that

=�C in the region of interest due to the relatively large
value of M. The results are given in Table III. The depen-
dence of 
 on particle radius R is determined assuming a
power-law relation. Thus, this dependence is given by


�R� = �R�, �6�

where � and � are fit parameters obtained using the method
of least squares. The results shown in Table III give a value
for �=0.305 ��=0.08�. A plot of 
 as a function of R is
given in Fig. 3. The values of 
 and R from the measure-
ments are given in relation to Eq. �6�.

The universality of this dependence is demonstrated us-
ing data from Korman and Sabatier.9 Their results are shown
as the dashed line in Fig. 2 and are determined using Eq. �5�
and their published coefficients �A=1, B=0.0078, and C
=0.0004�.9 The slope of their curve in region B is consistent
with Eq. �6� for a particle size of 10.5 m. The soil used by
Korman and Sabatier �S-KS� was loess soil, a mixture of
clay and silt. The result seems reasonable in that the particle
size of clay is less then 2 m and that of silt is between 2
and 80 m.12 The actual particle size of the S-KS soil was
later confirmed as 10 m.13 Thus, it appears that the power-
law dependence proposed is sufficiently general for a large
range of particle radii. However, the bending vibration re-
sponse of a granular layer has not yet been considered from
a theoretical standpoint.

The effective elastic response of an aggregate of par-
ticles has been of interest for over two decades. Although
previous attempts to model such aggregates using effective
medium theories have met with limited success, some
progress has been made. For example Digby,14 Walton,15 and
more recently Jenkins et al.,16 have developed expressions
for the effective elastic moduli of an aggregate of spherical

TABLE II. Particle size distribution of samples S-mix, the polydispersed
sample.

Size S1 S2 S3 S4 S5 S6

Weight �g� 17 209.3 344.4 156.7 41.4 5.1
Ratio �%� 2.2 27.05 44.50 20.25 5.35 0.66

Total weight of S-mix=773.9 g

TABLE III. Slopes of the frequency curves for different particle sizes of
sand.

Name S1 S2 S3 S4 S5 S6


 0.0387 0.0424 0.0728 0.0686 0.1153 0.1077

FIG. 3. Dependence of the slope of the resonance curves, 
, in region B on
particle radius R. The experimental data from Table III are plotted as black
circles. The power-law fit 
=�R� is given by the solid line ��=0.08, �
=0.305�. This curve matches with data from Korman and Sabatier �Ref. 9�.
The dashed lines correspond to the analytical model for three values of h /R.
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particles under hydrostatic pressure. Here, their results are
applied to the problem of interest such that the dependence
of 
 on R may be explored. As such, the resonant frequency
of a circular plate of spherical particles with a clamped edge
is assumed to have the form

�B =
�1

2

�2
� Ēhs

3

12�s�1 − �̄2�
, �7�

where Ē is the effective Young’s modulus and �̄ is Poisson’s
ratio of the effective plate with hs and �s as the thickness and
density of the layer. Considering a random packing of iden-
tical elastic spherical particles of radius R, the effective

Lamé’s constants �̄ and ̄ may be written14

�̄ =
C

5�R
� a

1 − �
−

2b

2 − �
� ,

̄ =
C

5�R
� a

1 − �
+

3b

2 − �
� , �8�

where  is shear modulus and � is Poisson’s ratio for the
spheres. In addition, the packing has an average coordinate
number C=K�, where K is average number of contacts of
each sphere and � is the packing fraction. Each pair of grains
is assumed to be initially bonded with a contact radius b.
Under an applied hydrostatic pressure, the packing increases
resulting in an increase in contact area with radius a, such
that a�b. For the experiments described here, it is assumed
that the contact of two particles without load is negligible,
such that b=0. For the sand layer considered, the pressure
from loading that results in the contact radius a arises from
the weight of the particles above the particle of interest.
Thus, the effective Lamé constants may be rewritten in terms

of the effective Young’s modulus Ē and Poisson’s ratio �̄ as

Ē =
C

�R

1

2

a

1 − �
,

�̄ = 1
4 . �9�

Under the assumption of Hertzian contact between two par-
ticles, the contact radius is given by17

a = 	3pR

4E* 
1/3

, �10�

where p is the applied normal force at the point of contact.
As noted previously,18–20 no particle-size dependence results
from this theory for a constant contact radius. To address this
issue, it is assumed here that the contact force on a given
particle contact is equal to the total weight of the particles
above a given particle divided by the number of contacts
over which the force is distributed. Thus, p= p�z�=�sg��h
−z� / �3zK� /4R3�, with z the depth in the layer that varies
from 0 to h. The average contact area is then given by

�a� = 	3p�z�R
4E* 
1/3� , �11�

where the ensemble average � �, is an integral through the
thickness of the layer. Thus, Eq. �11� becomes

�a� = 	 �sg�

E*K�

1/3

R4/31

h
�

R

h �h − z

z
�1/3

dz ,

where the reduced elastic modulus E* of the contact is given
by E*=2E / �1−�2�, with E and � as the Young’s modulus
and Poisson’s ratio of the particles, respectively. Then the
ratio of �a� /R can be expressed by

�a�
R

= 	 �sg�

E*K�

1/3

R1/3Q�R/h� , �12�

where

Q�R/h� = �
R/h

1 	1 − z̃

z̃

1/3

dz̃ .

Finally, the dependence of resonant frequency, Eq. �7�, on R
is given by

�B 	 �R1/3Q�R/h� . �13�

Thus, the final form given by Eq. �13� shows a dependence
of the resonance on the size of particles in the layer. In order
to put Eq. �13� in terms of the experimental results, the de-

pendence of � f̃ /�M on R is needed. This quantity is


 =
� f̃

�M
	 �R1/3Q�R/h� , �14�

due primarily to the fact that the effective density of all par-
ticle sizes is equal. Example curves corresponding to Eq.
�14� are shown in Fig. 3 for three values of h /R. It should be
noted that for large layer thickness, h /R→� such that
Q�0�=2� /3�3. In this case, the dependence of 
 is R1/6.
The term �Q reduces the value of 
 as shown. It is clear
that Eq. �14� shows an increase in 
 with R, but that the
exponent of the power-law dependence does not match the
experimental result. Just as effective medium theories for
granular systems have not been able to predict average
moduli accurately,16 Eq. �14� does not accurately predict
the size dependence of the frequency for the plate-sand
system, although the general trend �increasing 
 for in-
creasing R� is correct.

At this point it is unclear whether a more comprehensive
effective medium approach, such as that developed by Jen-
kins et al.,16 would yield results more closely related to the
experiments. It is likely that the difference between the ana-
lytical estimates provided by these well-bonded models �two
grains originally in contact remain in contact after an exter-
nal load is applied� and the experimental results can be ex-
plained by the failure21 of the well-bonded model to approxi-
mate accurately the bending motion in the vibration of the
granular system.

In Sec. III, the plate/sand-layer system is analyzed with
the multilayer Kirchoff plate theory and a finite element
model. The notion of the bending stiffness of the granular
layer is of particular interest here.
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III. TWO-LAYER PLATE MODELS

It is clear from the experimental results shown above for
the granular layer supported by a thin plate that a simple
model is not sufficient to describe the observed behavior.
Thus, additional aspects relevant for this system must be
examined in order to identify the pertinent parameters that
will allow predictive models to be developed. Toward that
end, three different types of two-layer plate models are now
explored. The first is an analytical model that describes the
vibration behavior of a two-layer elastic plate.22 Such a
model differs from the heuristic model presented
previously10 for which the bending stiffnesses of the two
layers were simply added. Unfortunately, the nature of the
equation governing the vibrations of a multilayer plate does
not support the approach in Ref. 10 from a physical stand-
point. The second is a numerical approach using a finite el-
ement model �FEM�. In this case, the upper layer is modeled
using three-dimensional elements valid for thick plates. Fi-
nally, an inverse approach is presented for which the effec-
tive granular layer properties are extracted by matching the
FEM results to the experimental results. This approach re-
sults in a thickness dependent modulus for the granular layer
with corresponding bending stiffness �also thickness depen-
dent�.

A. Analytical model

The analytical solution for a two-layer elastic plate22 is
now employed to model the system of interest. The top layer
is considered as an EEL to study the dependence of the reso-
nant frequency on the thickness of the granular layer. The
majority of the derivation is not repeated here for brevity.
The interested reader is referred to the original for more
details.22 Both layers of the combined plate are modeled us-
ing Kirchhoff plate theory. The interface between the two
layers is then assumed to be perfectly bonded such that there
is continuity of displacement and stress. The boundary con-
ditions of interest correspond to clamped conditions for both
layers. Following standard vibration theory, harmonic solu-
tions are sought and the spatial eigenvalue problem is de-
rived. The solution of the eigenvalue problem results in the
eigenfunctions �mode shapes� and allowable wave numbers
�that are related to the natural frequencies� for the given ge-
ometry and boundary conditions. For the problem of interest
here, the characteristic equation governing the natural fre-
quencies is given by22

�
J0�̄1ā�/̄1ā J0�̄2ā�/̄2ā − I0�m̄3ā�/m̄3ā

J1�̄1ā� J1�̄2ā� I1�m̄3ā�
̄1

2

�̄2 − ̄1
2J1�̄1ā�

̄2
2

�̄2 − ̄2
2J1�̄2ā�

̄3
2

�̄2 − ̄3
2 I1�m̄3ā� �

= 0, �15�

where Ji and Ii are Bessel functions and modified Bessel

functions of the first kind, respectively and �̄2=R0�̄2 / Ā.
Here, �̄ is the natural frequency of the two-layer plate and ā
is radius of the two-layer plate. Also, R0=�1h1+�2h2 in

terms of the mass densities ��i� of the plates and plate thick-
nesses �hi�. The parameter

Ā =
E1

1 − �1
2h1 +

E2

1 − �2
2h2

is defined in terms of the moduli �Ei� and Poisson’s ratios
��i� of the plates. The dimensionless quantities ̄1ā�0,
̄2ā�0, and ̄3ā= m̄3āi in Eq. �15� are not independent, but
are the roots of the following sixth-degree �third-degree in
�̄ā�2� polynomial

�1 − B̄2/ĀD̄��̄ā�6 − �R0�̄2/Ā�ā2�̄ā�4

− �R0�̄2/D̄�ā4�̄ā�2 + ��R0�̄2�2ĀD̄� = 0. �16�

In Eq. �16� B̄ and D̄ are defined as

B̄ = −
1

2

E1

1 − �1
2h1

2 +
1

2

E2

1 − �2
2h2

2,

D̄ =
1

3

E1

1 − �1
2h1

3 +
1

3

E2

1 − �2
2h2

3,

where �1 and �2 are mass densities of the plates, h1 and h2

are the thicknesses, �1 and �2 are the Poisson’s ratios, E1 and
E2 are the Young’s moduli, and �̄ is frequency of the two-
layer plate.22 Equations �15� and �16� must be solved numeri-
cally for the necessary natural frequencies of the two-layer
plate. From the brief description included here it is clear that
the vibrations of a two-layer plate are much more compli-
cated than a single-layer plate. For example, the solutions of
Eq. �16� show that ̄1, ̄2, and ̄3 have nonlinear dependen-
cies on the thickness ratio h1 /h2 as do the natural frequen-
cies. The mode shapes that result from the two-layer plate
are also slightly different from those of a single-layer plate
with the specific mode shapes dependent on the thickness
ratio as well. These points are made to highlight the differ-
ences between the analytical two-layer plate theory22 and the
model of Zagrai et al.:10 The two-layer plate theory has a
more complicated characteristic equation and gives different
mode shapes, wave numbers, and corresponding natural fre-
quencies than those associated with a single-layer plate. An
example result is shown in Fig. 4 for which the two-layer
plate solution �brass plate with a top layer having E
=3 MPa� is compared with Eq. �22� of Zagrai et al. Con-
siderable differences are observed between the two results
especially for most of the range of mass ratio.

Although the two-layer plate model discussed here has
the appropriate qualitative behavior expected, it is not able to
match the quantitative behavior of the experimental data. It
is perhaps not too surprising since the Kirchhoff plate theory
is valid for thin plates only �ratio of radius to thickness is at
least 10–15�. Thus, it is appropriate to explore a more appli-
cable model that accounts for effects beyond the thin-plate
theory.

B. Finite element model

The model discussed above is based on thin-plate theory.
However, for much of the experimental data, the assump-
tions implicit in Eq. �4� are not expected to hold due to
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thick-plate effects. In order to investigate the applicability of
continuum models for this system further, the response of a
thin plate loaded with an elastic layer is considered. The
FEM is used to compute the first resonant mode of the two-
layer system. The problem is axisymmetric such that axisym-
metric elements can be used. Therefore, 57 SAX2 three-node
axisymmetric shell elements and 115 CAX8R eight-noded
biquadratic axisymmetric solid elements are used for the thin
metal plate and the upper elastic layer, respectively.23 The
selection of the number of shell elements is based on a con-
vergence study performed to match the exact solution for the
first resonant frequency of the thin plate to six digits. The
mesh generator in ABAQUS automatically selects the num-
ber of solid elements corresponding to the number of shell
elements and the input data. The number of elements in the
thickness direction varies with the thickness of the sand
layer. For example, 14 elements are employed in the thick-
ness direction in the case of mass ratio of 5. Due to the
axisymmetry of the problem, the boundary condition corre-
sponding to the center of the plate is chosen as rolling, while
a clamped boundary condition is used for the plate outer
edge. The boundary condition at the sand layer/tube interface
�see Fig. 1� is expected to depend in some way on friction.
The influence of this boundary condition on the numerical
results is illustrated in Fig. 5, where results for both clamped
and roller boundary conditions on the sand layer are com-
pared. The results for a frictional boundary condition are
expected to fall between these two extremes. The plots in
Fig. 5 show that this boundary has only a minor influence on
the predicted response for the regime of interest. Thus, a
roller boundary condition is used for all simulations to fol-
low. The condition along the interface between the plate and
the EEL is rough friction �no slip occurs as relative horizon-
tal motion of nodes in contact is prevented�. Other interface
conditions were examined as well but were found not to
change results in any significant way.

The geometric and material properties of the plate are
chosen to match the experimental system ��=5.08�10−2 m,
h=2.54�10−4 m, �=8575 kg/m3, E=103 GPa, and �
=0.34�. Analytical results for a two-layer plate22 and the
FEM results show that changes in Poisson’s ratio from 0.05

to 0.30 result in changes in the first resonant frequency
smaller than 0.01%. Thus, it is concluded that the first reso-
nant frequency is insensitive to changes in �. Therefore, a
Poisson’s ratio of 0.25 is used for the EEL.

The ability of the numerical model to match the experi-
mental results is first examined using a layer with the same
density as that measured for the sand layer and with constant
E. Numerical results are shown in Fig. 6 for E=1, 3, 5 MPa,
together with the analytical result for a two-layer elastic plate
�E=3 MPa� and three sets of experimental results �S1, S2,
S5�. In Fig. 6, the overall trends of the analytical two-layer
plate theory and the three-dimensional FEM results are simi-
lar to the experiments: a decrease of the resonant frequency
to a minimum then an increase with gradually decreasing
rate as the thickness of the EEL increase. Note that the FEM
result captures the leveling of the resonant frequency curve
for large mass ratios. Such behavior is observed in the ex-
periments but is impossible to obtain with the two-layer plate
solution. However, neither the analytical solution for the
two-layer plate nor the finite element models capture well the

FIG. 4. Comparison between the exact solution �Ref. 22� for a two-layer
plate and the heuristic model given in Ref. 10, Eq. �22�.

FIG. 5. Finite element results for the normalized first resonant frequency of
the plate-EEL system for two types of boundary conditions �BC� applied at
the interface between the tube walls and the EEL. The EEL replaces the
granular layer of same thickness and density.

FIG. 6. Comparison of select experimental results with the two-layer plate
model and the plate-EEL FEM model. The dash-dot line is obtained with the
multilayer plate theory �Ref. 22� for E=3 MPa while the FEM results are
obtained for equivalent elastic layers with E=1, 3, and 5 MPa, respectively.
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location of the minimum and the slope in the region of in-
creasing frequency. In fact, the results shown in Fig. 6 sug-
gest that the elastic modulus of the layer depends on its
thickness. In order to study this effect further, the FEM is
used in an inverse analysis to determine the effective elastic
properties of the sand layer.

C. Thickness-dependent stiffness model

The results thus far, based on two-layer plate theory and
finite element model that includes three-dimensional effects
of the layer, clearly show that neither can adequately model
the measured frequency shift as a function of layer thickness.
It seems that the granular layer has an effective bending stiff-
ness that changes with thickness. In order to determine the
properties of an EEL that produces the same resonant fre-
quencies as in the experiments, the problem is formulated as
an inverse problem. The objective is to find the appropriate
Young’s modulus from a given experimental resonance and
thickness using a procedure based on the shooting method.24

For a given thickness of sand layer and the corresponding
value of the first resonance from the experiment, the Young’s
modulus of an equivalent elastic layer of the same thickness
is found as follows:

�1� Two arbitrary values of the Young’s modulus E0 and E1

are chosen and the finite element model of the EEL-plate
system is solved for both cases giving two values for the
first resonant frequency, �0 and �1.

�2� Subsequent values for the Young’s modulus are com-
puted using

Ek+2 = Ek +
�k − �*

�k − �k+1
�Ek+1 − Ek�

for k=0,1 ,2 ,3 , . . . where �k and �k+1 are the resonant
frequencies corresponding to Ek and Ek+1, respectively,
with �* denoting the experimental resonance.

�3� Iteration stops when the relative error between the ex-
perimental frequency and the frequency from the nu-
merical model is less than a preset tolerance �here, 1%�.

This procedure is repeated for all experimental measure-
ments �all particles sizes and all layer thicknesses�.

The results from these computations in terms of Young’s
modulus of the EEL for all experiments are shown in Fig. 7
over the range of mass ratio from 4 to 16. It should be noted
that within the mass dominant regime for thin layers �region
A in Fig. 2�, the inverse problem of finding E for the EEL
from the experimental frequencies is ill-posed due to the in-
sensitivity of the resonant frequencies to variations in the
Young’s values of the EEL. That is, small perturbations in
the input frequencies can induce large changes in Young’s
moduli.

The values obtained for E are in the range of several
MPa for all sizes of sand examined, which is in the same
range as those obtained by Yanagida et al.25 for the “longi-
tudinal elastic modulus” of sand using a different experiment
when they analyzed properties of binary mixtures. The gen-
eral trend observed is that layers of larger particles result in a
larger effective E of the EEL. The results also show that the

effective value of E increases with the layer thickness for all
particle sizes. It may be conjectured that this increase is due
to an increase in the interparticle pressure from the layer as
outlined in the model described in Sec. II B. It is also inter-
esting to note that the values of E shown in Fig. 6 are lower
than might be expected based on wave speed measurements
in sand �103–260 m/s�,17,26 which would result in a range of
E between 19 and 121 MPa.

In Fig. 8, the effective bending stiffness D of the EEL,
normalized by the bending stiffness of the plate, is plotted as
a function of mass ratio. The general observations for D are
similar to those for E. However, when plotted in the context
of the plate bending stiffness, the mass ratio necessary for
the layer to become “stiffer” in bending than the metal plate
is very clear. The results above the horizontal line
�DEEL/Dp=1� denote granular layers that dominate the vibra-
tion response of the plate/granular layer system. In terms of
the particle size dependence, the results in Fig. 8 show that

FIG. 7. Solution of the FEM-based inverse problem: computed values for
the Young’s modulus of an equivalent elastic layer that produces the same
resonant frequency as the granular layer in the experiments �see Table I�.
Notice the general trend of increased elastic modulus with increase in par-
ticle size, as well as with the increase in thickness.

FIG. 8. Computed effective bending stiffness of the granular layer �see
Table I� using the FEM-based inverse analysis for the equivalent elastic
layer. Results are normalized by the bending stiffness of the metal plate.
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the EEL for larger particles achieves the same effective D as
the plate for layers that are thinner than the EEL for the
smaller particles.

The inverse problem finite-element-based procedure de-
scribed here provides a simple and effective means for com-
puting the bending stiffness of a granular layer from experi-
mental data. Such information is useful for the development
of continuum models for granular media.

IV. SUMMARY

In this article, it has been shown that the vibration re-
sponse of a sand-loaded plate has two primary regimes. For
layers with mass that are less than approximately five times
the mass of the plate, the resonance exhibits a mass-loading
behavior as predicted theoretically. In this regime the reso-
nance decreases with a dependence �1+M�−1/2 with M as the
mass ratio between the sand layer and plate. No dependence
on particle size was observed. For higher values of M, the
resonance reaches a minimum and then begins to increase
with a clear dependence on average particle size: larger par-
ticles exhibit higher relative frequencies than smaller par-
ticles. The dependence on particle size is shown to behave
according to a power law in particle radius. In addition, it
was shown that the response to a polydispersed layer is
equivalent to a monodispersed layer with the same average
particle size. In other words, only the average particle size of
a polydispersed layer appears to be important for this re-
sponse. Attempts to understand this dependence based on
effective moduli theories are qualitatively successful, but the
value of the exponent in the power law does not match that
of the experiments. The discrepancy between the observed
exponent and the ones predicted by the well-bonded Hertzian
models can perhaps be attributed to the failure of the model
to include loss of contact and frictional dissipation in the
bending motion induced by the vibration regime as well as
other effects that are not clear at this time. This is the subject
of future research.

In order to compute the bending stiffness of a granular
layer a new methodology is proposed based on solving a
sequence of inverse problems with the finite element method
in which the metal-plate/granular layer system was replaced
by an elastic shell/thick elastic layer numerical model. The
nonlinear shooting method is used to obtain an elastic modu-
lus for each thickness of the granular layer so that the
equivalent elastic layer produces the same resonant fre-
quency in the numerical model as that of the real system. It
was shown that a single effective elastic modulus for the
layers of a given particle size cannot be used to match the
experimental results, but that a thickness-dependent modulus
must be employed if the experimental data are to be
matched.

These results show that layers of larger particles are
“stiffer” than those made up of smaller particles for the same
effective density. Modeling the dependence on particle size,
however, remains to be elucidated since the effective me-
dium theories based on well-bonded Hertzian models predict
a value of the power law exponent that is half the size of that
measured experimentally. At this point it is unclear if effec-

tive medium theories can resolve this issue. In the future
discrete models will be used to include rotational degrees of
freedom and frictional dissipation: two of the missing ingre-
dients that may be responsible for the above-mentioned dis-
crepancy. Such models are clearly important for an improved
understanding of the vibration response of an elastic struc-
ture that interacts with a granular material. Quantitative
methods of land mine detection by acoustic means will nec-
essarily require a clear grasp of such fundamental behavior.
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This paper presents a model for the vibroacoustical behavior of a pump coupled with water-filled
pipes. Coupling between �a� the pump and the inlet and outlet pipes, and �b� the pipe wall and the
fluid contained in the pipe, is investigated through analytical modeling and numerical simulation. In
the model, the pump is represented by a rigid body supported by multiple elastic mounts, and the
inlet and outlet pipes by two semi-infinite water-filled pipes. The vibration characteristics of the
coupled system under the excitation of mechanical forces and fluid-borne forces at the pump are
calculated. The results enhance our understanding about how the input mechanical and fluid
excitation energy at the pump is transmitted to the pipes and how to relate the piping vibroacoustical
response to the excitations at the pump. This study assists in predicting dynamic stress in pipes for
given excitations at the pump, and in developing methods to identify the nature �fluid or mechanical�
of the excitation forces at the pump using the vibration and dynamic pressure measurements on the
pump/pipe system. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2405131�

PACS number�s�: 43.40.Ey, 43.40.Rj, 43.40.Qi �JGM� Pages: 897–912

I. INTRODUCTION

The dynamic behavior of pumps and associated piping
systems is of practical interest due to its applications in in-
dustry noise and vibration control, and in pump condition
monitoring, where vibroacoustical signals are often used for
diagnosis purpose.

Research on pump and pipe vibration and internal hy-
drodynamics has traditionally focused on �a� modeling the
hydroacoustic response in piping systems containing hydroa-
coustic excitation sources such as pumps,1 �b� experimental
studies on the effect of internal fluid excitation on the vibra-
tion response of the pump and pipes,2,3 or �c� modeling of the
structural response of pipes to internal pipe hydroacoustic
excitation.4–8 There is a need for a combined model to study
the effects of fluid and mechanical excitation at the pump on
the structural and hydroacoustic responses of the pipes. This
is because the acoustical impedance presented by the fluid in,
and structural mobility of, the pipes attached to the pump
strongly affects the pump’s vibration response. In addition,
the dynamic loading of an elastically mounted pump at the
end of a water-filled pipe also affects vibroacoustical re-
sponse of the pipe.

Recently, Qi and Gibbs published two comprehensive
papers addressing the problems of structure-borne sound
transmission in a coupled pump/pipe domestic central heat-
ing system.9,10 Their work identifies the primary contribution
by wave-type to structure-borne sound in semi-infinite and
finite pipe systems and the effect of wave mode conversions
at pipe junctions. The finite piping system in Ref. 10 com-
prises a radiator attached to a simple piping system. The

model relates the pump/pipe coupling effects to the point
mobilities of pump/pipe junction, where the pump is treated
as a mass, and the pipe is modeled as an equivalent beam.

In this paper, a model is developed to analyze the vi-
broacoustical coupling between a pump and attached water-
filled pipes. The pump is simplified as a rigid body mounted
on multiple elastic supports, and the associated inlet and out-
let pipes as two semi-infinite water-filled pipes. The paper
focuses on the calculation and examination of the modal
characteristics and dynamic response of the pump/water-
filled pipe system subjected to mechanical and fluid-borne
excitations, and on the effect of vibroacoustical coupling be-
tween pump and pipes on these characteristics and response.
The pipe model accommodates �a� all the higher order struc-
tural modes, �b� acoustical modes, and �c� their polarization
angles due to nonsymmetrical feature of the pipe cross sec-
tion. The analysis can be readily extended to more practical
cases where pump casing is modally reactive and excitation
of the fluid force may be spatially complicated �e.g., large
double suction pump�. Furthermore, the pump model allows
�1� the pump to vibrate in six degrees-of-freedom and �2� a
distributed connection �rather than a point connection� with
pipes. This work has a potential application in predicting
pipeline dynamic stress distribution due to pump excitation.
The feasibility of identifying the excitation force �equivalent
forcing function or input power� at the pump using the vi-
bration and pressure information of the pipeline/pump sys-
tem is also discussed.11,12

II. A PUMP COUPLED WITH ONE WATER-FILLED
PIPE

In the first part of this paper, we develop a model based
on a single pipe coupled to a pump, as shown in Fig. 1. The
pump is modeled as a rigid body supported by elastic mounts
and the inlet pipe as a semi-infinite water-filled cylindrical
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pipe connected to the rigid body. The rigid body is refer-
enced to a Cartesian coordinate �X ,Y ,Z�. The pipe is refer-
enced to a cylindrical coordinate system �r ,� ,x�, where x is
taken in the axial direction of the shell, � measures the angle
in the circumferential direction, and r axis is directed out-
ward along the radial direction. The pipe thickness and ra-
dius are h and a, respectively. The mechanical vibration
source in the rigid body is described by a force vector F0

= �F0X F0Y F0Z� and a moment vector M0= �M0X M0Y M0Z�.
The force and moment can be described by an external force
matrix Q0 as follows:

Q0 = �F0X F0Y F0Z M0X M0Y M0Z�T. �1�

If the external force is a point force at �X0 Y0 Z0�, Q0 can be
written as

Q0 = �
1 0 0

0 1 0

0 0 1

0 Z0 − Y0

− Z0 0 X0

Y0 − X0 0

��F0X

F0Y

F0Z
� . �2�

The fluid-borne vibration source is described by a velocity
V0 located at the fluid cross section of the pipe/pump junc-
tion. The magnitude of the equivalent fluid-borne force act-
ing on the rigid body may be approximated by

Ff = − �a2� fcfV0, �3�

where � f and cf are the density and the sound speed of fluid,
respectively.

A. Rigid body „The pump model…

Using a similar approach described in Ref. 13, we define
the origin of the coordinate system �X ,Y ,Z� at the center of
gravity of the rigid body. The motion of this rigid body can
be described by the displacement vector sc= �uc ,�c ,wc� of its
center of gravity and angular displacement �c

= ��cX ,�cY ,�cZ� around the X ,Y ,Z axes. The matrix expres-
sion describing these displacements is

Dc = �uc �c wc �cX �cY �cZ�T. �4�

Figure 2 shows the coordinate system and the possible
displacement vectors of the Jth elastic mount. The bottom
surface of the elastic mount is assumed to be rigid and with
clamped boundary conditions. The displacement vectors at
the top surfaces are expressed by DJ

t ,

DJ
t = �uJ

t �J
t wJ

t �XJ
t �YJ

t �ZJ
t �T. �5�

The elastic forces and moment acting on the rigid body
at the top location of the Jth mount can be written in a vector
form as

QJ
t = �FXJ

t FYJ
t FZJ

t MXJ
t MYJ

t MZJ
t �T. �6�

The relation between the force vector QJ
t and the dis-

placement vectors DJ
t is

QJ
t = − KJDJ

t , �7�

where

KJ = diag�KXJ KYJ KZJ GXJ GYJ GZJ� , �8�

and KXJ, KYJ, KZJ, GXJ, GYJ, GZJ are the complex elastic
constants of the mount. For a cylindrical isotropic mount,
KXJ=KYJ and GXJ=GYJ.

The force QE generated by all elastic supports is

FIG. 1. A simplified model of pump/pipe coupled system.

FIG. 2. The coordinate system and displacement components of the Jth
elastic mount.
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QE = 	
J=1

N

RJ
t QJ

t , �9�

where N is the number of the elastic supports, and

RJ
t = �

1 0

0 1

0 0 1 0

0 ZJ − YJ 1

− ZJ 0 XJ 0 1

YJ − XJ 0 0 0 1

� . �10�

If the forces acting on the rigid body and at the pipe/pump
junction are represented by QT, then the displacement Dc of
the rigid body at angular frequency � is obtained as

− �2MrDc = Q0 + QE + QT, �11�

where Mr is the rigid body inertia matrix

Mr = �
mc 0

mc

0 mc 0

IXX IXY IXZ

0 IYX IYY IYZ

IZX IZY IZZ

� , �12�

In Eq. �12�, mc is the total mass of the rigid body, IXX, IYY,
IZZ are the moments of inertia, IXY, IYZ, IXZ are called the
products of moment, and IXY = IYX, IYZ= IZY, IZX= IXZ.

The local displacements of the top surface of each
mount can be related to the rigid body displacement vector sc
and �c by

�uJ
t �J

t wJ
t � = sc + �c � rJ, �13�

��XJ
t �YJ

t �ZJ
t � = �c. �14�

The corresponding matrix form is

DJ
t = RJ

tT
Dc, �15�

where RJ
tT

is the transpose matrix of RJ
t as shown in Eq. �10�.

The combination of Eqs. �9�, �11�, and �15� produces

�Kr − �2Mr�Dc = Q0 + QT, �16�

where

Kr = 	
J=1

L

RJ
t KJRT

tT
. �17�

In Eq. �16�, the condition QT=0 describes the displacement
response of the elastically supported rigid body uncoupled
with the water-filled pipe. To study the effect of the water-
filled pipe on the pump response, it is necessary to define the
force vector QT using the boundary conditions at the pipe/
pump junction.14,15

B. The pipe

The stress resultant vector in the shell at the cross sec-
tion of x=0 is represented by QP= �Nx Nx� Qx Mx Mx��T,

where Nx is the extensional stress, Nx� the torsional shear
stress, Qx the transverse shear force, Mx the bending mo-
ment, and Mx� the twisting moment. These stress resultants
are related to the displacements of the pipe wall by16

Nx =
Eh

�1 − �2�
 �u

�x
+ ��/a�

��

��
+ ��/a�w� , �18a�

Nx� =
Eh

2�1 + ��
� �u

a��
+

��

�x
 , �18b�

Qr = −
Eh3

12�1 − �2�� �3w

�x3 + ��2 − ��/a2�
�3w

�x��2� , �18c�

Mx = −
Eh3

12�1 − �2�
� �

a2

�2w

��2 +
�2w

�x2  , �18d�

Mx� = −
Eh3

12�1 + ��
�2w

a�x��
. �18e�

The displacement components of wave propagating in the
pipe wall and the acoustic pressure inside the pipe in the x
axial direction can be expressed in the following forms:4,8

�u, �, w, p�T = 	
n,m

�nm

S

�nm
P �

�
R0
�1 0

0 cos�n� + �n0�Jn�km
r ��

�
�Wnm exp�− jknmx� . �19�

In Eq. �19�, knm, the axial wave numbers, are obtained by
solving the dispersion equation.4 �n0 is a constant number
representing the polarization angle of nth circumferential
mode. �nm and Rn

�1 are defined by

�nm
S = �jUnm/Wnm Vnm/Wnm 1�T = �j�nm

U �nm
� 1�T,

�20a�

�nm
P = Pnm/Wnm, �20b�

Rn
�1 = diag�cos�n� + �n0� sin�n� + �n0�

cos�n� + �n0�� , �20c�

where �Unm Vnm Wnm Pnm� are the amplitudes of the �n ,m�
pipe mode.

For breathing mode n=0, the displacement of torsional
wave component � is uncoupled with the longitudinal and
radial displacement components u and w of pipe vibration.
Therefore, the component � can be excluded in the coupled
expression of Eq. �19�. For n=0, the component � may be
expressed as

�0 = V0T exp�− jk0Tx� , �21�

where k0T is the axial wave number of torsional wave for
mode n=0.

Substituting Eqs. �19� and �21� into Eq. �18�, at the pipe/
pump junction x=0, gives rise to
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QP = 	
n

Rn
�2GnXn + �0, G0T, 0, 0, 0�TV0T, �22�

where

Rn
�2 = � diag�cos�n� + �n0�, 0, cos�n� + �n0�, cos�n� + �n0�, sin�n� + �n0�� , n = 0

diag�cos�n� + �n0�, sin�n� + �n0�, cos�n� + �n0�, cos�n� + �n0�, sin�n� + �n0�� , n 	 0,
� �23�

Xn = �Wn1, Wn2, . . . , Wnm�T, �24�

Gn = �Gn�1,m�, Gn�2,m�, Gn�3,m�, Gn�4,m�, Gn�5,m��T, �25a�

where the elements of matrix Gn are

Gn�1,m� =
Eh

a�1 − �2�
��n1

U kn1a + �n�n1
V + �, . . . ,�nm

U knma

+ �n�nm
V + �� , �25b�

Gn�2,m� = −
jEh

2a�1 + ��
�n�n1

U + �n1
V kn1a, . . . ,n�nm

U

+ �nm
V knma� , �25c�

Gn�3,m� = −
jEh3

12a3�1 − �2�
��kn1a�3 + �2 − ��n2kn1a, . . . ,

��knma�3 + �2 − ��n2knma� , �25d�

Gn�4,m� =
Eh3

12a2�1 − �2�
��n2 + �kn1a�2, . . . ,�n2

+ �knma�2� , �25e�

Gn�5,m� =
Eh3

12a2�1 − �2�
�nkn1a, . . . ,nkn1a� . �25f�

In Eq. �23�, the second element of the diagonal matrix
Rn

�2 is set to zero to exclude the torsional wave component
contribution from the coupled expression for mode n=0. The
contribution of torsional wave component for breathing
mode is separately included in G0TV0T, where G0T is given
by

G0T = −
jEh

2a�1 + ��
k0Ta . �26�

At the pump/pipe junction x=0, the acoustic pressure inside
the pipe is related to the displacement of the pipe wall by

pf�r,�� = 	
n

Pn cos�n� + �n0� = 	
n

EnXn cos�n� + �n0� ,

�27�

where

En = �En�1�,En�2� ¯ En�m�� , �28a�

En�m� = �nm
P Jn�km

r �� . �28b�

C. Solution of the system response

To calculate the system response, it is necessary to ex-
pand the boundary conditions at the pipe/pump junction to
determine �1� the six-degree-of-freedom motion of the rigid
body, �2� the �n ,m�th modal amplitude Wnm, and �3� the tor-
sional modal amplitude V0T of the pipe.

At the pipe/pump junction, the total forces acting on the
rigid body from the pipe/pump junction are determined by
the coupled motion of the pipe and the pump. Due to the
rigid body assumption, only two pipe circumferential modes
�breathing mode n=0 and beam mode n=1� couple with the
rigid body motion of the pump. Therefore the total force QT

at the pipe/pump junction is given by

QT = QT0 + QT1, �29�

where QT0 and QT1 represent forces contributed by breathing
mode n=0 and beam mode n=1, respectively. These forces
are related to modal amplitudes of the pipe wall �Appendix
A�, given by

QT0 = − �R0
�1G0�1,m� + R0

�3�X0 − R0T
� G0TV0T, �30�

QT1 = − �R1
�1G1 + R1

�3�X1, �31�

where Rn
�3=�0

aRn
�2Enrdr, and the definition of the coefficient

matrix R�1 R�2 and R0T
�1 are shown in Appendix C. For

breathing mode n=0, Eq. �30� indicates that only the axial
stress force Nx0 and torsional shear stress Nx�0 contribute to
the motion of the rigid body. However if the elastic vibration
on the pump casing is considered, participation of higher
order pipe modes is possible in the coupling force and Eq.
�22� should be used.

In Eqs. �30� and �31�, the unknown coefficients Xn and
V0T are determined by the continuity condition of the junc-
tion. At the pump/pipe junction, the displacement and the
slope continuities suggest the following relation:


u � w
�w

�x
�T

= RACDc, �32�

where RAC represents the location and coordinate conversion
matrix given by Appendix B.

Substituting Eqs. �19� and �21� into Eq. �32�, multiply-
ing Rn

�3=diag�cos�n�+�n0�sin�n�+�n0�cos�n�+�n0�cos�n�
+�n0�� on both sides of the resultant equation and integrating
it from 0 to 2�, results in
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�nXn = Rn
�4Dc, �33�

where

Rn
�4 = �−1�

0

2�

Rn
�3Rn

�3d� , �34�

� = �
0

2�

Rn
�32

d� , �35�

�n = 
 �n1
S �n2

S
¯ �nm

S

− jkn1 − jkn2 ¯ − jknm
� . �36�

For each circumferential mode, Eq. �33� provides four
equations of coefficient Xn. �The breathing mode n=0,
where � is uncoupled with u and w, is excluded in the
coupled expression of Eq. �33�.� The remaining �m−4� equa-
tions result from fluid boundary conditions at the junction.
The particle velocity of the fluid at x=0 satisfies �̂
= j�1/�����p /�x�. Using this relation, the remaining �m−4�
equations for particular circumferential mode can be written
as8

E f
s�Xn = V̂ns�
̄ns� �s� = 1,2, . . . ,m − 4� , �37�

where V̂ns� is modal amplitude for the assumed fluid volume
source at x=0. It is related to the velocity of the fluid at the
pump/pipe interface by

�� f�x=0 = 	
n,s

V̂ns cos�n� + �n0�Jn�ksr� �s = 1,2, . . . ,m − 4� ,

�38�

where the velocity expression in the radial direction is ex-
panded by the mode shape functions of sound pressure in a
pipe with the rigid wall condition �Jn��k

sr��r=a=0�.
In Eq. �37�, the matrix E f

s� and the coefficients 
̄ns� and
�ns�,nm are given by

E f
s� =

1

� f�
�kn1�n1

P �ns�,n1, kn2�n2
P �ns�,n2, . . . , knm�nm

P �ns�,nm� ,

�39�


̄ns� = �
0

a

Jn
2�ks�r�rdr , �40a�

�ns�,nm = �
0

a

Jn�ks�r�Jn�km
s r�rdr . �40b�

The combination of Eqs. �33� and �37� gives rise to

Xn = 
�n

Ê f
�−1
Rn

�4Dc

V̂n
� = �Fn

�,Fn
V�
Rn

�4Dc

V̂n
� , �41�

where the matrix Fn= �Fn
� ,Fn

V�=��n

E f
�−1

is introduced for the

convenience of expression, and V̂n and E f are given by

V̂n = �V̂n1
̄n1 V̂n2
̄n2 ¯ V̂ns�
̄ns��
T, �42�

E f = �Ef
1 Ef

2
¯ Ef

s��T. �43�

The unknown coefficient V0T for breathing mode is given by
the continuity condition of the junction,

V0T = a�cX = R0T
�2Dc. �44�

The combination of Eqs. �16�, �29�–�31�, �41�, and �44� leads
to

�Kr + KP − �2Mr�Dc = Q0 + Q f , �45�

KP = 	
n=0

1

�Rn
�1Gn + Rn

�3�Fn
�Rn

�4 + R0T
�1G0TR0T

�2, �46�

Q f = − 	
n=0

1

�Rn
�1Gn + Rn

�3�Fn
VV̂n. �47�

The response of the system can then be determined by solv-
ing Eqs. �41�, �44�, and �45�.

III. A PUMP COUPLED WITH TWO WATER-FILLED
PIPES

The extension of the above-discussed pump/pipe model
to a pump coupled with inlet and outlet pipes is straightfor-
ward. Figure 3 shows an example of the rigid body pump
coupled with two semi-infinite water-filled pipes. The pipe
running parallel with the X axis of the rigid body represents
the inlet pipe, and the pipe running parallel with Z of the
rigid body corresponds to the outlet pipe. As with the model
used in Sec. II, a mechanical force Q0 is imposed on the rigid
body, and the fluid pulsation sources V0 are located at the
pump/pipe junctions. The superscripts i and o correspond to
the inlet pipe and the outlet pipe, respectively. In Fig. 3, the
xi axis describing the inlet pipe runs parallel with X axis of
the rigid body. The x0 axis describing the outlet pipe runs
parallel with Z axis of the rigid body.

Following a similar procedure to that used in Sec. II and
noting the location and coordination conversion matrix for
the outlet pipe, the total forces acting on the rigid body at the
rigid body/outlet pipe junction are described by

FIG. 3. A rigid body coupled with two semi-infinite water filled pipes.
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QT
o = − 	

n=0

1

�Rn
o�1Gn

o + Rn
o�1�Xn

o + R0T
o�1G0T

o V0T
o , �48�

where Xn
o and V0T

o may be derived by a similar procedure as
Eqs. �41� and �44�,

Xn
o = 
Fn

o�Rn
o�4Dc

Fn
oVV̂n

o � , �49�

V0T
o = R0T

o�2Dc, �50�

where the definition of coefficient matrices Rn
o� and R0T

o� are
shown in Appendix C.

Using Eqs. �48�–�50� and following the same procedure
of the derivation of Eq. �45�, the equation for the coupled
system of rigid body/two pipes is

�Kr + KP
i + KP

o − �2Mr�Dc = Q0 + Q f
i + Q f

0. �51�

The definition of matrix KP and Q f in Eq. �51� follows
the same procedure of Eqs. �46� and �47�; the coefficient
matrices shown in Appendices C and E are related to the
inlet pipe and the outlet pipe, respectively.

IV. RESULTS AND DISCUSSIONS

Although an arbitrary number of mounts could be con-
sidered in the model, in this analysis we only use four
mounts for the systems described in Figs. 1 and 3. The four
mounts are assumed to be identical and modeled as isotropic
cylindrical tubes. The parameters of pump, pipes, and
mounts used for the calculation are listed in Tables I and II.
In Table II EJ and �J are, respectively, Young’s modulus and
Poisson’s ratio of the elastic material, and LJ, aJ, bJ are,
respectively, the unloaded length, and the inside and outside
radii of the mounts.

A. Pump coupled with the inlet pipe only

1. Modal characteristics of the pump

The modal characteristics of the pump/pipe system
mounted on the mounts are determined from using Eq. �46�
with Q0=0 and Q f =0,

�Kr + Kp − �2Mr�Dc = 0. �52�

The matrix Kp reflects the influence of pipe wave motion on
the pump response. When Kp=0, Eq. �52� represents the
case where there is no inlet pipe attached to the pump. Kp

can be written as

Kp = KP
T + KP

L + KP
B + KP

f . �53�

KP
T and KP

L are the contributions to system stiffness matrix
from the torsional wave motion and longitudinal wave mo-
tion of the pipe breathing mode, KP

B is the contribution from
the bending wave motion of pipe beam mode. KP

f is due to
sound wave in the pipe. They are expressed, respectively, as

KP
T = R0T

�1G0TR0T
�2, �54a�

KP
L = R0

�1G0�1,m�F0
�R0

�1, �54b�

KP
B = R1

�1G1F1
�R1

�4, �54c�

KP
f = 	

n=0

1

Rn
�3Fn

�Rn
�4. �54d�

The resonance frequencies and their corresponding
modal shapes for the uncoupled rigid body and the coupled
rigid body/pipe system are shown in Table III. If the matrix
KP

T �0, then the pump’s response is only affected by the
torsional wave motion of the pipe. Table III shows that the
motion consists of displacements in the six degrees of free-
dom, which are the three translation displacements and three
rotational displacements �TX ,TY ,TZ ,RX ,RY ,RZ�. Since the
mounts are not fully symmetrical with the centroid of the
pump, each pump mode contains more than one component
of the displacement. For the case of a pump uncoupled with
the pipes, two groups of modes may be classified. The first
group, described by �TY ,RX ,RZ� and including modes 1, 3,
and 6, consists of contributions from the translation compo-
nent in the Y direction and rotation components around the X
direction and the Z direction. The second group, described by
�TX ,TZ ,RY� and including modes 2, 4, and 5, consists of
contributions from rotation components around the Y direc-

TABLE I. System parameters used in calculation.

a 0.0525 m X0 0
h 0.005 m Y0 0
�s 7800 kg/m3 Z0 0.12 m
� f 1000 kg/m3 Xc1 ,Xc2 0.18 m
E 2.1�1011 N/m2 Xc3 ,Xc4 −0.11 m
� 0.3 Yc1 ,Yc4 0.11 m

mc 105 kg Yc2 ,Yc3 −0.11 m
�P 0.01 Zc1 ,Zc2 ,Zc3 ,Zc4 −0.21 m

�J,1−6 0.01 XB
i 0.27 m

IXX 1.57 kg m2 YB
i 0

IYY 3.03 kg m2 ZB
i 0

IZZ 2.74 kg m2 XB
o 0.18 m

IXY −0.0013 kg m2 YB
o 0

IYZ −0.0078 kg m2 ZB
0 0.22 m

IXZ 0.34 kg m2

TABLE II. Stiffness coefficients of mounts.

EJ 2.1�109 N/m2

�J 0.4
aJ 0.02 m
bJ 0.03 m
LJ 0.05 m

KJ,1 ,KJ,2 3�EJ�bJ
4−aJ

4�

4LJ
3

2.573�107 N/m

KJ,3 �EJ�bJ
2−aJ

2�

L

6.6�107 N/m

KJ,4 ,KJ,5 �EJ�bJ
4−aJ

4�

4L

2.144�104 N/m

KJ,6 �EJ�bJ
4−aJ

4�

4�1+�J�L
1.532�104 N/m
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tion and the translation components in the X direction and Z
direction. The ratios of the displacement components are also
given in Table III.

When the pump is coupled with the inlet pipe, the pipe’s
wave motion affects the pump vibration characteristics. Re-
sults are summarized as follows.

�a� The torsional wave motion of the pipe has no direct
effect on the pump’s natural frequencies and modal shape
�Table III, column of KP

T �0�. For the matrix KP
T in Eq.

62�a�, manipulation leads to a nonzero pure imaginary ele-
ment, KP

T�4,4�=−j��Eh / �1+���k0Ta3. Therefore, the pipe
torsional wave motion presents a damping effect on the
modes dominated by the rotation-dominant component
around the X direction �Figs. 4�a�–4�d��.

�b� The longitudinal wave motion of the pipe also results
in a damping effect on pump’s response. The longitudinal
input impedance of an infinite beam is represented by a pure
real number.11 As impedance is real, the corresponding stiff-
ness term is imaginary and results in a damping on the
coupled system. Table III and Figs. 4�b�–4�e� indicate that
mode 2, which mainly contains the rotation component
around the Y direction and translation component in the X
direction, is over-damped and therefore unable to be excited
when the pump couples with the longitudinal motion of the
pipe. The modal characteristics of the remaining modes are
unaffected by the longitudinal waves.

�c� The bending wave in the pipe has both stiffness and
damping effects on the pump vibration. �The point input mo-
bility of the bending wave in an infinite beam �Yb= �1
− j� /�ScB �Ref. 11�, has both real and imaginary parts.�
Modes 2, 3, and 5, which are dominated by rotation compo-
nent around the Z and Y directions, are not excited due to the
heavy damping contribution from the pipe bending wave
motion. Modes 1 and 4 are little affected by the bending

waves. Mode 6, which is also dominated by rotation compo-
nent around the Y direction, is not affected by the pipe bend-
ing wave motion.

�d� The influence of pipe attachment on pump motion is
the combination of effects from all the wave types. The
damping due to pipe bending and longitudinal wave motions
is the dominating effect in the pump/pipe coupling �see their
effects on modes 2, 3, and 5�. On the other hand, the damp-
ing due to the torsional wave motion has a slight effect on
the pump vibration �see Table III�.

Figure 4 shows an example of the influence of the pipe’s
individual wave motion on the rigid body response. The at-
tached pipe significantly affects the rigid body motion. The
resonance responses at modes 2, 3, and 5 are suppressed due
to coupling effects of KP

L and KP
B; mode 6 is slightly affected

by KP
T. Figure 5 shows the rigid body response when the

pump is coupled and uncoupled with the pipe. Once again,
the significant coupling effect is evident on modes 2, 3, and
5.

2. System response characteristics

Fluid-borne noise and mechanical sources usually coex-
ist in the pump/pipeline system. Fluid-borne noise can be
produced by vortex formation in high-velocity flow, pulsa-
tions, cavitation, flashing, water hammer, flow separation,
and impeller interaction with the pump cutwater. Examples
of mechanical noise source may include the impeller and seal
rubs, defective or damaged bearings, motor-pump coupling
misalignment, looseness, and unbalanced rotating compo-
nents. In condition monitoring, it is of practical interest to
relate the system response to the excitation source type.

Table IV shows the force vectors used as excitation to
the pump/inlet pipe system. The vector �F0X ,F0Y ,F0Z� repre-

TABLE III. Modal characteristics of the pump.a

No.
Rigid body only

KP=0

Rigid body coupled with inlet pipe

KP
T �0 KP

L �0 KP
B �0 KP�0

1 95.0 Hz,
�TY ,RX ,RZ�,
0.34/1 /0.23

Same Same 96.2 Hz,
�TY ,RX ,RZ�,
0.35/1 /0.89

96.2 Hz,
�TY ,RX ,RZ�
0.35/1 /0.89

2 108.8 Hz,
�TX ,TZ ,RY�,

0.41/−0.04/1

Same Overdamping Overdamping Overdamping

3 183.4 Hz,
�TY ,RX ,RZ�

0.02/0.13/−1

Same Same Overdamping Overdamping

4 245.9 Hz,
�TX ,TZ ,RY�,

0.15/−0.69/1

Same Same 245.5 Hz,
�TX ,TZ ,RY�,

0.13/−0.59/1

245 Hz,
�TX ,TZ ,RY�

0.13/−0.59/1
5 322.3 Hz,

�TX ,TZ ,RY�
RY ,TX ,TZ

0.06/0.05/1

Same Same Overdamping Overdamping

6 377.7 Hz,
�TY ,RX ,RZ�,

0.04/−1/0.09

Same Same Same Same

aRX represents the rotation of the rigid body around the X direction, TX is the translation of the rigid body in the
X direction, etc.
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sents the three components of an external point force acting
on the coordinate �0 0 0.12 m� of the rigid body, Ff

i repre-
sents the fluid-borne force generated by pulsating fluid ve-
locity source at the pump/inlet pipe junction. The frequency
range of the simulation is up to 5000 Hz; approximately 0.3
times the ring frequency of the pipe.

It is expected that the velocity magnitude of each com-
ponent of the rigid body will depend upon the driving fre-
quencies and force vector characteristics. Figure 6 shows the
rigid body response for the given force vector. An external
point force component in the X direction results in dominant
response component in the same direction. The same results
are observed for velocity in the Y direction and Z direction
and the angular velocity around the X, Y, and Z direction,
respectively. An equivalent fluid-borne force in the X direc-
tion generates a similar vibration level of the rigid body in
comparison with that of the mechanic force component in the
same direction.

The vibration response of the pipe wall due to the exter-
nal force at the pump is shown in Fig. 7. For the breathing
mode of the pipe, the vibration of the pipe wall is crucially
related to source type �see Figs. 7�a�–7�c��. This is further
discussed in the following.

�a� Across the frequency range, a one unit equivalent
fluid pulsatory source �fluid-borne force in Eq. �3�� in the X
direction generates much larger radial velocity response in
the pipe wall than that from one unit mechanical force in the
same direction. We postulate that the reason may be ex-

plained like this: The axial mechanical force primarily ex-
cites longitudinal breathing mode, but due to coupling with
the pipe wall displacement components, the longitudinal
waves in the pipe produce only a small radial displacement.
This is not like the acoustical source which produces pres-
sure in the pipe’s radial direction, therefore, the acoustical
excitation is more effective in generating a larger radial
movement of the pipe wall than an axial mechanical force at
the pump/pipe junction. Further work is required to confirm
that the same numerical value for equivalent fluid source
strength and mechanical force result in similar input power
into the pipe.

�b� For breathing type pipe motion, there are two propa-
gating waves, structural longitudinal wave type and fluid
plane wave type. These coexist and dominate the pipe re-
sponse as shown in Fig. 8. We furthermore observe that the
fluid pulsatory source generates predominantly a fluid plane
wave type response, while an axial mechanical force gener-
ates predominantly a structural longitudinal wave type re-
sponse �Fig. 8�.

�c� Excitation forces in Y and Z directions do not excite
the same magnitude of breathing type pipe motion as those
in the X direction.

For beam wave motion of the pipe, the general fre-
quency feature of the vibration response resulting from the
mechanical dominated forces in the X, Y, and Z directions
and the equivalent fluid pulsatory force in the X direction
�see Figs. 7�d�–7�f�� are similar.

FIG. 4. Influence of wave type of the pipe motion on the displacement of the rigid body under the given force vector �1 1 1 1 1 1�T exerted on its centroid,
�a�–�c� uc, �d�–�f� �cX.
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For the pipe parameters at frequencies below 250 Hz,
there is strong rapid decay in the magnitude of the vibration
of the beam mode motion as the axial distance along the pipe
increases. For this case, the axial wave number of the bend-
ing wave and fluid type wave have complex values. This
indicates that the beam type pipe motion is an evanescent
motion. When the frequency increases, there is cut-on for the
beam type pipe motion, and the propagating bending wave
dominates the pipe response.

The torsional wave motion of the pipe can be significant
if it is excited by rotation dominant modes of the pump
around the pipe axial direction �Fig. 9�.

B. Numerical results of the pump coupled with the
inlet and outlet pipes

When coupled with both inlet and outlet pipes �Fig. 3�,
the pump response to the force vector �1 1 1 1 1 1 1�T ex-

erted on its centroid is shown in Fig. 10. As with the inlet
pipe-only example, the longitudinal and beam wave motions
of the outlet pipe will result in heavy damping on the pump
motion. For example, although mode 6 identified in Fig.
10�d� is dominated by the rotation component around the X
direction and influenced by the beam type motion of the inlet
pipe, this mode is overdamped due to the beam type motion
of the outlet pipe. Mode 1 has a dominant rotation compo-
nent around the X direction, but also has a considerable con-
tribution from the translation component in the Y direction.
The combination of these two components may reduce the
outlet pipe beam motion at the pipe/pump junction. As a
result, mode 1 is less affected by the outlet pipe beam motion
than mode 6. Figures 10�a� and 10�c� also show that mode 4
is slightly affected by the wave motion of the outlet pipe.

The pipe response to the force vector is shown in Table
V. Figure 11 shows an example of pipe breathing mode un-

FIG. 5. Influence of pipe on the displacement of the rigid body under the given force vector �1 1 1 1 1 1�T exerted on its centroid, �a� uc, �b� vc, �c� wc, �d�
�cX, �e� �cY, and �f� �cZ.

TABLE IV. The given force vectors used in excitation.

Excitation
No.

External force vectors
�F0X ,F0Y ,F0Z ,Ff

i�

Equivalent force vectors acting on
the center of the rigid body

�FcX ,FcY ,FcZ ,McX ,McY ,McZ� Source type

1 �1 0 0 0� �1 0 0 0 0.12 0� Mechanical dominated
source2 �0 1 0 0� �0 1 0 0.12 0 0�

3 �0 0 1 0� �0 0 1 0 0 0�
4 �0 0 0 1� �−1 0 0 0 0 0� Fluid dominated source
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der the excitation of the given force vector. Again, we note
that an equivalent fluid source in the pump/inlet pipe con-
junction generates much larger radial velocity of the pipe
wall than does a mechanical force in the X direction �Fig.
11�a��, and an equivalent fluid source in the pump/outlet pipe
conjunction generates much larger radial velocity of the pipe
wall than does a mechanical force in the Z direction �Fig.
11�b��. We conclude that the response of pipe breathing
mode is crucially related to the excitation source type.

Figure 12 shows examples of pipe beam mode under the
given force vector. Once again, at low frequencies, we ob-
serve rapid decays in the response of the beam mode motion
along the axial direction of the inlet and outlet pipes. This
indicates that the beam type pipe motion is an evanescent
motion. When the frequency increased, there is cut-on for the
beam type pipe motion, and the propagating bending wave
dominates the pipe’s response.

V. CONCLUDING REMARKS

A theoretical model has been developed to analyze vi-
broacoustic coupling between a pump and attached water-
filled pipes. This paper examines the effects of coupling be-
tween �1� the pump and the pipes, and �2� the pipe wall and
the fluid contained in the pipe, on the pump’s modal charac-
teristics and pipe system response.

Torsional and longitudinal wave motions in the semi-
infinite pipes result in damping effect on the pump’s vibra-

tion response as both wave motions result in imaginary dy-
namic stiffness contribution to the pump’s response. The
bending wave motion of the pipe, on the other hand, results
in both damping and stiffness contributions to the pump’s
response, and result in a change of natural frequency for
certain pump modes. In general the longitudinal and beam
wave motions of the pipe provide more damping to the pump
motion than the torsional wave motion does. The effect of
the pipe on the pump is also modally dependent. The pipe
bending motion and longitudinal wave motion result in
heavy damping effects on the second, third, and fifth pump
modes as shown in Table III and Fig. 4. The pipe torsional
wave motion has a small damping effect on the pump rota-
tion modes around the axial direction of the pipe. The use of
semi-infinite water-filled pipe in the pump/pipe coupled
model is an approximation based on the assumption that the
reflection of the radiated waves from the vibrating pump into
the pipe can be ignored. If the pump is coupled with finite
pipes, the resonance and modal damping of all wave types in
the pipe will produce �in terms of the mobility functions�
complex and frequency dependent loading on pump’s re-
sponse. As a result, the effect of the torsional and longitudi-
nal waves will also present the pump with stiffness or mass
�dependent on frequency� load contributions in addition to
damping.

Due to the rigid body assumption for the pump, the ra-
dial vibration of the pipe cannot be excited directly. In the
example presented, the pipe is excited by the pump through

FIG. 6. Magnitude of six velocity components of the rigid body under the four types of excitations shown in Table IV. �a� j�uc, �b� j�vc, �c� j�wc, �d� j��cX,
�e� j��cY, and �f� j��cZ.
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the bending, torsional, and axial coupling at the structural
coupling interface, and by the direct acoustical excitation at
the fluidal interface. Results indicate that the acoustical ex-
citation is more effective in generating a larger radial move-
ment of the pipe wall than an axial mechanical force at the

pump/pipe junction. The torsional wave motion of the pipe
can be significant if it is excited by rotationally dominant
modes of the pump around the pipe axial direction.

As demonstrated in the paper, the analysis of the
coupled response of the pump/pipe system can be readily

FIG. 7. Radial velocity magnitude of the pipe wall at different positions under the four types of excitations of the force shown in Table IV. �a�–�c� n=0, j�w0,
�c�–�e� n=1, j�w1 ��=−�10�, �a�, �d� x=0.6 m, �b�, �e� x=1.5 m, �c�, �f� x=5 m.

FIG. 8. Radial velocity magnitude of the different wave types of the pipe wall, x=0.6 m. Excitation force vector �a� �1,0,0,0� and �b� �0,0,0,1�.
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extended to the case where a pump is connected with both
inlet and outlet pipes. The wave motion in the different pipes
affects the damping and stiffness of the pump modes differ-

ently because of the orientations of the pipes with respect to
the pump. As a result of the combined contributions of the
pipes, the pump response is significantly different from that

FIG. 9. Circumferential velocity magnitude of the pipe wall at the different positions under the four types of excitations shown in Table IV. j�v0 �a� x
=0.6 m �b� x=1.5 m.

FIG. 10. Comparison of the displacement of the pump coupled with pipes under the given force vector �1 1 1 1 1 1�T exerted on its centroid, �a� uc, �b� vc,
�c� wc, �d� �cX, �e� �cY, and �f� �cZ.
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of a pump coupled with a single pipe. We observe similar
behavior in pipe vibration response for the pump/inlet/outlet
pipe and pump/inlet pipe configurations, when the pump is
excited by mechanical and acoustical forces.

The results and method presented in this paper create a
platform to assist engineers seeking to understand and sepa-
rate mechanical and fluid excitation forces1 contributions in
pumps from the vibration response of their coupled piping
systems. Further work is planned to �a� validate this theoret-
ical model on an experimental system, �b� relate the results
of the theoretical model to effects observed in “real” pump/
pipe systems, and �c� identify how measurements of the pipe
response may be used to identify the excitation source�s�
strength by the inverse method.
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APPENDIX A

At the pipe/pump junction, the forces resulting from
pipe wall stresses and fluid force acting on the rigid body can
be obtained by the integration at the pipe cross section of the
junction, viz.,

QT = − 	
n
�

0

2�

RARX�Rn
�2Qn

P + Q0T
P �ad�

− 	
n
�

0

a �
0

2�

R f cos�n� + �n0�Pnrdrd� , �A1�

where QT are the total forces acting on the rigid body from
the pump/pipe junction, Qn

P= �Nnx ,Nnx� ,Qnx ,Mnx ,Mnx��T is
the stress resultant vector of the nth circumferential mode of
the pipe at the junction, Q0T

P = �0,Nx�0 ,0 ,0 ,0�T is torsional
stress resultant vector for breathing mode of the pipe, Pn

is the acoustical pressure of the nth circumferential mode
at the cross section of the pipe, RA and R f are location
matrices, and RX is the coordinate conversion matrix,
given by

TABLE V. The given force vectors used in excitation.

Excitation
No.

External force vectors
�F0X ,F0Y ,F0Z ,Ff

i Ff
o�

Equivalent force vectors acting on
the center of the rigid body

�FcX ,FcY ,FcZ ,McX ,McY ,McZ� Source type

1 �1 0 0 0 0� �1 0 0 0 0.12 0� Mechanical dominated
source2 �0 0 1 0 0� �0 1 0 0.12 0 0�

3 �0 0 0 1 0� �0 0 −1 0 0.18 0� Fluid dominated
source4 �0 0 0 0 1� �1 0 0 0 0 0�

FIG. 11. Radial velocity magnitude of the pipe wall under the four types of excitation of force vector shown in Table V, n=0, j�w0, x=0.6 m.
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RA = �
1 0

0 1

0 0 1 0

0 ZB + a cos � − �YB + a sin �� 1

− �ZB + a cos �� 0 XB 0 1

YB + a sin � − XB 0 0 0 1

� , �A2�

R f = �1 0 0 0 − �ZB + r cos �� YB + r sin ��T, �A3�

RX = �
1 0 0 0 0

0 cos � sin � 0 0

− sin � cos � 0 0

0 0 0 0 1

0 0 0 cos � 0

0 0 0 − sin � 0

� , �A4�

where the subscript B represents the point of the center of the
pipe cross section at the junction. Rewriting Eq. �A1� as

QT = − 	
n

Rn
�1Qn

P − 	
n
�

0

a

Rn
�2Pnrdr − R0T

�1Q0T
P , �A5�

where

Rn
�1 = �

0

2�

RARXRn
�2ad� , �A6�

R0T
�1 = �

0

2�

RARXad� , �A7�

FIG. 12. Radial velocity magnitude of the pipe wall under the four types of excitation of given force vector shown in Table V, n=1, j�w1 ��=−�10�, �a�, �c�
x=0.6 m, �b�, �d� x=5 m.
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Rn
�2 = �

0

2�

R f cos�n� + �n0�d� . �A8�

In Eq. �A5�, the forces acting on the rigid body resulting
from the pump/pipe junction are related to the infinite cir-
cumferential modes of pipe movement. However, if the

pump is modeled as rigid body and the pipe is excited by the
rigid body, one may expect that only limited circumferential
modes �n=0,1� can be possibly excited, such expectation
can be validated by straightforward calculation of coefficient
matrices Rn

� and RoT
� in Eqs. �A6�–�A8� and �34�, given by

R0
�1 = 2�a�1 0 0 0 − ZB YB�T, R0

�2 = R0
�1/a, R0

�4 = R0
�1T

/2�a ,

R0T
�1 = 2�a�0 0 0 a 0 0�T, R0T

�2 = R0T
�1T

/2�a ,

R1
�1 = �a�

0 0 0 0

0 sin �10 − sin �10 0

0 − cos �10 cos �10 0

0 ZB sin �10 + YB cos �10 − ZB sin �10 − YB cos �10 0

− a cos �10 − XB cos �10 XB cos �10 cos �10

− a sin �10 − XB sin �10 Xn sin �10 sin �10

� ,

R1
�2 = ��0 0 0 0 − cos �10 − sin �10�T,

R1
�4 = R1

�1T
/�a, Rn�n	1�

� = 0. �A9�

For the circumferential mode �n=0�, the polarization
angle is adopted as zero in consideration of the rigidity ring
contour of the rigid body/pipe conjunction. For the circum-
ferential modes �n	1�, the coefficient matrices, as shown in
Eq. �A9�, are all zero and independent of the polarization
angles. For the circumferential mode �n=1�, however, the
polarization angle �10 is crucially related to the external ex-

citation force vector. A way to determine polarization angle
�10 may start from Eq. �32�, from which one may derive the
following relation:

�ucY − XB�cZ�cos �10 + �wcZ + XB�CY�sin �10 = 0. �A10�

The combination of Eqs. �A10� and �46� can give rise to an
extra equation in terms of polarization angle �10.

APPENDIX B

RAC = �
1 0 0 0 − �ZB + a cos �� YB + a sin �

0 cos � − sin � ZB cos � + YB + a − XB sin � − XB cos �

0 sin � cos � ZB sin � − YB cos � XB cos � − XB sin �

0 0 0 0 cos � − sin �
� . �B1�

APPENDIX C

The coefficient matrices Rn
o� for the outlet pipe in Eqs. �56�, �57�, and �58� may follow the similar definition of Eq. �A9�,

while special attention should be paid to the location and coordination conversion matrix of the outlet pipe,

R0
o�1 = 2�a�0 0 1 − YBo XBo 0�T, R0

o�2 = R0
�1/a, R0

o�4 = R0
�1T

/2�a ,

R0T
o�1 = 2�a�0 0 0 0 0 a�T, R0T

o�2 = R0T
o�1T

/2�a ,
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R1
o�1 = �a�

0 sin �10
o − sin �10

o 0

0 − cos �10 cos �10
o 0

0 0 0 0

− a cos �10
o − ZBo cos �10

o ZBo cos �10
o cos �10

o

− a sin �10
o − ZBo sin �10

o ZBo sin �10
o sin �10

o

0 YBo sin �10
o + XBo cos �10

o − YBo sin �10 − XBo cos �10
o 0

� ,

R1
o�2 = ��0 0 0 − cos �10

o − sin �10
o 0�T,

R1
o�4 = �R1

o�1�T/�a, Rn n	1
o� = 0. �C1�
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On the diffuse field reciprocity relationship and vibrational
energy variance in a random subsystem at high frequencies
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A recent paper has shown that under certain conditions the cross-spectral matrix of the forces
exerted by a vibrational or acoustic wave field on its surrounding boundaries can be expressed in
terms of �i� the energy of the wave field, and �ii� the direct field dynamic stiffness matrix of the
boundary. This “diffuse field reciprocity relation” was derived using wave mechanics, and it is not
immediately clear how the required wave field properties translate to conditions on the vibrational
modes of the system or the applied forcing. This issue is addressed here by deriving an extended
version of the reciprocity relation using modal methods, and the conditions required for the
extended version to reduce to the existing relation are delineated. It is shown that the existing diffuse
field reciprocity relation leads to an anomalous result when used to predict the energy variance of
a subsystem, and that this anomaly is resolved by using the present extended version of the relation.
A supplementary result arising from the analysis is that for systems with a sufficient degree of
randomness the ensemble average of the dynamic stiffness matrix of a random subsystem is equal
to the inverse of the ensemble average of the receptance matrix. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2409484�
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I. INTRODUCTION

There is much practical interest in the dynamic response
of structures that have uncertain properties due to variability
in the manufacturing and assembly processes, with automo-
tive structures being a prime example �Kompella and Bern-
hard, 1993�. The potential difficulty in attempting to predict
the response statistics of such structures is immense, due to
the large number of physical variables which might be un-
certain and the inevitable lack of data regarding the statistical
distribution of these variables. However, significant progress
has been made in recent years by recognizing that if the
structure is “random enough” then the response statistics do
not depend on the details of the underlying physical uncer-
tainty. The reason for this is that, under a sufficient degree of
randomness, the natural frequencies and mode shapes of the
subcomponents �or “subsystems”� of the structure tend to
conform to universal distributions derived in quantum theory
and random matrix theory �Mehta, 1991�. In particular, there
is a large body of empirical evidence to suggest that the
Gaussian orthogonal ensemble �GOE� provides a good de-
scription of the important features of the modal statistics of a
random structure, and a discussion of this issue can be found
in, for example, Mehta �1991�, Weaver �1989�, Bertlesen et
al. �2000�, Ellegaard et al. �2001�, and Langley and Brown
�2004�. Among other advances, this fact has led to the devel-
opment of an extended version of statistical energy analysis
�SEA� which allows the ensemble mean and variance of the
response of a complex structure to be computed without
knowledge of the statistics of the physical uncertainties
�Langley and Cotoni, 2004�.

In stating that the GOE can provide a good description
of the subsystem modal statistics, there is no intention to
suggest that either: �i� the governing mass or stiffness matri-
ces of the subsystem actually have the statistics of a GOE
matrix, or �ii� all of the statistical properties of the subsystem
natural frequencies and mode shapes conform to the GOE.
Clearly these two statements cannot be fulfilled, since the
GOE matrix is not positive definite, having an equal prob-
ability of positive or negative eigenvalues, and the matrix is
therefore not physical in the context of structural dynamics.
The important point is that the local statistics of the sub-
system modes �i.e., the joint statistics of a group of neigh-
boring modes, as measured by the low order correlation
functions� conform to the GOE, in line with the random ma-
trix principle of universality �see, for example, Hackenbroich
and Weidenmüller, 1995�. In the absence of any special sym-
metries, the condition for this to occur can be quantified in
an approximate way by the statistical overlap factor S of the
subsystem; this is defined as S=2� /�, where � is the stan-
dard deviation of a natural frequency and � is the mean
frequency spacing. If S is large �typically greater than unity�
then a large degree of random coupling between the modes
of a nominally perfect subsystem can be expected, which
promotes the occurrence of universal statistics. The statistical
overlap factor tends to increase with increasing frequency,
and generally the GOE will not be applicable to the lower
natural frequencies of the subsystems, where alternative
models have been suggested �see, for example, Soize, 2003�.

In many practical structures the conditions for the appli-
cation of the GOE might be met by some components, such
as thin panels, but not for others, such as beams and frames.
In such cases it would be efficient to model the highly ran-
dom parts of the structure using SEA and the remaining partsa�Electronic mail: rsl21@eng.cam.ac.uk
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using a deterministic method such as the finite element �FE�
method, possibly in combination with a parametric descrip-
tion of uncertainty. However SEA is based on energy flow
and energy variables, while FE is based on physical displace-
ments and equilibrium, so that the two approaches are not
immediately compatible in a single model. This difficulty has
been overcome recently by the development of a “diffuse
field reciprocity relation” �Shorter and Langley, 2005a�. The
relation expresses the cross spectrum of the forces applied by
a random subsystem on a deterministic structure in terms of
�i� the subsystem energy and �ii� a computable matrix,
known as the direct field dynamic stiffness matrix. This rep-
resents an extension of earlier studies presented by Smith
�1962, 1981� and Shaw �1988� which were concerned with
diffuse fields acting on single degree of freedom systems.
The relation has been used to develop a coupled SEA-FE
method �Shorter and Langley, 2005b� for the vibro-acoustic
analysis complex systems across a broad frequency range,
and it forms the main subject of the present work.

The derivation of the diffuse field reciprocity relation
given by Shorter and Langley �2005a� is based on wave me-
chanics, and the conditions for the validity of the result were
expressed in terms of the properties of the vibrational wave
field. It was found that the wave field must be diffuse, as
defined in a particular way: it is not immediately clear how
this condition relates to conditions on the modal statistics of
the subsystem or to conditions on the applied loading. This is
one of the issues addressed here, and in the present work an
extended version of the reciprocity relation is derived using
modal methods, thus allowing the conditions for the applica-
bility of the original relation to be explored in detail. In
�unpublished� developments of the theory presented by
Shorter and Langley �2005a�, the author has found that an
expression for the energy variance of a subsystem can be
derived directly from the diffuse field reciprocity relation.
The resulting formula for the relative variance of the energy
is 1 /�m, where m is the modal overlap of the subcomponent.
In comparison, Weaver �1989� and Langley and Brown
�2004� have each presented a detailed analysis of energy
variance based on GOE statistics, and at high m the result for
the relative variance is ��−1� /�m where � is a parameter
that depends upon the nature of the applied loading ���3
for a point load�. Clearly there is a significant discrepancy
between the results yielded by the diffuse field reciprocity
relation and the GOE, which raises concerns about the valid-
ity of one or other of the theoretical approaches. This issue is
resolved here by demonstrating that the extended version of
the reciprocity relation does in fact lead to the previous GOE
based result for the energy variance.

As part of the present derivation an expression is derived
for the ensemble averaged receptance matrix of a subsystem.
It is shown that this matrix can be associated with a physical
system, and it is further shown that the ensemble averaged
dynamic stiffness matrix is equal to the inverse of the en-
semble averaged receptance matrix.

The diffuse field reciprocity relation is reviewed in Sec.
II, and a generalization of this result �together with a consid-
eration of certain special cases� is presented in Sec. III. The
application of the reciprocity relation to the prediction of

energy variance is considered in Sec. IV, and published nu-
merical and experimental results which support the current
findings are summarized in Sec. V. Concluding comments
are made in Sec. VI.

II. DIFFUSE FIELD RECIPROCITY RELATION

The following analysis is concerned with the harmonic
vibration of a dynamic system under the action of external
forces acting at frequency �. The analysis is limited to sys-
tems that are homogeneous to the extent that they exhibit
global modes, i.e., none of the mode shapes are confined to
subregions of the system. Thus the concern is not with com-
plete built-up engineering structures, but with a subcompo-
nent, or subsystem, such as a beam, plate or enclosed acous-
tic volume, as considered by Shorter and Langley �2005a�.
Furthermore, the subsystem is taken to be random, and it will
be assumed �in Sec. III onwards� that the statistical overlap S
is high, which requires a high degree of randomness and/or a
high frequency of excitation. These two assumptions repre-
sent the main restrictions of the analysis; all subsequent as-
sumptions and approximations are generally a consequence
of these restrictions.

The subsystem is considered to be modeled by a dis-
cretization scheme such as the finite element method, so that
the degrees of freedom consist of displacement variables �or
pressure variables for an acoustic subsystem� that describe
the complete deformation of the subsystem. A selected subset
of these displacement variables is referred to as the “bound-
ary” degrees of freedom q; the key point is that other dy-
namic subsystems may be connected to the subsystem via
these coordinates. In practice q might relate to the physical
perimeter of the subsystem, such as the edges of a plate, but
equally q could include other degrees of freedom, such as a
point in the interior of the plate. If external forces f are
applied to the boundaries of the subsystem �defined as the
regions associated with q� then the governing equations of
motion have the form

Dq = f , �1�

where D is the dynamic stiffness matrix of the subsystem
and q and f represent complex amplitudes, so that, for ex-
ample, the time dependent displacement vector is given by
Re�q exp�i�t��. The fact that q represents only a subset of
the total degrees of freedom of the subsystem implies that
the dynamic stiffness matrix D will in general be a tran-
scendental function of frequency; furthermore, the prin-
ciple of reciprocity implies that D will be a symmetric
matrix. The derivation of D from the complete set of sub-
system equations of motion is discussed in detail in Sec.
III.

The present concern is with the statistics of the response
of an ensemble of random subsystems, so that D is a random
matrix. In this case it is convenient to rewrite Eq. �1� in the
form

D�q = f + frev, �2�

where D� is a constant �i.e., deterministic� matrix and the
random vector frev accounts for the remaining part of D.
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Equation �2� is true by definition, i.e., any constant matrix
D� can be specified, and frev is then defined as the balanc-
ing force required to reduce Eq. �2� to Eq. �1�. The question
is now how to select a value of D� that makes Eq. �2� a
physically and mathematically useful description of the sub-
system behavior. It might immediately be thought that the
most suitable choice of D� would be the expected value of
D, but this is not necessarily the case. To consider this issue
it is helpful to rewrite Eqs. �1� and �2� in the form

q = Hf, �3�

q = D�
−1f + D�

−1frev, �4�

where H=D−1 is the receptance matrix. The main criterion
for the optimal choice of D� is that the random vector frev

should have the simplest possible statistics; for example, frev

should ideally have zero mean. This requirement on the
mean is in fact sufficient to uniquely define D�, since taking
the ensemble average of Eqs. �3� and �4� under the condition
that the applied force f is deterministic leads to

E�frev� = 0 ⇒ D� = E�H�−1. �5�

It is argued in Sec. III that under the appropriate conditions
E�D�=E�H�−1 so that D� does in fact correspond to the ex-
pected value of D, but nonetheless Eq. �5� is taken here to
represent the fundamental definition of D�. It can be noted
that, although a deterministic force f was considered to in-
form the selection of an appropriate value of D�, the applied
force may in general be either deterministic or random.

Rewriting Eq. �1� in the form of Eq. �2� is only of prac-
tical use if something significant can be said about the sta-
tistical properties of frev. This issue has been considered by
Shorter and Langley �2005a�, who showed that if the re-
sponse of the subsystem constitutes a diffuse random wave
field then

E�frevfrev
*T � = � 4E

��n
�Im�D�� , �6�

where E is the ensemble averaged vibrational energy of the
subsystem and n is the modal density. Equation �6� makes a
connection between the energetics of the subsystem and the
elastic forces at the boundary, and as such it forms the key to
coupling statistical analysis methods, such as statistical en-
ergy analysis �SEA�, to deterministic analysis methods, such
as the finite element method. In particular, this result under-
lies the hybrid vibro-acoustic analysis method presented by
Shorter and Langley �2005b�, and it can also be used to
compute diffuse field acoustic loads on structures �Shorter
and Langley 2005a�. The existing proof of Eq. �6� is based
on wave mechanics, wherein it is assumed a priori that the
subsystem carries a diffuse wave field �as defined by Shorter
and Langley 2005a� regardless of the nature of the loading.
Moreover, in Shorter and Langley �2005a� the matrix D� is
defined to be the dynamic stiffness matrix of the boundary
when the remainder of the subsystem is “infinite,” so that no
waves emanating from the boundary are reflected back to the
boundary. Thus Im�D�� determines the radiation properties
of the boundary and for this reason Eq. �6� is referred to as
the diffuse field reciprocity relation, in that it relates forc-

ing to radiation. The connection between the Shorter and
Langley �2005a� definition of D� and Eq. �5� is not im-
mediately obvious, but it is shown in what follows that the
two definitions are in fact equivalent.

One of the aims of the present work is to provide a
relatively simple derivation of Eq. �6� based on modal �rather
than wave� considerations, and furthermore to generalize the
result to cases where the subsystem does not carry a perfectly
diffuse wave field in the sense of Shorter and Langley
�2005a�. This is done in the next section by expressing the
equations of motion in terms of the free vibration modes of
the subsystem.

III. GENERALIZATION OF THE RECIPROCITY
RELATION

A. Ensemble averaged receptance and dynamic
stiffness matrices

Let � j and � j represent the jth natural frequency and
mode shape of the subsystem described in the previous sec-
tion, under boundary conditions that do not restrain the de-
grees of freedom q. If uj represents the complex amplitude of
the response in the jth mode, then the equations of motion
can be expressed in the standard form �see, for example,
Meirovitch, 1986�

�u = g , �7�

� jk = 	 jk�� j
2�1 + i
� − �2� , �8�

where 
 is the loss factor, g is the vector of generalized
forces, and it has been assumed that the mode shapes � j are
scaled to unit generalized mass. A hysteretic damping model
has been adopted in Eqs. �7� and �8�, which is consistent with
the assumption of a near-homogeneous subsystem stated in
Sec. II. Now the boundary degrees of freedom q are linear
functions of the modal amplitudes u, and likewise the gen-
eralized forces g depend linearly on the boundary forces f.
From the principle of reciprocity it can be deduced these
relations have the form

q = Au, �9�

g = ATf , �10�

where A is a real rectangular matrix �N�R say, with N�R�
such that Arj is a linear function of the mode shape � j. It
follows from Eqs. �7�–�10� that

q = Hf, �11�

H = A�−1AT, �12�

where H is the receptance matrix at the boundary.
Equations �5� and �6� require the calculation of the en-

semble averaged receptance matrix, and to this end Eq. �12�
can be rewritten in the form

Hrs = �
j

ArjAsj

� j
2�1 + i
 j� − �2 , �13�

where Hrs is the rs entry of H. As discussed in Sec. II, the
present concern is with random subsystems that have a large
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statistical overlap factor, which implies that the statistics of
the dynamic response can be derived without considering the
detailed statistical properties of the underlying random
physical parameters. The natural frequencies that appear in
Eq. �13� can be viewed as a sequence of random points along
the frequency axis, and random point process theory can be
employed to derive the statistical properties of Hrs. The main
results of this theory are summarized in the Appendix , and
the application of Eq. �A3� to Eq. �13� yields

E�Hrs� = H�,rs � �− i�n

2�
�E�ArjAsj� , �14�

where the notation H� will be used to represent E�H� in what
follows. It is important to note that random point process
theory employs a number of assumptions, and in the context
of Eqs. �13� and �14� these are: �i� the subsystem modal
density n is independent of frequency, and �ii� the numera-
tors that appear in Eq. �13� are statistically independent and
have the same mean value for each j. Clearly these condi-
tions may not be met for a practical dynamic subsystem and
the resulting implications regarding the validity of Eq. �14�
must be carefully considered. Considering initially the
imaginary part of Hrs, most of the contribution to Eq. �13�
comes from resonant modes, i.e., those modes with � j ��.
In this case it is sufficient for conditions �i� and �ii� to be met
locally over a limited frequency range in the vicinity of the
excitation frequency, and Eq. �14� can therefore be expected
to yield an accurate estimate of Im�Hrs�. The situation is
different for the real part of Hrs, where many nonresonant
modes can make a contribution to Eq. �13�; if Eq. �14� is
to be accurate �i.e., the mean of the real part is zero� then
conditions �i� and �ii� must apply over an extended fre-
quency range, and this is not actually the case for many
subsystems. This problem can be circumvented by noting
that the receptance is a causal function and the real and
imaginary parts must therefore form a Hilbert transform
pair, in accordance with the Kramers-Kronig relation
�Morfey 2001�. Assuming that Eq. �14� is accurate for the
imaginary part of Hrs it then follows that an accurate re-
sult for the complete function is given by

E�Im�Hrs�� = �− �n

2�
�E�ArjAsj� , �15�

E�Re�Hrs�� = � 1

�
�P . V . 	

−�

� Im�Hrs�����
�� − ���

d��. �16�

Given that E�Hrs� is causal �as a direct result of the fact that
Hrs is causal�, it is interesting to consider whether Eqs. �15�
and �16� correspond to the receptance of any physical sub-
system. To this end it can be noticed that E�Hrs� is indepen-
dent of the subsystem loss factor 
, whereas it is well known
that the variance of Hrs decreases with increasing damping
�see, for example, Lyon, 1969, or Langley and Brown, 2004�.
It can therefore be deduced that E�Hrs� is the limiting value
attained by Hrs for any member of the random ensemble as
the damping is increased. With increasing damping the sub-
system becomes “nonreverberant” in the sense that vibra-
tional waves emanating from the boundary are damped out

before they can return to the boundary, and the boundary
receptance becomes that due to the “direct field” only �i.e.,
the outgoing, nonreflected waves�. For this reason E�H� �de-
noted as H�� can be referred to as the direct field receptance
matrix, and �in cases where such a geometry is conceptually
feasible� it is equal to the receptance obtained when the sub-
system extends infinitely away from the boundary.

In order to compare Eqs. �15� and �16� with existing
work it is instructive to consider the case where the “bound-
ary” consists of a single point within the subsystem, so that
A1j =� j�x� where x is the location of the boundary point.
Given that the modes are scaled to unit generalized mass it
follows that E�A1jA1j�=1/M, where M is the total mass of
the subsystem, and thus Eq. �15� yields E�Im�H11��= �−�n /
2�M�. According to the foregoing arguments, this expres-
sion should be equal to the imaginary part of the point re-
ceptance of an infinite subsystem. This is in fact correct, and
the result agrees with earlier work presented by Cremer et al.
�1990�—it can be noted that both n and M scale linearly with
the size of the system, so that the expression is independent
of the subsystem size. The average value of the real part of
the receptance is given by Eq. �16�, and the result obtained
will depend on the frequency dependency of the modal den-
sity n. For a thin plate the modal density is constant, and Eq.
�16� yields E�Re�H11��=0 for ��0. For a beam the modal
density is proportional to �−1/2, and Eq. �16� yields
E�Re�H11��=E�Im�H11�� for ��0. In both cases the result is
infinite for �=0, representing the rigid body response of the
unsupported system to a static point load. These results agree
with the exact values given for infinite systems by Cremer et
al. �1990�, thus supporting the physical interpretation of the
results represented by Eqs. �15� and �16�.

A similar argument to that presented above for H can be
developed for the dynamic stiffness matrix D by expressing
the dynamics of the subsystem in terms of the boundary
degrees of freedom plus the set of vibration modes associ-
ated with a clamped boundary �the “blocked” modes�. The
resulting expression for D is similar to Eq. �13�, and random
point process theory can be applied to calculate the ensemble
statistics. The key result �which can be anticipated from the
above analysis� is that E�D� is independent of the subsystem
loss factor while the variance reduces with increasing damp-
ing. It can then be deduced that E�D� relates to the same
physical system as E�H�, from which it follows that

E�D� = E�H�−1. �17�

Equations �5� and �17� imply that D�, defined in Sec. II to
enforce the condition E�frev�=0, is equal to the expected
value of the dynamic stiffness matrix, which is in turn
equal to the direct field dynamic stiffness matrix. These
findings are consistent with the wave based analysis of
Shorter and Langley �2005a�.

B. Cross spectrum of the reverberant force vector

It follows from Eqs. �3�, �4�, and �17� that the reverber-
ant force vector can be expressed in the form

frev = D�Hf − f = D��H − H��f . �18�
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The rs component of the reverberant force cross-spectral ma-
trix E�frevfrev

*T � is thus given by

E�f rev,rf rev,s
* � = �

k,l,�,
D�,rkD�,sl

* Cov�Hk�,Hl
* �E�f�f

*� ,

�19�

where the notation is such that f rev,r represents the rth com-
ponent of frev, and Cov�x ,y� represents the covariance of x
and y. In deriving Eq. �19� the general case of random
applied forces f has been considered, with the natural as-
sumption that the applied forces are statistically indepen-
dent of the entries of the receptance matrix. Given that H
has the form of Eq. �13�, random point process theory can
be used to evaluate the covariance that appears in Eq. �19�
and it follows from Eq. �A4� that

Cov�Hk�,Hl
* � = � �n

2
�3�
E�AkjA�jAljAj�

+ q�m�E�AkjA�j�E�AljAj�� . �20�

Here m=�
n is the modal overlap factor of the subsystem
and the function q�m� is detailed in the Appendix . The co-
variance of H is dominated by contributions from modes that
are resonant or close to resonance, and thus the complicating
issues that are discussed below Eq. �14� do not arise for Eq.
�13�, i.e., it is sufficient for the assumptions of point process
theory to be locally valid in the vicinity of �, and there is no
need to consider causality based corrections to allow for non-
resonant contributions. The function q�m� that appears in Eq.
�13� is zero if the subsystem natural frequencies are assumed
to constitute a Poisson point process, and nonzero if the natu-
ral frequencies are assumed to follow the GOE �tending to
−1 at large values of m�. In the case of the GOE, the mode
shapes are theoretically Gaussian �Mehta, 1991�, and given
that the matrix A is a linear function of the mode shapes it
follows that A will also be Gaussian. From the properties of
Gaussian variables �see, for example, Lin, 1967� it follows
that

E�AkjA�jA�jAj� = E�AkjA�j�E�AljAj�

+ E�AkjAj�E�AljA�j�

+ E�AkjAlj�E�A�jAj� . �21�

The right hand side of Eq. �21� can be expressed in terms of
the entries of the matrix H� via Eq. �14�. This result can then
be substituted into Eq. �13� and subsequently into Eq. �19� to
yield

E�frevfrev
*T � = � 2

�m
�
D�Im�H���S f f + S f f

* �Im�H��D�
*

+ D�Im�H��D�
* Tr�Im�H��S f f�

+ q�m�D�Im�H��S f fIm�H��D�
* � , �22�

where S f f =E�ff*T� is the cross spectral matrix of the ap-
plied forces and Tr�� represents the trace of the matrix. In
deriving Eq. �22� it has been noted that all stiffness and
receptance matrices are symmetric, while the force cross-
spectral matrix is Hermitian. Equation �22� can be simpli-
fied by noting that

D�Im�H��D�
* = − Im�D�� , �23�

P = ��/2�E�Re�if*THf�� = − ��/2�Tr�Im�H��S f f� , �24�

where Eq. �23� follows from Eq. �17�, and P is the ensemble
average of the power input by the applied forces. It can be
noted that Eq. �23� is a matrix identity which is valid for any
matrices D� and H� which satisfy D�=H�

−1, and it is em-
ployed extensively in the following analysis. The power in-
put is related to the ensemble averaged vibrational energy E
via P=�
E, and thus Eq. �22� can be rewritten in the form

E�frevfrev
*T � = � 4E

��n
�Im�D�� + � 2

�m
�
2 Re�S f̂ f̂�

+ q�m�S f̂ f̂� , �25�

where

S f̂ f̂ = E�f̂f̂*T� , �26�

f̂ = iD�Im�H��f . �27�

The first term on the right hand side of Eq. �25� is in agree-
ment with the diffuse field reciprocity relation derived by
Shorter and Langley �2005a�, Eq. �6�. The remaining terms
arise from the fact that the vibrational field produced by the
forcing may not be fully diffuse in the sense of Shorter and
Langley �2005a�, and a number of special cases are consid-
ered in the following section.

Equation �25� has been derived on the assumption that
the natural frequencies and mode shapes of the subsystem
have GOE statistics. If the natural frequencies are taken to be
Poisson and the mode shapes are taken to be Gaussian, then
the equation remains valid providing q�m� is replaced by
zero. For certain special geometries, such as rectangular sys-
tems, Poisson natural frequency statistics are accompanied
by sinusoidal mode shapes, in which case q�m��0, and for
point and line boundaries the right hand side of Eq. �25�
must be multiplied by �1/2��3/2�d−1, where d is the physical
dimension of the subsystem. For three-dimensional Poisson
rectangular subsystems with area boundaries a number of
other modifications must be made to Eq. �25�, but this case is
of limited practical interest and is not considered further
here. The following analysis is concerned exclusively with
GOE subsystems.

C. Special cases

Consider initially the case in which the “boundary” con-
sists of a single point. In this case all of the matrices that
appear in Eq. �25� reduce to scalar quantities, and it is readily
demonstrated, noting Eqs. �23� and �24�, that Sf̂ f̂

=2
E Im�D��. Equation �25� then yields

E�f revf rev
* � = � 4E

��n
�Im�D���3 + q�m�� . �28�

Langley and Cotoni �2005� have shown that when a random
subsystem is driven at a single point, the reverberant energy
density at the forcing point is a factor of 3+q�m� times the
space averaged energy density. It is interesting that the same
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factor appears in Eq. �28�, and one interpretation is that Eq.
�28� corrects the standard reciprocity relation, Eq. �6�, to
allow for the local increase in the energy density and hence
in the reverberant force.

To investigate other special cases it is helpful to consider
initially the eigenvalues and eigenvectors of the matrix
Im�H��. The matrix can be written in the form

Im�H�� = U�UT, �29�

UTU = I , �30�

where the jth eigenvector forms the jth column of the matrix
U, and the jth eigenvalue �� j say� is the jth diagonal entry of
the diagonal matrix �. Any applied force can be expanded in
terms of the eigenvectors, so that

f = Ub, �31�

where the vector b contains the eigenvector amplitudes. The
power input to the infinite system is thus

P = ��/2�E�Re�if*TH�f�� = − ��/2��
j

� jE��bj�2� , �32�

where it can be noted that each nonzero � j must be negative
on physical grounds—any zero eigenvalues are omitted from
Eq. �32� and all subsequent equations. With this notation, the
cross spectrum that appears in Eq. �26� can now be written in
the form

S f̂ f̂ = D�U�E�bb*T��UTD�
* . �33�

One interesting special case is that of random uncorrelated
forcing which inputs an equal amount of power to each of
the eigenvectors of Im�H��. In this case it follows from Eq.
�32� that

E�bjbk
*� = − 	 jk� 2P

�� jN
� = − 	 jk�2
E

� jN
� , �34�

S f̂ f̂ = �2
E

N
�Im�D�� , �35�

where N is the number of degrees of freedom at the bound-
ary. Equation �25� then becomes

E�frevfrev
*T � = � 4E

��n
�Im�D��
1 + �2 + q�m��/N� . �36�

Clearly this result approaches the standard reciprocity rela-
tion, Eq. �6�, as the number of boundary degrees of freedom
N becomes large. There is a close connection between Eq.
�34� and the definition of a diffuse field employed by Shorter
and Langley �2005a� and it is therefore not too surprising
that this special case tends to the standard diffuse field result.

For more general applied loading �including all cases of
deterministic loading� Eq. �34� will not apply. The diffuse
field reciprocity relation will be a good approximation if

S f̂ f̂ � 2
E Im�D�� , �37�

since Eq. �25� will then be dominated by the first term on the
right hand side. It should be noted that the inequality in Eq.
�37� is to be interpreted in terms of the size of each matrix

entry, without regard to sign. By noting Eqs. �23�, �24�, and
�29�, this condition can be written in terms of eigenvalue and
eigenvector notation as

D�U�
E�bb*T���UTD�
* � D�U�Tr
E�bb*T���UTD�

* ,

�38�

where brackets have been inserted on the left hand side to
emphasize an important matrix in the equation; the only dif-
ference between the two sides of the expression is that this
matrix is replaced by its trace on the right hand side, which is
equal to −2
E. One estimate of the relative size of the terms
in Eq. �38� can be obtained by considering the trace of each
side of the expression, excluding the presence of the matrix
D�. This yields

Tr�U�
E�bb*T���UT� = �
j

� j
2E��bj�2� , �39�

Tr�U� Tr
E�bb*T���UT� = �
k

�k�
j

� jE��bj�2� . �40�

Given that � j is always negative �to give positive power in-
put to the subsystem�, it is clear that the expression in Eq.
�40� is always greater than that in Eq. �39�, and significantly
so if the set of eigenvalues consists of a large number �Ne

say� of eigenvalues which are of similar modulus—in this
case the ratio between the two expressions is O�Ne�. Under
this condition it can be expected that Eq. �37� will be met in
an average sense, although it is not guaranteed that the equa-
tion will be satisfied for every individual entry of the matrix
S f̂ f̂. In broad terms it can be stated that the diffuse field
reciprocity relation will tend to be valid when the boundary
has a large number of degrees of freedom and Im�H�� has
many eigenvalues of similar magnitude. Any deviation from
the relation in a specific case can be studied by considering
the more exact result, Eq. �25�.

D. The a priori assumption of a diffuse field

The foregoing analysis has been concerned with a sub-
system which is forced at the boundary. If alternatively there
is no forcing at the boundary �f=0� but rather the system is
forced on the nonboundary �or “internal”� degrees of free-
dom, then Eq. �1� no longer applies. The equation must be
modified to include an additional term on the right hand side
which is the effective boundary force arising from the inter-
nal excitation. In finite element notation, this force has the
form −DBIDII

−1fI, where DBI and DII represent partitions of
the finite element dynamic stiffness matrix, with “B” repre-
senting the boundary freedoms and “I” representing the in-
ternal freedoms, and fI is the force applied to the internal
freedoms. The details of this additional force are not impor-
tant to the present analysis, other than to note that the force
exists and can be included in frev, so that Eq. �2� �with f=0�
remains valid for this case. Equations �2� and �9� then yield

frev = D�q = D�Au, �41�

where u is the vector of modal amplitudes. Consider now the
case where it is assumed a priori that the internal forcing
produces a diffuse field, i.e., the response is comprised of
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vibration in Nr uncorrelated modes, and each mode is asso-
ciated with an equal amount of �ensemble averaged� vibra-
tional energy. The physical response due to a single mode j
is uj� j, and, given that the mode shapes are scaled to unit
generalized mass, the energy associated with this mode is
��2 /2� �uj�2. Given that the modes are equally energetic, the
ensemble average of this result must be E/Nr and hence it
can be deduced that the modal amplitudes have the property

E�ujuk
*� = 	 jk�2E/�2Nr�, j,k � Sr, �42�

where Sr is the set of Nr vibrating modes; by definition uj

will be zero if j does not belong to Sr. It now follows from
Eqs. �41� and �42� that

E�f rev,rf rev,s
* � = �2E

�2 ��
k,l

D�,rkD�,sl
* � 1

Nr
� �

j�Sr

E�AkjAlj��
= � 4E

��n
�Im�D�,rs� , �43�

where Eqs. �15� and �23� have been employed, and it has
been assumed that the modal amplitudes are uncorrelated
from the entries of the matrix A. Equation �43� is in agree-
ment with the standard diffuse field reciprocity relation, Eq.
�6�, and the present section provides, in combination with
Eq. �15�, perhaps the most straightforward and direct deriva-
tion of this result. However, the analysis rests on two as-
sumptions: �i� the vibration field is diffuse and satisfies Eq.
�42�, and �ii� the modal amplitudes u are uncorrelated from
the entries of the matrix A. Thus, even if the vibration field
is perfectly diffuse, Eq. �6� could be invalidated by the fail-
ure of assumption �ii�. Given that both the generalized forces
�which produce u� and the matrix A depend on the mode
shapes � j, any further assessment of the validity of assump-
tion �ii� requires a more detailed consideration of the nature
of the excitation forces. For example, if the excitation is
random rain-on-the-roof loading then assumption �ii� is ex-
actly satisfied. For other types of loading, such as a number
of deterministic point loads, a very low degree of correlation
between A and u would be expected if the excitation is re-
mote from the boundary. The most direct approach to ana-
lyzing a particular situation would be to redefine the interior
forcing points to be part of an extended boundary, and then
employ Eq. �25�, as in Sec. III C.

IV. DIFFUSE FIELD RECIPROCITY AND ENERGY
VARIANCE

The ensemble average of the power input is given by Eq.
�24�. To consider variance issues, it can be noted that the
power input to any particular realization of the subsystem
has the form

Pin = ��/2�Re�if*Tq� = ��/2�Re�if*TH�f + if*TH�frev� .

�44�

For deterministic loading the variance of the power input is
therefore given by

Var�Pin� = E�
��/2�Re�if*TH�frev��2�

= E���2/8�Re�f*TH�frevfrev
*TH�

* f

− f*TH�frevfrev
T H�f*�� . �45�

It follows from random point process theory that E�frevfrev
T �

=0 �as discussed in the Appendix � and thus Eq. �45�
yields

Var�Pin� = ��2/8�Re
f*TH�E�frevfrev
*T �H�

* f� . �46�

It can be seen from this result that the variance of the input
power �and hence the subsystem energy� is completely gov-
erned by the reverberant force cross spectrum. If the diffuse
field reciprocity relation, Eq. �6�, is adopted then it can
readily be shown that Eq. �46� leads to a relative variance
�i.e., the variance divided by the square of the mean� of
1/ ��m�, which is in disagreement with a result derived pre-
viously by Langley and Brown �2004�. This apparent contra-
diction can be resolved by employing the more exact expres-
sion for the reverberant force cross spectrum, Eq. �25�. The
resulting expression for the relative variance is

Relvar�Pin� = � 1

�m
�
� + q�m�� , �47�

� = 2 + � fTIm�H��f
f*TIm�H��f

�2

. �48�

If the applied forces are real then �=3; if the forces are
complex, and f is of large dimension, then it can be expected
that ��2. By employing Eqs. �10�, �15�, and �21� it is pos-
sible to rewrite Eq. �48� in the form

� = E��gj�4� � E��gj�2�2, �49�

where gj is the generalized force acting in mode j. Equations
�47� and �49� are in complete agreement with results ob-
tained previously by Langley and Brown �2004�, thus remov-
ing the apparent discrepancy between these results and the
statistics of the reverberant force vector.

If the applied loading is random, rather than determinis-
tic, then the variance of the power input cannot be expressed
in terms of E�frevfrev

*T�, due to the fact that f and frev are
statistically dependent in Eq. �45�. The variance for this case
has been derived by Langley and Brown �2004�, but it is not
considered further here, since E�frevfrev

*T � is not the major de-
termining factor.

V. SUPPORTING EVIDENCE

Various aspects of the foregoing theory have been vali-
dated previously by a range of authors, and therefore no new
experimental or numerical results have been developed as
part of the present work. The applicability of the GOE to
structural dynamic subsystems has been discussed, with sup-
porting numerical and experimental data, by �for example�
Mehta �1991�, Weaver �1989�, Bertelsen et al. �2000�, Elle-
gaard et al. �2001�, and Langley and Brown �2004�. The
diffuse field reciprocity relation, Eq. �6�, has been validated
analytically by Shorter and Langley �2005a� for a number of
wave bearing subsystems �beams and acoustic fields� under
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the a priori assumption of a diffuse field. Furthermore, the
relation has been employed in the hybrid FE-SEA analysis
method to yield good predictions for the ensemble averaged
response of a random structure when compared against direct
numerical simulations or experimental results �Shorter and
Langley, 2005b, Langley et al., 2005�. The structures consid-
ered in these references meet the requirements outlined in
Sec. III C for the relation to be a good approximation: essen-
tially a large value of Ne, as discussed below Eq. �40�. The
energy density concentration factor 3+q�m� that appears in
Eq. �28� has been confirmed numerically by Langley and
Cotoni �2005� for a random plate structure, and the relative
variance predicted by Eq. �47� has been confirmed by Lan-
gley and Brown �2004� and Cotoni et al. �2005� both numeri-
cally and experimentally for a range of subsystems.

VI. CONCLUSIONS

This work has considered the response of a random sub-
system that is forced at a set of “boundary” degrees of free-
dom, which constitute a subset of the total set of degrees of
freedom. The main result is Eq. �25�, which represents an
extension of the diffuse field reciprocity relation, Eq. �6�, to
more general situations. The equation is applicable to a ran-
dom subsystem which has statistically homogeneous global
modes �for example, a beam, plate, or acoustic volume�, and
which has a high statistical overlap factor S, so that the natu-
ral frequencies can be considered to be a �locally� stationary
random point process. The conditions under which Eq. �25�
reduces to Eq. �6� have been discussed in Sec. III C, and two
notable cases are:

�i� Random excitation which inputs an equal amount of
power into each eigenmode of Im�H��. This leads Eq.
�36�, which reduces to Eq. �6� if the number of bound-
ary degrees of freedom N is high.

�ii� More general excitation which satisfies Eq. �38�. As
shown by Eq. �39�, this result will tend to be satisfied
on average �although not necessarily for each entry of
the cross-spectral matrix� for any type of forcing pro-
viding Im�H�� has a significant number of nonzero
eigenvalues.

The further case of the a priori assumption of a diffuse field
caused by nonboundary �i.e., internal� loading has been con-
sidered in Sec. III D. It was found that rain-on-the-roof ex-
citation leads to Eq. �6�, but otherwise a detailed consider-
ation of the nature of the applied loading is required before a
conclusion can be drawn. The concept of a boundary is used
very loosely here, and Eq. �25� can readily be used to study
the case of general internal loading by transferring the loaded
degrees of freedom from the internal set to the boundary set.

It has also been shown in the present work that if the
diffuse field reciprocity relation, Eq. �6�, is used to predict
the variance of the energy of a subsystem subjected to deter-
ministic loading, then an erroneous result is obtained. This
error is corrected by the use of the extended result, Eq. �25�.

A subsidiary result yielded by the present analysis is that
the ensemble average of the dynamic stiffness matrix is
equal to the inverse of the ensemble average of the recep-

tance matrix, as stated by Eq. �17�. Physically this is because
each matrix corresponds to the same physical system,
namely a heavily damped system in which waves emanating
from the boundary do not return.
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APPENDIX: RANDOM POINT PROCESS THEORY

Consider two random functions of frequency x��� and
y��� that have the form

x��� = �
j

Xj

� j
2�1 + i
� − �2 , �A1�

y��� = �
j

Y j

� j
2�1 + i
� − �2 . �A2�

Here the points � j form a stationary random sequence along
the frequency axis, and the numerators Xj are statistically
independent random variables each drawn from the same
distribution. The numerators Y j are similarly defined, al-
though there is no requirement for Y j to be statistically inde-
pendent of Xj. It follows from random point process theory
�for example, Stratonovich, 1963 Lin, 1967, Lyon, 1969,
Langley and Brown, 2004� that

E�x���� = nE�Xj�	
0

� d� j

� j
2�1 + i
� − �2 � �− i�n

2�
�E�Xj� ,

�A3�

where n is the average density of the random points � j, i.e.,
the inverse of the mean spacing. It also follows from random
point process theory �see, for example, Langley and Cotoni,
2005� that

Cov�x���,y*���� = � �n

2
�3�
E�XjY j
*�

+ E�Xj�E�Y j
*�q�m�� , �A4�

where Cov represents the covariance, m=�
n and the func-
tion q�m� depends on the statistics of the random point pro-
cess. For Poisson points, q�m�=0, while for points conform-
ing to the Gaussian orthogonal ensemble, Langley and
Cotoni �2005� have shown that

q�m� = − 1 + � 1

2�m
��1 − e−2�m� + E1��m��cosh��m�

− � 1

�m
�sinh��m�� , �A5�

where E1 is the exponential integral �Abramowitz and Ste-
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gun, 1964�. It can also be shown from random point process
theory that Cov�x��� ,y����=0.
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Radiation clusters and the active control of sound transmission
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Radiation cluster control is proposed for the purpose of attenuating harmonic sound transmission
into a symmetric enclosure using error signals derived from structural vibration sensors. The
approach falls into a category of middle authority control, which is between LAC �low authority
control: structural modal control� and HAC �high authority control: radiation modal control�,
possessing the benefit of practicality over LAC, while providing high control performance and some
flexibility of control gain assignment similar to HAC. The structure of a radiation cluster control
system is outlined, showing that it is possible to control a target cluster without affecting the other
clusters. A design procedure for the radiation cluster control system is then proposed. Numerical
results are also presented. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2404621�
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I. INTRODUCTION

The use of structural control sources to minimize sound
transmission through flexible structures into coupled enclo-
sures offers advantages over the use of more conventional
acoustic sources: fewer secondary sources are generally re-
quired for global noise attenuation of the enclosed acoustic
field;1 and surface mounted actuators are much less intrusive
than bulky speaker/cabinet arrangements. However, the gains
in system compactness are not necessarily realized in prac-
tice when microphones placed throughout the cavity are used
to provide the controller error signals to achieve global at-
tenuation. As an alternative, surface mounted structural sen-
sors have also been used as error sensors to allow system
compactness to be achieved in practice. Although a reduction
in the vibration of the structure is achieved, a reduction in
the enclosed acoustic field does not necessarily follow.2,3

Such a disproportionate relationship between vibration and
sound level is caused by nonorthogonality of structural
modes in the acoustic field.4

In 1993, it was shown that it is possible to describe a
quantity from the vibration of the structure which is orthogo-
nal with respect to the global potential energy in the enclosed
acoustic field.5 One can sense the orthogonal contributors
using structural error sensors; thus sound transmission from
a structure into an enclosed space is successfully minimized
even though error signals are derived from the vibration of
the structure. It draws from the work of previous researchers
who have investigated the acoustic power radiated into free
space from vibrating beams,6–8 plates,9–13 and shells14–17 us-
ing orthogonal surface velocity patterns, commonly referred
to as “radiation modes.” The approach involves decomposing
the surface vibration, usually via singular value decomposi-
tion, into a number of surface velocity distributions which
contribute independently to the radiated acoustic field. Sny-

der and Tanaka5 have extended the work to a brief study of
the active control of sound transmission into a coupled en-
closure. Further, Cazzolato and Hansen4,18 have discussed
practical implementation issues of the active control of ra-
diation modes in a coupled enclosure, and developed a prac-
tical methodology to construct radiation modal filters. Radia-
tion modal filters consist of a weighted addition of outputs
from multiple structural modal filters constructed by lumped
parameter or distributed parameter sensors. Unfortunately,
such a filtering system is difficult to implement, because
structural and acoustic modal functions are required to be
given a priori to construct structural modal filters as well as
to design the additional weighting filter of structural modal
filter outputs.

The primary objective of this paper is to describe a
quantity from the vibration of the structure which replaces
radiation mode as an orthogonal contributor with respect to
global potential energy in the enclosed acoustic field. The
orthogonal contributors presented in this paper are referred to
as “radiation clusters” where emphasis is placed on specific
clustering of structural modes of a symmetric enclosure. It is
reasonable to assume that structural and acoustic modal
functions are clustered to an even or an odd function when
an enclosure has some symmetric structure, because struc-
tural modal functions of a symmetric enclosure and acoustic
modal functions of the cavity enclosed by a symmetric en-
closure are both also symmetric. Coupling is then found to
occur in two ways as follows: coupling between structural
clusters which belong to an even function and acoustic clus-
ters which belong to an even function; coupling between
structural clusters which belong to an odd function and
acoustic clusters which belong to an odd function. This indi-
cates orthogonality between structural and acoustic clusters.
Hence, structural clusters can be regarded as orthogonal con-
tributors with respect to the enclosed acoustic field, and re-
ferred to as “radiation clusters.” There is an essential differ-
ence between radiation modes and radiation clusters:
radiation modes are the orthogonal contributors in units of
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mode; and radiation clusters are the orthogonal contributors
in units of cluster. Thus, from a viewpoint of particularity in
an orthogonal contributor with respect to the enclosed acous-
tic field, radiation modes are superior to radiation clusters. In
other words, minimizing the squared amplitudes of the radia-
tion modes guarantees the reduction of the global potential
energy in the enclosed acoustic field,4 while minimizing the
amplitudes of the radiation clusters does not necessarily
guarantee such a reduction of the global potential energy
because the structural modes within the same radiation clus-
ter couple to each other in the enclosed acoustic field. How-
ever, radiation clusters may still be reasonable error criteria
for the active control of sound transmission, because mini-
mizing the squared amplitudes of the radiation cluster which
can couple with the dominant acoustic cluster in the enclosed
acoustic field is reasonable compared to minimizing the
squared amplitudes of all structural modes in a blind way,
i.e., conventional vibration control with the error criterion
being the structural modes. Moreover, radiation clusters pro-
vide superior practicality over radiation modes. As described
later, measurement systems of radiation clusters are much
simpler than those of radiation modes. Consequently, active
control of radiation clusters falls into an eclectic strategy
which arranges a compromise between particularity and
practicality as an active control system of sound transmission
into a coupled enclosure using structural error sensing.

The second objective is to develop mechanisms of filter-
ing each radiation cluster using structural error sensors, re-
ferred to as “radiation cluster filters,” as well as actuating
each radiation cluster using structural control sources, re-
ferred to as “radiation cluster actuators.” Combining radia-
tion cluster filters and actuators, “radiation cluster control”
can be performed. Radiation cluster control offers an advan-
tage over radiation modal control in practice, since neither
structural nor acoustic modal functions are required to con-
struct measurement systems of radiation clusters.

The third objective is to numerically investigate the va-
lidity of radiation cluster control for sound transmission
through a rectangular plate into a rectangular cavity. The
plate-cavity coupled system was chosen because of the sym-
metry of the enclosure and the simplicity of the geometry. In
addition, its modal behavior and characteristics are well un-
derstood, thus allowing effort to be concentrated on under-
standing the physical mechanisms involved in the control of
sound transmission.

Section II begins by developing the general theory of
sound transmission through a structure into a contiguous
cavity. The transmitted acoustic field is derived in two for-
mulations: one in terms of the amplitudes of the structural
modes; and the other in terms of the amplitudes of the radia-
tion modes. Throughout the structural modal formulation,
nonorthogonality of the structural modes in the enclosed
acoustic field is reviewed, and it is found that structural
modal control is unsuitable for the control of sound transmis-
sion. In addition, throughout the radiation modal formula-
tion, orthogonality of the radiation modes is reviewed, with
the result that radiation modal control is found to be suitable
for the control for sound transmission. Moreover, implemen-
tation of radiation modal control is discussed and the diffi-

culties in constructing radiation modal filters are pointed out.
Much of the material presented in Secs. II A and II B is not
new �as is indicated by the references throughout�. It is rep-
resented here, with outline derivations when appropriate, in
order to provide a self-contained and unified account of the
base theory of the control of sound transmission through a
structure into a cavity. Section II C specializes the theories of
radiation cluster as well as those of radiation cluster control
system. From a viewpoint of a feedforward control strategy,
an optimal control law which minimizes the complex veloci-
ties of the radiation clusters is derived. Section III numeri-
cally verifies the effectiveness of radiation cluster control as
the basis for attenuating the global potential energy in the
enclosed acoustic field. Section IV summarizes significant
conclusions of the work.

II. GENERAL THEORY

A. Structural modal control: Low authority control

An appropriate global error criterion for controlling the
sound transmission into a coupled enclosure is the total time
averaged frequency-dependent acoustic potential energy,
Ep���, in the enclosure19

Ep��� =
1

4�0c0
2�

V

�p�r,���2dr , �1�

where p�r ,�� is the complex sound pressure at some loca-
tion r in the enclosure, �0 is the density of the acoustic fluid,
c0 is the speed of sound in the fluid, and V is the volume of
the cavity. The dependence of the above-noted parameters on
the frequency, �, is assumed in the following analysis. Using
the modal coupling approach,2,20 the acoustic pressure at any
location within the cavity is expressed as a summation of M
uncoupled acoustic modal functions and the associated
modal pressure amplitudes of the cavity

p�r,�� = �T�r�p��� , �2�

where the superscript T is the transpose, ��r� is the �M
�1� vector of the uncoupled acoustic modal functions, the
mth term of which is �m�r�, and p��� is the �M �1� vector
of the acoustic modal pressure amplitudes, the mth term of
which is pm���. The modal expansion for the acoustic poten-
tial energy evaluated over M acoustic modes is then given by

Ep��� = pH����p��� �3�

where the superscript H denotes the Hermitian and � is the
�M �M� diagonal weighting matrix, the diagonal terms of
which are

�mm =
�m

4�0c0
2 , �4�

where �m is the modal volume of the mth acoustic mode,
defined as the volume integration of the square of the modal
function,

�m = �
V

�m
2 �r�dr . �5�

J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 T. Kaizuka and N. Tanaka: Sound control using structural error sensing 923



The acoustic modal pressure amplitude vector, p���,
within the cavity, arising from the structural vibration are
given by the product of N uncoupled structural modal func-
tions at some location x on the enclosure and the associated
modal velocity amplitudes of the enclosure, that is,

p��� = Y���Bv��� , �6�

where Y��� is the �M �M� diagonal acoustic resonance ma-
trix whose diagonal terms are given by

Ymm��� =
j�0S�

�m��m
2 − �2 + j�m�m��

, �7�

where S is the total surface area of the bounding structure, �
is the wave number of the sound in the cavity, and �m and �m

are the wave number and modal loss factor of the mth acous-
tic mode, respectively. B is the �M �N� coupling coefficient
matrix defined as

B =
1

S
�

S

��x��T�x�dx , �8�

where ��x� is the �N�1� vector of uncoupled structural
modal functions, the nth term of which is �n�x�. v��� is the
�N�1� vector of the structural modal velocity amplitudes,
the nth term of which is 	n���. Substituting Eq. �6� into Eq.
�3� gives an expression for the acoustic potential energy with
respect to the normal structural vibration,

Ep��� = vH�������v��� , �9�

where the error weighting matrix ���� is given by

���� = BHY*����Y���B . �10�

It should be noted that the error weighting matrix is not
necessarily diagonal, which implies that the normal struc-
tural modes are not orthogonal contributors to the enclosed
acoustic field. Therefore the minimization of the squared am-
plitudes of the individual structural modes does not necessar-
ily reduce the acoustic potential energy in the enclosure. We
categorize structural modal control as LAC �low authority
control� because it is unsuitable for the control of sound
transmission into the enclosure.

B. Radiation modal control: High authority control

Snyder and Tanaka,5 and Cazzolato and Hansen4 derived
the orthogonal contributors, termed radiation modes, with
respect to the global potential energy in the enclosed acoustic
field, developing the active feedforward control implementa-
tion to minimize the acoustic potential energy by suppressing
only the significantly influential radiation modes. Here, it is
worth overviewing the principle of radiation modal control
in the enclosed acoustic field.

From Eqs. �9� and �10�, the acoustic potential energy is
reformulated to an expression for the acoustic potential en-
ergy as a function of an orthogonal radiation mode set,4,5

Ep��� = yH�������y��� , �11�

where the �M �M� diagonal frequency-dependent weighting
matrix, ����, is given by

���� = Y*����Y��� , �12�

and where the �M �1� vector of the radiation modal velocity
amplitudes, y���, is given by

y��� = Bv��� . �13�

Equation �13� demonstrates that each radiation mode is made
up of a linear combination of the normal structural modes,
the ratio of which is defined by the coupling coefficient ma-
trix. As the weighting matrix, ����, is diagonal, Eq. �11�
may be written as

Ep��� = �
m=1

M


mm����ym����2, �14�

where 
mm��� is the mth diagonal term of the weighting
matrix, and ym��� is the mth term of the radiation modal
velocity amplitude vector.

The acoustic potential energy contribution from any ra-
diation mode is equal to the square of its amplitude multi-
plied by the corresponding weight. The radiation modes are
therefore orthogonal contributors to the acoustic potential en-
ergy, and hence the acoustic potential energy is directly re-
duced by minimizing the squared amplitude of any of the
radiation modes. Therefore, we categorize radiation modal
control as HAC �high authority control� because minimizing
the squared amplitudes of the individual radiation modes
guarantees the reduction of the acoustic potential energy.

To realize an active controller with the error criterion
being the radiation modes, it is necessary to construct the
radiation modal filters which can measure the amplitudes of
the individual radiation modes. Equation �13� implies that
the amplitudes of the radiation modes may be measured by a
set of two kinds of filters: the structural modal filters to ex-
tract the amplitudes of the individual structural modes, v���;
and the weighting filters to linearly combine the amplitudes
of the individual structural modes, B. Note that the structural
modal filters cannot be constructed without knowledge of the
structural modal functions as presented in Refs. 21–23, and
the weighting filters cannot be constructed without knowl-
edge of both the structural and acoustic modal functions as is
clear from Eq. �8�. In this way, implementing the radiation
modal control system is difficult in practice.

C. Radiation cluster control: Middle authority control

This section proposes a novel active control approach
referred to as radiation cluster control where emphasis is
placed on controlling designated groupings of the structural
modes. As mentioned previously, the structural and acoustic
modes are clustered to an even function or an odd function,
when the enclosure has some symmetric structure. Figure 1
shows a schematic illustration of the shell of a car cabin as
an example of symmetric enclosures along the x direction.
The origin of the coordinate system is the gravity center of
the enclosure. One can then find symmetric coordinates on
the enclosure: x1= �xx ,xy ,xz� is a coordinate in the range of
x�0; and x2= �−xx ,xy ,xz� is the other coordinate in the range
of x�0 where xx is assumed to be positive, as well as in the
enclosed space: r1= �rx ,ry ,rz� is a coordinate in the range of
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x�0; and r2= �−rx ,ry ,rz� is the other coordinate in the range
of x�0 where rx is assumed to be positive. Note that the
number of the symmetric coordinates is defined as 21=2,
thereby a pair of x1and x2 can be found on the enclosure as
well as a pair of r1 and r2 can be found in the enclosed
space. If the enclosure was symmetric along the x and y
directions, the number of the symmetric coordinates to be
defined might be 22=4. And if the enclosure was symmetric
along the x, y, and z directions, the number of the symmetric
coordinates to be defined might be 23=8. For simplicity, this
paper deals with symmetric enclosures whose symmetry is
along the x direction only as shown in Fig. 1. However, the
discussion may be expandable to any symmetric enclosure.

First, the acoustic modal functions are clustered as

��r� = ��e�r�
�o�r� 	 �15�

where �e�r� is the �Me�1� vector of the acoustic cluster
which belongs to an even function, �o�r� is the �Mo�1�
vector of the acoustic cluster which belongs to an odd func-
tion, and Me and Mo denotes the number of the acoustic
modal functions which belong to even and odd functions,
respectively. Note that acoustic cluster, �e�r� and �o�r�, sat-
isfy

�e�r1� = �e�r2� , �16a�

�o�r1� = − �o�r2� , �16b�

In a similar fashion, the structural modal functions are clus-
tered as

��x� = ��e�x�
�o�x� 	 , �17�

where �e�r� is the �Ne�1� vector of the structural cluster
which belongs to an even function, �o�r� is the �No�1�
vector of the acoustic cluster which belongs to an odd func-
tion, and Ne and No denote the number of the structural
modal functions which belong to even and odd functions,
respectively. Note that the structural clusters, �e�r� and
�o�r�, satisfy

�e�x1� = �e�x2� , �18a�

�o�x1� = − �o�x2� . �18b�

Substituting Eqs. �15� and �17� into Eq. �8� yields

B =
1

S
�

S
��e�x��e

T�x� �e�x��o
T�x�

�o�x��e
T�x� �o�x��o

T�x�
	dx . �19�

Separating the domain of integration S into S1 in the range of
x�0 and S2 in the range of x�0 leads to

B =
1

S1
�

S1

��e�x1��e
T�x1� �e�r1��o

T�x1�
�o�x1��e

T�x1� �o�r1��o
T�x1�

	dx1

+
1

S2
�

S2

��e�x2��e
T�x2� �e�x2��o

T�x2�
�o�x2��e

T�x2� �o�x2��o
T�x2�

	dx2. �20�

Considering Eqs. �16� and �18�, Eq. �20� expands to

B = �Be 0

0 Bo
	 , �21�

where

Be =
2

S1
�

S1

�e�x1��e
T�x1�dx1, �22a�

Bo =
2

S1
�

S1

�o�x1��o
T�x1�dx1. �22b�

Equation �21� implies the orthogonality between the struc-
tural and acoustic clusters. In other words, it is found that the
structural-acoustic coupling can be independently discussed
in two ways: the coupling between the structural and acous-
tic clusters, which are even functions; and the coupling be-
tween the structural and acoustic clusters, which are odd
functions. Hence, the structural clusters are regarded as some
orthogonal contributors with respect to the enclosed acoustic
field, and referred to as radiation clusters in contrast with
radiation modes. Moreover, the terms in the cluster coupling
coefficient matrixes, Be and Bo, are written as

Bme,ne
=

2

S1
�

S1

me
�x1��ne

�x1�dx1
�0

=0,
�23a�

Bmo,no
=

2

S1
�

S1

mo
�x1��no

�x1�dx1
�0

=0.
�23b�

When Bme,ne
equals zero, the meth structural mode does not

couple with the neth acoustic mode. When Bmo,no
equals zero,

the moth structural mode does not couple with the noth
acoustic mode. However, the structural clusters are still the
orthogonal contributors with respect to the enclosed acoustic
field because Eq. �21� is satisfied, and it should be noted that
the case of Bme,ne

=0 or Bmo,no
=0 is rare.

Next, substituting Eq. �21� into Eq. �10� yields

���� = ��e��� 0

0 �o��� 	
= �Be

HYe
*����eYe���Be 0

0 Bo
HYo

*����oYo���Bo
	 ,

�24�

where �e and �o are, respectively, the �Me�Me� and �Mo

�Mo� diagonal matrixes associated with Eq. �4� in a cluster

FIG. 1. An example of enclosures whose structure are symmetric along the
x direction.
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form, and Ye��� and Yo��� are, respectively, the �Me

�Me� and �Mo�Mo� diagonal matrixes associated with Eq.
�7� in a cluster form. Substituting Eq. �24� into Eq. �9� gives
an expression for the acoustic potential energy with respect
to the amplitudes of the radiation clusters,

Ep��� = Ep,e��� + Ep,o��� , �25�

where

Ep,e��� = ve
H����e���ve��� , �26a�

Ep,o��� = vo
H����o���vo��� �26b�

and where ve and vo are the �Ne�1� and �No�1� vectors of
the radiation cluster velocity amplitudes, i.e., the vectors of
the structural modal velocity amplitudes in a cluster form.
Equation �25� implies that the acoustic potential energy radi-
ated from the even and odd radiation clusters are indepen-
dent of each other. Note that structural modes within the
same cluster couple in the enclosed acoustic field because
�e��� and �o��� are generally off-diagonal terms, thus
minimizing the squared amplitudes of the individual radia-
tion clusters does not necessarily guarantee the reduction of
the acoustic potential energy. In short, radiation cluster con-
trol provides a less direct way in controlling the acoustic
potential energy compared with that of radiation modal con-
trol. However, radiation cluster control may still be a reason-
able strategy for the active control of sound transmission,
because minimizing the squared amplitude of the radiation
cluster which can couple with the dominant acoustic cluster
in the enclosed acoustic field is reasonable compared to
minimizing the sum of the squared amplitudes of all struc-
tural modes in a blind way, i.e., structural modal control.

To implement a radiation cluster control system, it is
necessary to measure and control the individual radiation
clusters. The processes of both filtering and actuating the
individual radiation clusters are presented here. In what fol-
lows, we consider simplistic control systems, SISO �single
input single output� arrangements based on feedforward con-
trol. Subsequently, we will expand the arrangements for
MIMO �multiple input multiple output� implementations.

First, consider SISO arrangements of the radiation clus-
ter control system. The number of the sensor points and the
number of the actuator points are assumed to be set to two,
which is similar to the number of radiation clusters, respec-
tively. The sensor points are located at the symmetric coor-
dinates xs1 and xs2. In a similar fashion, the actuator points
are located at symmetric coordinates xa1 and xa2. The follow-
ing formulas are then satisfied:

�e�xs1� = �e�xs2� , �27a�

�o�xs1� = − �o�xs2� , �27b�

�e�xa1� = �e�xa1� , �28a�

�o�xa1� = − �o�xa2� . �28b�

Then, the �2�1� vector of the complex velocities at the mea-
surement points is given by

�	�xs1,��
	�xs2,�� 	 = ��e

T�xs1� �o
T�xs1�

�e
T�xs2� �o

T�xs2�
	�ve���

vo��� 	 . �29�

At this point, consider a simple arithmetic processing as

�1 1

1 − 1
	�	�xs1,��

	�xs2,�� 	 = �	�xs1,�� + 	�xs2,��
	�xs1,�� − 	�xs2,�� 	 , �30�

where the row vectors of the coefficient matrix in Eq. �30�,
respectively, the �2�1� polar character vectors associated
with in-phase and out-of-phase between the complex veloci-
ties at the symmetric sensor points as shown in Eq. �27�.
Inserting Eq. �27� into Eq. �30� leads to

2��e
T�xs1� 0

0 �o
T�xs1�

	�ve���
vo��� 	

= 2��e
T�xs1�ve���

�o
T�xs1�vo���

	
= �	e�xs1,��

	o�xs1,�� 	 . �31�

Note that given values 	e�xs1 ,�� and 	o�xs1 ,�� are the com-
plex velocities of the radiation clusters at the sensor point
xs1. The above-noted filtering mechanisms are referred to as
radiation cluster filters.

Next, the vector of the structural modal velocity ampli-
tudes due to the disturbance force, fd�x ,��, and a pair of the
control forces at the symmetric actuator points, f1��� and
f2���, is given by2

v��� = Z−1���
�
S

��x�fd�x,��dx +

����xa1� ��xa2� �� f1���
f2��� 	� , �32�

where Z��� is the �N�N� structural modal input impedance
matrix, the terms of which are

Znn��� = S2�
m=1

M

Ymm���Bmm
2

−
j�n��n

2 − �2 + j�n�n��
�

diagonal terms,

�33a�

Znr��� = S2�
m=1

M

Ymm���BmnBmr �33b�

off-diagonal terms n � r ,

where �n and �n are, respectively, the natural frequency and
modal loss factor of the nth structural mode, and �n is the
modal mass of the nth structural mode, defined as the surface
integration of the square of the modal function,
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�n = �
S

m�x��n
2�x�dx �34�

in which m�x� is the surface density. The matrix Z��� is
rewritten in a cluster form as

Z��� = �Ze��� 0

0 Zo��� 	 , �35�

where Ze��� is the �Ne�Ne� matrix, the terms of which are

Znene
��� = S2 �

me=1

Me

Ymeme
���Bmene

2

−
j�ne

��ne

2 − �2 + j�ne
�ne

��

�
diagonal terms,

�36a�

Znere
��� = S2 �

me=1

Me

Ymeme
���Bmene

Bmere
�36b�

off-diagonal terms ne � re,

and where Zo��� is the �No�No� matrix, the terms of which
are

Znono
��� = S2 �

mo=1

Mo

Ymomo
���Bmono

2

−
j�no

��no

2 − �2 + j�no
�no

��

�
diagonal terms,

�37a�

Znoro
��� = S2 �

mo=1

Mo

Ymomo
���Bmono

Bmoro
off

-diagonal terms no � ro. �37b�

Note that the orthogonality in Eq. �21� has been used for
deriving Eq. �35�. Substituting Eq. �35� into Eq. �32� yields

v��� = �ve���
vo��� 	 = �Ze

−1��� 0

0 Zo
−1���

	
�
�

S
��e�x�fd�x,��

�o�x�fd�x,�� 	dx + ��e�xa1� �e�xa2�
�o�xa1� �o�xa2� 	

�� f1���
f2��� 	� . �38�

At this point, consider a simple arithmetic processing as de-
scribed for the radiation cluster filters,

�1 1

1 − 1
	� f1���

f2��� 	 = � fe���
fo��� 	 . �39�

Substituting Eqs. �28� and �39� into Eq. �38� yields

v��� = �ve���
vo��� 	

= �Ze
−1���
�

S

�e�x�fd�x,��dx + �e�xa1�fe����
Zo

−1���
�
S

�o�x�fd�x,��dx + �o�xa1�fo����  .

�40�

Note that the control forces fe��� and fo��� obtained through
the process of Eq. �39� can control the even and odd radia-
tion clusters, independently. The above-noted actuating
mechanisms are referred to as radiation cluster actuators.

Finally, integrating the radiation cluster filters and actua-
tors, SISO radiation cluster control systems can be described
as

�	e�xs1,��
	o�xs1,�� 	

= 2��e
T�xs1�Ze

−1���
�
S

�e�x�fd�x,��dx + �e�xa1�fe����
�o

T�xs1�Zo
−1���
�

S

�o�x�fd�x,��dx + �o�xa1�fo����  .

�41�

Equation �41� implies that there is no cross talk between the
radiation cluster filter sets 	e�xs1 ,�� and 	o�xs1 ,��, and the
radiation cluster actuator sets fe��� and fo���; fe��� and
fo��� are, respectively, transmitted to 	e�xs1 ,�� and
	o�xs1 ,�� without causing any spillover.

Furthermore, consider MIMO arrangements of the radia-
tion cluster control system which are constructed by Ns sets
of the radiation cluster filters and Na sets of the radiation
cluster actuators. Equation �41� is then expanded as

�ṽe���
ṽo���

	
= ��e,s

T Ze
−1���
�

S

�e�x�fd�x,��dx + �e,af̃e����
�o,s

T Zo
−1���
�

S

�o�x�fd�x,��dx + �o,af̃o����  ,

�42�

where

ṽe��� = �	e�xs1,1,�� ¯ 	e�xs1,i,�� ¯ 	e�xs1,Ns
,�� �T,

�43a�

ṽo��� = �	o�xs1,1,�� ¯ 	o�xs1,i,�� ¯ 	o�xs1,Ns
,�� �T,

�43b�
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�	e�xs1,i,��
	o�xs1,i,�� 	 = �1 1

1 − 1
	�	�xs1,i,��

	�xs2,i,�� 	 �i

= 1,2, . . . ,Ns� , �44�

�e,s = 2��e�xs1,1� ¯ �e�xs1,i� ¯ �e�xs1,Ns
� � ,

�45a�

�o,s = 2��o�xs1,1� ¯ �o�xs1,i� ¯ �o�xs1,Ns
� � ,

�45b�

�e,a = ��e�xa1,1� ¯ �e�xa1,j� ¯ �e�xa1,Na
� � ,

�46a�

�o,a = ��o�xa1,1� ¯ �o�xa1,j� ¯ �o�xa1,Na
� � ,

�46b�

f̃e��� = � fe,1��� ¯ fe,j��� ¯ fe,Na
��� �T, �47a�

f̃o��� = � fo,1��� ¯ fo,j��� ¯ fo,Na
��� �T, �47b�

� fe,j���
fo,j��� 	 = �1 1

1 − 1
	� f1,j���

f2,j��� 	 �j = 1,2, . . . ,Na� �48�

and where xs1,i and xs2,i are the ith set of the symmetric
sensor points, xa1,j and xa2,j are the jth set of the symmetric
actuator points, and f1,j��� and f2,j��� are the jth set of the
control forces located at the jth set of the symmetric actuator
points, respectively.

Consider the case when the complex velocities of the
radiation clusters are minimized at the discrete sensor points
by using control forces. From Eq. �42�, the sum of squared
complex velocities of the radiation clusters at Ns locations
can be expressed as

��
i=1

Ns

�	e�xs1,i,���2

�
i=1

Ns

�	o�xs1,i,���2 = �ṽe
H���ṽe���

ṽo
H���ṽo���

	

= � f̃e
H���Ae

H���Ae���f̃e��� + f̃e
H���Ae

H���be��� + be���HAe���f̃e��� + be���Hbe���

f̃o
H���Ao

H���Ao���f̃o��� + f̃o
H���Ao

H���bo��� + bo���HAo���f̃o��� + bo���Hbo���
	 , �49�

where

�Ae���
Ao��� 	 = ��e,s

T Ze
−1����e,a

�o,s
T Zo

−1����o,a
	 , �50�

�be���
bo��� 	 = ��e,s

T Ze
−1����

S

�e�x�fd�x,��dx

�o,s
T Zo

−1����
S

�o�x�fd�x,��dx . �51�

Note that Ae��� and Ao��� are the transfer functions be-
tween the radiation cluster actuators and the radiation cluster
filters, and be��� and bo��� are the product of the distur-
bance force and the transfer functions between the distur-
bance force and the radiation cluster filters. Expressed in this
form, the optimum set of the control forces, which produce
the unique global minimum value of the quadratic function
in Eq. �49�, may be defined by the relationship2

� f̃e���

f̃o���
	 = − ��Ae

H���Ae����−1Ae
H���be���

�Ao
H���Ao����−1Ao

H���bo���
	 . �52�

One advantage of radiation cluster control is that the or-
thogonal contributors with respect to the enclosed acoustic
field can be independently measured and controlled by using
structural sensors and actuators. A further advantage is that

of simplicity: The radiation cluster filters and actuators can
be achieved via simple arithmetic processes such as addition
and subtraction without the structural and acoustic modal
functions being given. Equation �52� shows that the optimal
set of the control forces can be determined without the
knowledge of the structural and acoustic modal functions,
because Ae���, Ao���, be���, and bo��� can be obtained
from direct measurements. Consequently, radiation cluster
control is positioned as part of MAC �middle authority con-
trol� which arranges a compromise between particularity to
HAC �high authority control: radiation modal control� and
practicality to LAC �low authority control: structural modal
control� as an active control system of sound transmission
into a coupled enclosure.

III. RADIATION CLUSTER CONTROL OF THE
RECTANGULAR PLATE-CAVITY MODEL

The general theory of radiation cluster control in Sec. II
enables a prediction to be made of the optimum control
forces which will minimize the sum of squared complex ve-
locities of the radiation clusters. In the following section,
these theoretical models will be specialized to the plate-
cavity coupled model to be used later in the study of control
mechanisms.
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A. Specialization of general theory for the rectangular
plate-cavity model case

The model of interest is a rectangular enclosure shown
in Fig. 2. This arrangement has a flexible top comprising a
simply supported rectangular plate and five rigid walls, i.e.,
the structural-acoustic coupled model which consists of both
a simply supported rectangular plate and a rigid rectangular
cavity. This model has been considered, both theoretically
and experimentally, in a number of papers in which active
control by using structural and acoustic control sources has
been examined.2,24–26 Note that radiation cluster control is
applicable in the symmetric structural-acoustic coupled
model where the symmetry of the structural model and the
symmetry of the acoustic model match each other. If the x
directional boundary conditions of the rectangular plate were
symmetric and the y directional boundary conditions of the
plate were not symmetric, radiation cluster control could still
work for the x direction when the x directional boundary
conditions of the rectangular cavity would be symmetric re-
gardless of the y directional boundary conditions of the cav-
ity, and radiation cluster control could not work when the x
directional boundary conditions of the cavity would not be
symmetric regardless of the y directional boundary condi-
tions of the cavity. Note again that this section covers the
purely symmetric structural-acoustic coupled model which
consists of both a simply supported rectangular plate and a
rigid rectangular cavity as just an example.

As mentioned in Sec. II, clusters can be defined as the
basis for even and odd functions into which structural and
acoustic modal functions fall. Further, the assumption of
modal coupling implies that the response of the coupled sys-
tem can be described by the uncoupled response of the struc-
tural component, the uncoupled response of the acoustic
component, and the coupling between the two. For the sys-
tem shown in Fig. 2, the uncoupled structural modal func-
tions of a simply supported rectangular plate are,24

�n�x� = �nx/ny
�x,y� =� 4

LxLy
sin

nx�x

Lx
sin

ny�y

Ly
,

nx = 1,2,3, . . . ,Nx, ny = 1,2,3, . . . ,Ny , �53�

where Lx, Ly are the dimensions of the plate, nx and ny are the
structural modal indices, and Nx and Ny are the total number
of the structural modes of interest. The origin of the coordi-

nate system is the leftmost corner of the plate shown in the
figure. Considering even and odd function properties in both
the x and y axes, the structural clusters are given by

�ne/e
�x� = �nx,o/nx,o

�x,y� =� 4

LxLy
sin

nx,o�x

Lx
sin

ny,o�y

Ly
,

nx,o = 1,3,5, . . . ,Nx,o, ny,o = 1,3,5, . . . ,Ny,o

.

�54a�

�ne/o
�x� = �nx,o/nx,e

�x,y� =� 4

LxLy
sin

nx,o�x

Lx
sin

ny,e�y

Ly
,

nx,o = 1,3,5, . . . ,Nx,o, ny,e = 2,4,6, . . . ,Ny,e,

�54b�

�no/e
�x� = �nx,e/nx,o

�x,y� =� 4

LxLy
sin

nx,e�x

Lx
sin

ny,o�y

Ly
,

nx,e = 2,4,6, . . . ,Nx,e, ny,o = 1,3,5, . . . ,Ny,o,

�54c�

�no/o
�x� = �nx,e/nx,e

�x,y� =� 4

LxLy
sin

nx,e�x

Lx
sin

ny,e�y

Ly
,

nx,e = 2,4,6, . . . ,Nx,e, ny,e = 2,4,6, . . . ,Ny,e.

�54d�

The �N�1� vector of the uncoupled structural modal func-
tions is then expressed as

��x� = �
�e/e�x�
�e/o�x�
�o/e�x�
�o/o�x�

 , �55�

where

�e/e�x� = ��1/1�x� ¯ �nx,o/ny,o
�x� ¯ �Nx,o/Ny,o

�x� �T,

�56a�

�e/o�x� = ��1/2�x� ¯ �nx,o/ny,e
�x� ¯ �Nx,o/Ny,e

�x� �T,

�56b�

�o/e�x� = ��2/1�x� ¯ �nx,e/ny,o
�x� ¯ �Nx,e/Ny,o

�x� �T,

�56c�

�o/o�x� = ��2/2�x� ¯ �nx,e/ny,e
�x� ¯ �Nx,e/Ny,e

�x� �T

�56d�

and �e/e�x� is the �Ne/e�1� vector of the uncoupled struc-
tural modal functions which belong to the even/even cluster
as shown in Eq. �56a�, �e/o�x� is the �Ne/o�1� vector of the
uncoupled structural modal functions which belong to the
even/odd cluster as shown in Eq. �56b�, �o/e�x� is the �No/e

�1� vector of the uncouple structural modal functions which
belong to the odd/even cluster as shown in Eq. �56c�, and
�o/o�x� is the �No/o�1� vector of the uncoupled structural
modal functions which belong to odd/odd cluster as shown in
Eq. �56d�.

FIG. 2. A rectangular enclosure with one simply supported rectangular plate
on the top surface on which external plane wave is incident with the angles
of =� /4 and �=� /4.
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Then, the uncoupled acoustic modal functions of the
rigid rectangular cavity are24

�m�r� = �mx/my/mz
�x,y,z�

=�2��x+�y+�z�

LxLyLz
cos

mx�x

Lx
cos

my�y

Ly
cos

mz�z

Lz
,

�x = 
0 ¯ mx = 0

1 ¯ mx � 0
,

�y = 
0 ¯ my = 0

1 ¯ my � 0
,

�z = 
0 ¯ mz = 0

1 ¯ mz � 0
,

mx = 0,1,2, . . . ,Mx, my = 0,1,2, . . . ,My, mz

= 0,1,2, . . . ,Mz, �57�

where Lx, Ly, and Lz are the dimensions of the cavity, mx, my,
and my are the acoustic modal indices, and Mx, My, and Mz

are the total number of the acoustic modes of interest. Con-
sidering even and odd function properties in both the x and y
axes, the acoustic clusters are given by

�me/e
�r� = �mx,e/my,e/mz

�x,y,z� =�2��x+�y+�z�

LxLyLz
cos

mx,e�x

Lx
cos

my,e�y

Ly
cos

mz�z

Lz
,

mx,e = 0,2,4, . . . ,Mx,e, my,e = 0,2,4, . . . ,My,e, mz = 0,1,2, . . . ,Mz,

�58a�

�me/o
�r� = �mx,e/my,o/mz

�x,y,z� =�2��x+�y+�z�

LxLyLz
cos

mx,e�x

Lx
cos

my,o�y

Ly
cos

mz�z

Lz
,

mx,e = 0,2,4, . . . ,Mx,e, my,o = 1,3,5, . . . ,My,o, mz = 0,1,2, ¯ ,Mz,

, �58b�

�mo/e
�r� = �mx,o/my,e/mz

�x,y,z� =�2��x+�y+�z�

LxLyLz
cos

mx,o�x

Lx
cos

my,e�y

Ly
cos

mz�z

Lz
,

mx,o = 1,3,5, . . . ,Mx,o, my,e = 0,2,4, . . . ,My,e, mz = 0,1,2, . . . ,Mz,

�58c�

�mo/o
�r� = �mx,o/my,o/mz

�x,y,z� =�2��x+�y+�z�

LxLyLz
cos

mx,o�x

Lx
cos

my,o�y

Ly
cos

mz�z

Lz
,

mx,o = 1,3,5, . . . ,Mx,o, my,o = 1,3,5, . . . ,My,o, mz = 0,1,2, . . . ,Mz.

�58d�

The �M �1� vector of the uncoupled acoustic modal func-
tions is then expressed as

��r� = �
�e/e�r�
�e/o�r�
�o/e�r�
�o/o�r�

 , �59�

where

�e/e�r�

= ��0/0/0�r� ¯ �mx,e/my,e/mz
�r� ¯ �Mx,e/My,e/Mz

�r� �T,

�60a�

�e/o�r�

= ��0/1/0�r� ¯ �mx,e/my,o/mz
�r� ¯ �Mx,e/My,o/Mz

�r� �T,

�60b�

�o/e�r�

= ��1/0/0�r� ¯ �mx,o/my,e/mz
�r� ¯ �Mx,o/My,e/Mz

�r� �T,

�60c�

�o/o�r�

= ��1/1/0�r� ¯ �mx,o/my,o/mz
�r� ¯ �Mx,o/My,o/Mz

�r� �T,

�60d�

and where �e/e�r� is the �Me/e�1� vector of the uncoupled
acoustic modal functions which belong to the even/even
cluster as shown in Eq. �60a�, �e/o�r� is the �Me/o�1� vector
of the uncoupled acoustic modal functions which belong to
the even/odd cluster as shown in Eq. �60b�, �o/e�r� is the
�Mo/e�1� vector of the uncoupled acoustic modal functions
which belong to the odd/even cluster as shown in Eq. �60c�,
and �o/o�x� is the �Mo/o�1� vector of the uncoupled acous-
tic modal functions which belong to the odd/odd cluster as
shown in Eq. �60d�.

Then, the radiation cluster control system can be de-
scribed as
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�
�
i=1

Ns

�ve/e�xs1,i,���2

�
i=1

Ns

�ve/o�xs1,i,���2

�
i=1

Ns

�vo/e�xs1,i,���2

�
i=1

Ns

�vo/o�xs1,i,���2
 = �

ṽe/e
H ���ṽe/e���

ṽe/o
H ���ṽe/o���

ṽo/e
H ���ṽo/e���

ṽo/o
H ���ṽo/o���



= �
f̃e/e

H ���Ae/e
H ���Ae/e���f̃e/e��� + f̃e/e

H ���Ae/e
H ���be/e��� + be/e

H ���Ae/e���f̃e/e��� + be/e
H ���be/e���

f̃e/o
H ���Ae/o

H ���Ae/o���f̃e/o��� + f̃e/o
H ���Ae/o

H ���be/o��� + be/o
H ���Ae/o���f̃e/o��� + be/o

H ���be/o���

f̃o/e
H ���Ao/e

H ���Ao/e���f̃o/e��� + f̃o/e
H ���Ao/e

H ���bo/e��� + bo/e
H ���Ao/e���f̃o/e��� + bo/e

H ���bo/e���

f̃o/o
H ���Ao/o

H ���Ao/o���f̃o/o��� + f̃o/o
H ���Ao/o

H ���bo/o��� + bo/o
H ���Ao/o���f̃o/o��� + bo/o

H ���bo/o���
 , �61�

where

ṽe/e���

= �ve/e�xs1,1,�� ¯ ve/e�xs1,i,�� ¯ ve/e�xs1,Ns
,�� �T,

�62a�

ṽe/o���

= �ve/o�xs1,1,�� ¯ ve/o�xs1,i,�� ¯ ve/o�xs1,Ns
,�� �T,

�62b�

ṽo/e���

= �vo/e�xs1,1,�� ¯ vo/e�xs1,i,�� ¯ vo/e�xs1,Ns
,�� �T,

�62c�

ṽo/o���

= �vo/o�xs1,1,�� ¯ vo/o�xs1,i,�� ¯ vo/o�xs1,Ns
,�� �T,

�62d�

�
ve/e�xs1,i,��
ve/o�xs1,i,��
vo/e�xs1,i,��
vo/o�xs1,i,��

 = �
+ 1 + 1 + 1 + 1

+ 1 + 1 − 1 − 1

+ 1 − 1 − 1 + 1

+ 1 − 1 + 1 − 1
�

v�xs1,i,��
v�xs2,i,��
v�xs3,i,��
v�xs4,i,��


�63�

�i = 1,2, . . . ,Ns� ,

�
Ae/e���
Ae/o���
Ao/e���
Ao/o���

 = �
�e/e,s

T Ze/e
−1����e/e,a

�e/o,s
T Ze/o

−1 ����e/o,a

�o/e,s
T Zo/e

−1 ����o/e,a

�o/o,s
T Zo/o

−1 ����o/o,a

 , �64�

�
be/e���
be/o���
bo/e���
bo/o���

 = �
�e/e,s

T Ze/e
−1����

S

�e/e�x�fd�x,��dx

�e/o,s
T Ze/o

−1 ����
S

�e/o�x�fd�x,��dx

�o/e,s
T Zo/e

−1 ����
S

�o/e�x�fd�x,��dx

�o/o,s
T Zo/o

−1 ����
S

�o/o�x�fd�x,��dx

 ,

�65�

�e/e,s = ��e/e�xs1,1� ¯ �e/e�xs1,i� ¯ �e/e�xs1,Ns
� � ,

�66a�

�e/o,s = ��e/o�xs1,1� ¯ �e/o�xs1,i� ¯ �e/o�xs1,Ns
� � ,

�66b�

�o/e,s = ��o/e�xs1,1� ¯ �o/e�xs1,i� ¯ �o/e�xs1,Ns
� � ,

�66c�

�o/o,s = ��o/o�xs1,1� ¯ �o/o�xs1,i� ¯ �o/o�xs1,Ns
� � ,

�66d�

�e/e,a = ��e/e�xa1,1� ¯ �e/e�xa1,j� ¯ �e/e�xa1,Na
� � ,

�67a�

�e/o,a = ��e/o�xa1,1� ¯ �e/o�xa1,j� ¯ �e/o�xa1,Na
� � ,

�67b�

�o/e,a = ��o/e�xa1,1� ¯ �o/e�xa1,j� ¯ �o/e�xa1,Na
� � ,

�67c�
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�o/o,a

= ��o/o�xa1,1� ¯ �o/o�xa1,j� ¯ �o/o�xa1,Na
� � , �67d�

f̃e/e��� = �fe/e,1��� ¯ fe/e,j��� ¯ fe/e,Na
��� �T,

�68a�

f̃e/o��� = �fe/o,1��� ¯ fe/o,j��� ¯ fe/o,Na
��� �T,

�68b�

f̃o/e��� = �fo/e,1��� ¯ fo/e,j��� ¯ fo/e,Na
��� �T,

�68c�

f̃o/o��� = �fo/o,1��� ¯ fo/o,j��� ¯ fo/o,Na
��� �T,

�68d�

�
fe/e,j���
fe/o,j���
fo/e,j���
fo/o,j���

 = �
+ 1 + 1 + 1 + 1

+ 1 + 1 − 1 − 1

+ 1 − 1 − 1 + 1

+ 1 − 1 + 1 − 1
�

f1,j���
f2,j���
f3,j���
f4,j���  �69�

�j = 1,2, . . . ,Na� ,

xs1,i = �xs1,i,ys1,i�, xs2,i = �Lx − xs1,i,ys1,i�, xs3,i = �Lx

− xs1,i,Ly − ys1,i�, xs4,i = �xs1,i,Ly − ys1,i� , �70�

xa1,j = �xa1,j,ya1,j�, xa2,j = �Lx − xa1,j,ya1,j�, xa3,j = �Lx

− xa1,j,Ly − ya1,j�, xa4,j = �xa1,j,Ly − ya1,j� �71�

and where Ze/e��� is the �Ne/e�Ne/e� matrix, the terms of
which are

Zne/ene/e
��� = S2 �

me/e=0

Me/e

Yme/eme/e
���Bme/ene/e

2

−
j�ne/e

��ne/e

2 − �2 + j�ne/e
�ne/e

��

� �72a�

Zne/ere/e
��� = S2 �

me/e=0

Me/e

Yme/eme/e
���Bme/ene/e

Bme/ere/e

off-diagonal terms nA � rA

�72b�

In a similar fashion, Ze/o���, Zo/e���, and Zo/o��� are also
defined,

�n = �nx/ny
=� D

�sh

�nx�

Lx
�2

+ �ny�

Ly
�2� , �73�

D =
Eh3

12�1 − 	2�
, �74�

where E is the Young’s modulus of the plate, �s is the density
of the plate, 	 is the Poisson ratio of the plate, h is the

thickness of the plate, and �n is the modal loss factor of the
nth structural mode. Since Eq. �61� is the Hermitian qua-
dratic form of the complex control force vector,2 the opti-
mum set of the control forces, which uniquely produce the
global minimum value of the quadratic function, is given by

�
f̃e/e���

f̃e/o���

f̃o/e���

f̃o/o���  = − �
�Ae/e

H ���Ae/e����−1Ae/e
H ���be/e���

�Ae/o
H ���Ae/o����−1Ae/o

H ���be/o���
�Ao/e

H ���Ao/e����−1Ao/e
H ���bo/e���

�Ao/o
H ���Ao/o����−1Ao/o

H ���bo/o���
 .

�75�

B. Numerical Results: Radiation cluster control
versus both structural modal control and radiation
modal control

In this section, the active control of sound transmission
in the case of the plate-cavity coupled model shown in Fig. 2
is investigated to verify the validity of radiation cluster con-
trol presented in the work. The dimensions of the rectangular
enclosure are Lx=0.38 m, Ly =0.30 m, and Lz=0.25 m, re-
spectively. The top of the enclosure consists of a 1.3-mm-
thick, simply supported aluminum plate. The Young’s modu-
lus of the plate is E=71 GPa, the density of the plate is �s

=2720 kg/m3, the Poisson ratio of the plate is 	=0.33, and
the modal loss factor of the structural and acoustic modes are
uniformly �n=0.002 and �m=0.002, respectively. The sound
speed in the air is c0=343 m/s, and the density of the air is
�0=1.21 kg/m3. An external acoustic field excites the top
plate, which, in turn, radiates sound into the cavity. The ex-
ternal acoustic field is a plane wave with an amplitude of
1 Pa, the incident angles are �=� /4, the elevation from the
horizontal, and =� /4, the azimuth from the x axis �See
Fig. 2�. The numbers of the structural modes and acoustic
modes to be considered in the simulation are Nx=6, Ny =6,
Mx=3, My =2, and Mz=2.

Nine sets of the radiation cluster filters, 36 point sensors
at symmetric coordinates, and a set of the radiation cluster
actuators, 4 point forces at symmetric coordinates, are used
as shown in Fig. 3. Note that the arrangement of the above-
mentioned radiation cluster control system is interpreted as

FIG. 3. A rectangular plate with locations of both sensors and actuators.
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SIMO �single input multiple output�, i.e., 1 input 9 outputs,
when the error criterion is a single radiation cluster. Though
the number and location of both the error sensors and control
forces have a significant effect upon the control performance,

the number and location in the simulation are not specially
optimized because such a problem is not the main issue in
this paper. To compare the control performance of radiation
cluster control with those of traditional control methods, both
structural modal control and radiation modal control are con-
ducted. In the case of structural modal control, the error cri-
terion is defined as the sum of squared amplitudes of the
structural modes corresponding to the global kinetic energy
of the plate. To implement the structural modal control sys-
tem, the structural modal filters composed of 36 point sen-
sors shown in Fig. 3, which can estimate the amplitudes of
the individual structural modes, are built. Note that the struc-
tural modal filters in this simulation provide the estimates
with high precision because the number of the point sensors
equals the number of the structural modes, thus the perfor-
mance of structural modal control is not deteriorated due to

TABLE I. Natural frequency and radiation cluster attribute of the structural
modes of the plate.

Modal index Natural freq �Hz� Cluster attribute

1/1 58 Even/even
2/1 124 Odd/even
1/2 164 Even/odd
2/2 230 Odd/odd
3/1 234 Even/even
1/3 341 Even/even
3/2 341 Even/odd
4/1 389 Odd/even
2/3 407 Odd/even
4/2 495 Odd/odd
3/3 518 Even/even
5/1 588 Even/even
1/4 589 Even/odd
2/4 656 Odd/odd
4/3 673 Odd/even
5/2 694 Even/odd
3/4 766 Even/odd

TABLE II. Natural frequency and acoustic cluster attribute of the acoustic
modes of the cavity.

Modal index Natural freq �Hz� Cluster attribute

0/0/0 0 Even/even
1/0/0 451 Odd/even
0/1/0 572 Even/odd
1/1/0 728 Odd/odd

FIG. 4. Global kinetic energy of the plate �dB ref=10−9 J� before �solid line� and after the SIMO arrangement of radiation cluster control �chained line�,
structural modal control �dotted line�, and radiation modal control �dashed line�. �a� Global kinetic energy of the plate, before and after radiation cluster control
with the error criterion being the even/even radiation cluster, structural modal control, and radiation modal control. �b� Global kinetic energy of the plate,
before and after radiation cluster control with the error criterion being the even/odd radiation cluster, structural modal control, and radiation modal control. �c�
Global kinetic energy of the plate, before and after radiation cluster control with the error criterion being the odd/even radiation cluster, structural modal
control, and radiation modal control. �d� Global kinetic energy of the plate, before and after radiation cluster control with the error criterion being the odd/odd
radiation cluster, structural modal control, and radiation modal control.
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the estimation errors.21 A point force acts at one of the sym-
metric actuator points in radiation cluster control, �Lx /10,
Ly /10�, as shown in Fig. 3. Note that the arrangement of the
above-mentioned structural modal control system is regarded
as SIMO, i.e., 1 input 36 outputs. In the case of radiation
modal control, the error criterion is defined as the sum of
squared amplitudes of the radiation modes corresponding to
the global potential energy in the enclosed acoustic field. To
implement the radiation modal control system, radiation
modal filters which can estimate the amplitudes of the indi-
vidual radiation modes are constructed by combining the
above-mentioned structural modal filters and the weighting
filters corresponding to the coupling coefficient matrix. A
point force acts at one of the symmetric actuator points in
radiation cluster control, �Lx /10, Ly /10�, as shown in Fig. 3.
Note that the arrangement of the above-mentioned radiation
modal control system is regarded as SIMO, i.e., 1 input 36
outputs.

The uncoupled structural natural frequencies of the plate
and the uncoupled acoustic natural frequencies of the cavity
are shown in Tables I and II, respectively. Comparing Tables
I and II, it can be seen that at frequencies below 800 Hz �the
case considered here� there are many more structural modes
than acoustic modes.

Figures 4 and 5 present the kinetic energy of the plate
and the acoustic potential energy in the enclosure before and
after radiation cluster control with the error criterion being a
single radiation cluster, structural modal control, and radia-
tion modal control, respectively. The following are clear
from Fig. 4: Radiation cluster control independently reduces
the kinetic energy which the designated radiation cluster con-
tributes; structural modal control reduces the kinetic energy
which all structural modes contribute; whereas radiation
modal control does not reduce the kinetic energy. Note that
the reduction of the kinetic energy which the individual ra-
diation cluster contributes by radiation cluster control with
the error criterion being the associated radiation cluster is
much greater than that by structural modal control. The ob-
served behavior can be explained by taking into consider-
ation that radiation cluster control can independently mea-
sure and control the designated radiation cluster without
causing spillover between the individual radiation clusters,
while structural modal control measures and controls all
structural modes causing spillover between the individual ra-
diation clusters. It is possible in structural modal control that
a set of the structural modes which contribute the kinetic
energy are excited out of phase with another set of the struc-
tural modes which also contribute the kinetic energy such

FIG. 5. Global potential energy in the enclosed acoustic field �dB ref=10−12 J� before �solid line� and after the SIMO arrangement of radiation cluster control
�chained line�, structural modal control �dotted line�, and radiation modal control �dashed line�. �a� Global potential energy in the enclosed acoustic field,
before and after radiation cluster control with the error criterion being the even/even radiation cluster, structural modal control, and radiation modal control.
�b� Global potential energy in the enclosed acoustic field, before and after radiation cluster control with the error criterion being the even/odd radiation cluster,
structural modal control, and radiation modal control. �c� Global potential energy in the enclosed acoustic field, before and after radiation cluster control with
the error criterion being the odd/even radiation cluster, structural modal control, and radiation modal control. �d� Global potential energy in the enclosed
acoustic field, before and after radiation cluster control with the error criterion being the odd/odd radiation cluster, structural modal control, and radiation
modal control.
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FIG. 6. Optimal gains �dB ref�incident acoustic pressure amplitude� and phases of the control forces in the SIMO arrangement of radiation cluster control:
the control force at �Lx /10, Ly /10�, f1 �solid line�; the control force at �9Lx /10, Ly /10�, f2 �chained line�; the control force at �9Lx /10, 9Ly /10�, f3 �dotted line�;
and the control force at �Lx /10, 9Ly /10�, f4 �dashed line�. �a� Optimal gains and phases of the control forces in radiation cluster control with the error criterion
being the even/even radiation cluster. �b� Optimal gains and phases of the control forces in radiation cluster control with the error criterion being the even/odd
radiation cluster. �c� Optimal gains and phases of the control forces in radiation cluster control with the error criterion being the odd/even radiation cluster. �d�
Optimal gains and phases of the control forces in radiation cluster control with the error criterion being the odd/odd radiation cluster.
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that their contributions largely cancel each other. Under these
circumstances, structural modal control cannot decrease one
of the sets of the structural modes because it causes an in-
crease in the other set of the structural modes. On the other
hand, radiation cluster control may overcome such a problem
in the cluster sense, thereby decreasing the designated radia-
tion cluster. As seen from Figs. 4 and 5, the radiation effi-
ciency of the radiation cluster, which can couple with a
dominant acoustic cluster at some frequencies, is higher than
those of the other radiation clusters which cannot couple
with the dominant acoustic cluster. This allows us to get an
insight into the active control of sound transmission based
upon structural error sensing: The radiation cluster which can
couple with the dominant acoustic cluster should be prefer-
entially measured and controlled. The following are clear
from Fig. 5: Radiation cluster control with the error criterion
being the radiation cluster which can couple with a dominant
acoustic cluster at some frequencies achieves the greater re-
duction of the acoustic potential energy than structural modal
control; and radiation modal control steadily achieves the
reduction of the acoustic potential energy while the other two

control methods cause an increase of the acoustic potential
energy at some off-resonance frequencies, as expected.
Moreover, Fig. 6 shows the gains and phases of the optimal
control forces in radiation cluster control with the error cri-
terion being a single radiation cluster.

Figures 7 and 8 present the kinetic energy of the plate
and the acoustic potential energy in the enclosure before and
after radiation cluster control with the error criterion being
all the radiation clusters, i.e., the four-parallel-SIMOs ar-
rangement of radiation cluster control. Moreover, Fig. 9
shows the gains and phases of the optimal control forces in
radiation cluster control with the error criterion being all the
radiation clusters. It is clear from the figures that the perfor-
mance of the four-parallel-SIMOs radiation cluster control
achieves the overall reduction of both the kinetic energy and
the acoustic potential energy up to 800 Hz.

IV. CONCLUSIONS

For the purpose of controlling sound radiation into a
symmetric enclosure, radiation cluster control has been pre-
sented, the relationship between conventional structural
modal control, radiation modal control, and radiation cluster
control being clarified. Using the radiation cluster filters,

FIG. 7. Global kinetic energy of the plate �dB ref=10−9 J� before �solid line�
and after the four-parallel-SIMOs arrangement of radiation cluster control
�chained line�.

FIG. 8. Global potential energy in the enclosed acoustic field �dB ref
=10−12 J� before �solid line� and after the four-parallel-SIMOs arrangement
of radiation cluster control �chained line�.

FIG. 9. Optimal gains �dB ref�incident acoustic pressure amplitude� and
phases of the control forces in the four-parallel-SIMOs arrangement of ra-
diation cluster control: the control force at �Lx /10, Ly /10� �solid line�; the
control force at �9Lx /10, Ly /10� �chained line�; the control force at �9Lx /10,
9Ly /10� �dotted line�; and the control force at �Lx /10, 9Ly /10� �dashed line�.
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cluster information with some common property of structural
modal functions of a symmetric enclosure may be extracted.
Due to the reciprocity principle, cluster actuators allow one
to explicitly excite the target radiation cluster without caus-
ing control spillover. Employing both the radiation cluster
filters and the radiation cluster actuators, a radiation cluster
control system is constructed, which falls into a category of
MAC �middle authority control�, possessing the benefit of
implementation simplicity over LAC �low authority control:
structural modal control�, while providing particular control-
lability of the enclosed acoustic field to HAC �high authority
control: radiation modal control�. With a view to verifying
the validity of radiation cluster control, numerical simula-
tions have been conducted using a rectangular plate-cavity
model, demonstrating a significant control effect for sup-
pressing global acoustic potential energy in the enclosure.
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This work presents an application of principle velocity patterns in the analysis of the structural
acoustic design optimization of an eight ply composite cylindrical shell. The approach consists of
performing structural acoustic optimizations of a composite cylindrical shell subject to external
harmonic monopole excitation. The ply angles are used as the design variables in the optimization.
The results of the ply angle design variable formulation are interpreted using the singular value
decomposition of the interior acoustic potential energy. The decomposition of the acoustic potential
energy provides surface velocity patterns associated with lower levels of interior noise. These
surface velocity patterns are shown to correspond to those from the structural acoustic optimization
results. Thus, it is demonstrated that the capacity to design multi-ply composite cylinders for quiet
interiors is determined by how well the cylinder be can designed to exhibit particular surface
velocity patterns associated with lower noise levels. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2404632�

PACS number�s�: 43.40.Sk �JGM� Pages: 938–948

I. INTRODUCTION

The tailoring of composite material properties for maxi-
mum strength, stiffness, and the like has been addressed
quite often in the literature. However, the design of structures
for optimal acoustic properties has been limited and even
more so for composite structures. Of the few works address-
ing structural acoustic optimization of composites, none fully
explain how or why certain designs of the properties lead to
an improved acoustic environment enclosed by structures
such as cylindrical shells. Further, it is unclear as to what
mechanisms and design trends control the interior acoustic
environment. In light of these uncertainties, this paper in-
tends to interpret the optimization of a composite cylindrical
shell using the decomposition of the interior acoustic poten-
tial energy.

The approach employed in this paper consists of per-
forming structural acoustic optimizations of a composite cy-
lindrical shell subject to external single-frequency harmonic
monopole excitation. The ply angles of the composite cylin-
der are used for the optimization design variables. The ob-
jective of the optimization problem is to minimize the acous-
tic pressure inside the cylinder. The results of the
optimization will then be interpreted based on the singular
value decomposition of the interior acoustic potential energy.
The decomposition of the acoustic potential energy will pro-
vide velocity patterns on the cylinder surface associated with
lower levels of interior noise. It will be shown that these
surface velocity patterns correspond to those from the struc-
tural acoustic optimization results. In this way, it will be

demonstrated that the ability to design multi-ply composite
cylinders for quiet interiors would be determined by how
well the cylinder could be designed to exhibit particular sur-
face velocity patterns associated with lower noise levels.

This work will show that lower interior noise levels can
be ensured by matching the surface velocity of the cylinder
with those from the acoustic potential energy decomposition,
namely the principle velocity patterns. This would signifi-
cantly reduce the modeling complexity and computation
times associated with structural acoustic optimization. The
remainder of this section consists of a discussion of struc-
tural acoustic optimization in enclosed spaces using passive
noise control and the use of principle velocity patterns in
both exterior and interior fields. These patterns provide a
means to prescribe surface velocity distributions that inde-
pendently contribute to the radiated acoustic power for the
exterior case and the acoustic potential energy in the interior
case.

Passive noise control involves the modification of struc-
tural design parameters, such as structural member sizes,
changing acoustic cavity shapes, applying vibration absorb-
ing mounts, treating surfaces with damping coatings, and
applying mass loading. An application of passive noise con-
trol is shape optimization, where the surface of the structure
is modified to improve acoustic performance. An example of
shape optimization is by Robinson,1 who devised an ap-
proach to minimize the interior noise levels of a cylinder.
This was achieved by optimizing the honeycomb core thick-
ness of the shell subject to turbulent boundary layer excita-
tion. The core thickness was formulated as a continuous co-
sine series in the circumferential direction with the
coefficients of the expansion serving as design variables.a�Electronic mail: wj27@drake.armstrong.edu
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Analytical formulations for the turbulent boundary layer, cyl-
inder and enclosed cavity responses were developed for the
constrained optimization problem. Two separate optimiza-
tions were run for the frequency ranges of 125–175 and
240–290 Hz. The first range had a reduction in the objective
of 5.9 dB. Also, based on an examination of the structural
resonances, the optimized cylinder was, for a given mode
shape, stiffer than the unoptimized cylinder. The thickness
variation on the circumference went from a somewhat arbi-
trary pattern to a uniform circumferential variation attributed
to the final design vector having only one nonzero coeffi-
cient. The second frequency range had a noise reduction of
only 0.59 dB. Unlike the first frequency range, there were
many more structural modes in this frequency range poten-
tially making it more difficult to reduce the objective. Over-
all, Robinson suggests that shape optimization can be used to
reduce interior noise levels although more study is needed.
Indeed, there was no effort made to correlate the acoustic
cavity response with the structural response and the results of
the optimization.

The use of multi-ply laminated composite materials in
aircraft fuselages has increased dramatically recently. The
notable examples of its use are the Beech Starship, the Ray-
theon Premier 1 business jet, and the Bell/Augusta Aero-
space BA609 commercial tiltrotor. This is undoubtedly a re-
sult of composite material’s high strength-to-weight and
stiffness-to-weight ratio, corrosion resistance, durability, and
damage tolerance.2 Furthermore, laminated composite mate-
rials offer a unique capability over isotropic materials be-
cause they can be designed or tailored to exhibit particular
properties.

The tailoring of composite material properties for maxi-
mum strength, stiffness, and the like has been addressed
quite often in the literature as noted in a survey paper by
Abrate.3 However, the design of composite structures for op-
timal acoustic properties, i.e., interior noise levels, has been
limited to a study by Fernholz and Robinson4 in which they
successfully demonstrated the influence of ply orientations
on the interior noise of aircraft. The design sensitivity and
optimization solution of a finite element tool was used ex-
clusively in this study to determine the optimum lay up to
minimize the interior noise of the Beech Starship. The entire
fuselage was modeled, including stringers and stiffeners;
however, the wings, trim panel, and floor were not included.
They modeled the air inside the cabin with linear finite ele-
ments. Structure-borne noise from the engines was used for
the excitation mechanism. The results of their work illus-
trated a 4 dB reduction of the interior sound pressure level
over 185–210 Hz, for the eight-ply composite fuselage. In
general, the optimization shifted the ply orientation from a
symmetric layup to an unsymmetrical layup. Specifically, the
inner four plies approached a cross-ply orientation shifted by
35°, i.e., 35/125/35/125, while the outer four plies all ap-
proached a ply angle of 40°. The authors did not provide any
explanation about the nature of the trends. Also, their study
considered only point force excitation, and they did not al-
low the ply angle design variables to vary along the length or
circumference. This additional variation would be advanta-

geous as it would broaden the design space thereby improv-
ing the possibility of finding the optimal solution.

The principal velocity patterns employed in this work
follow from the radiation modes concept. Radiation modes
are based on the formulation of a radiation functional or
operator, which maps a boundary value quantity to some
other property or quantity in the radiated field. The boundary
value is typically the normal surface velocity distribution and
the radiated quantity is the acoustic pressure in the field.
Borgiotti5 was one of the first to use the singular value de-
composition technique to decompose a radiation functional
of a body vibrating in a fluid. Borgiotti formulated the radia-
tion operator using the Helmholtz integral equation. Thus, he
was able to relate the normal velocity distribution on the
surface to the radiated power in a specified far field region.
The eigenvalue decomposition of the operator results in a set
of orthogonal “singular velocity patterns” for the eigenvec-
tors, as well as corresponding radiation efficiencies
�eigenvalues�.5 The radiation efficiencies are ordered in
terms of decreasing efficiency. Similar to the structural or
vibratory modes of a system, the exterior principle velocity
patterns �PVPs� can be used to reconstruct any surface ve-
locity pattern using an expansion theorem. However, unlike
the vibratory modes, multiple principle velocity patterns ex-
ist at each frequency.

Cunefare and Currey6 examined the exterior acoustic ra-
diation modes of a baffled beam using a modal style ap-
proach. They characterized the singular velocity patterns as
acoustic radiation modes. Like, Borgiotti,5 they noted the
direct correlation of the magnitudes of the eigenvalues, or
singular values, with the radiation efficiencies of each corre-
sponding acoustic radiation mode. Moreover, they discussed
the similarities and differences of the radiation acoustic
modes and structural vibration modes. One similarity is the
need for a large number of terms to ensure convergence of
higher ordered structural modes, or less efficient acoustic
radiation modes.6 As they note, this heuristic is of particular
interest to studies wishing to exploit the least efficient acous-
tic radiation modes.

Similar to the decomposition of the external radiation
functional, we can perform a singular value decomposition
on an internal acoustic functional. This internal functional
relates the surface vibration of the enclosing structure to the
acoustic potential energy of the cavity. The link between
these two quantities is commonly referred to as the error
weighting matrix;7,8 however it may be more informative to
refer to this as the acoustic potential energy transfer matrix.
The decomposition yields frequency dependent singular val-
ues that peak at selected cavity resonances. The singular vec-
tors in this case are actually participation factors. When com-
bined with the structural modal matrix, these participation
factors select or filter the structural modes contributing to the
actual PVP. The formulation and a more detailed discussion
of the interior principle velocity patterns will be provided in
Sec. III.

Cazzolato and Hansen7 used the transformed modal ve-
locity amplitudes in a simulated active control scheme to
reduce the interior acoustic potential energy for a stiffened
cylindrical shell. The transformed modal velocities are the
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amplitudes of the interior PVPs and contribute orthogonally
to the interior acoustic potential energy; their minimization
ensures reductions in the interior noise levels. To evaluate
the effectiveness of this minimization approach, they mod-
eled a longitudinally stiffened cylinder subject to point force
excitation and with a single control force applied to the shell
interior. Their results show that the acoustic potential energy
can be reduced over a finite frequency range using the trans-
formed modal velocity. The physical implementation of this
approach would use shaped piezoelectric film sensors to es-
timate the transformed modal velocities and thus could be
used as the error sensors in the control system.

The next section of this paper presents a description of
the structural acoustic optimization design tool �SAOPT�,
and the finite and boundary element models used in this
work as well as the design optimization approach. The prin-
ciple velocity patterns are then discussed in more detail in
the subsequent section. Principle velocity patterns allow the
characterization of the surface velocity patterns that contrib-
ute to the interior acoustic potential energy, and specifically
the interior noise levels. The results of the optimization cases
for the ply angle design variable formulations are then pro-
vided along with their interpretation using the principle ve-
locity patterns.

II. MODELING AND DESIGN OPTIMIZATION
APPROACH

The SAOPT modeling and optimization design tool was
originally developed in a joint Lockheed Martin/Georgia
Tech research program. SAOPT incorporates a UNIX script
with a finite element modeling package �MSC/NASTRAN�,
for the structural finite element model, a boundary element
modeling �BEM� tool, �COMET/Acoustics�, for the bound-
ary element model acoustics, and CONMIN/COMPLEX for
optimization. Although the SAOPT design tool can be used
for the structural acoustic optimization of any structure, it
was used to optimize an aircraft fuselage represented as a
cylindrical shell. All optimizations were performed on a
DEC Alphastation 500. A more detailed description of
SAOPT can be found in the literature.9–12

There are three models used in the work at hand, the
structural finite element model and exterior and interior
boundary element models. The structural model consists of
an unstiffened eight-ply graphite epoxy laminated composite
cylinder clamped at both ends. The cylinder has a length of
3.66 m and a radius of 0.838 m. These dimensions and
boundary conditions are consistent with previous structural
acoustic optimization analyses on an aluminum shell.10,13,14

Each ply has a thickness of 0.2125 mm for a total shell thick-
ness of 1.7 mm. The material properties of the graphite ep-
oxy plies are: E11=135.6 GPa, E22=9.9 GPa, G12=4.2 GPa,
�12=0.3, �=1415 kg/m3, where Eij is the elastic modulus,
Gij is the modulus of rigidity, �ij is Poisson’s ratio, and � is
the density. The structural damping is 0.6%, which is consis-
tent with other works using the same material.4,15The finite
element model uses 3200 linear quadrilateral plate elements.
Note that plate elements are being used in lieu of shell ele-
ments to model the cylindrical shell, as shell elements are not

available within most commercial finite element packages.
Thus, the plate elements are modeling the cylindrical shell
using a faceted approach. Figure 1 shows the structural finite
element model with applied boundary conditions.

Two separate external and internal boundary element
models are used. The external boundary element model con-
sists of 2080 linear quadrilateral boundary elements and
3200 data recovery elements �linear quadrilateral�. As shown
in Fig. 2, the external BEM is subject to two monopole
acoustic sources �in phase� located at 1.006 m from each
side of the shell surface at the midpoint of the cylinder
length. These sources operate at a frequency of 147.5 Hz.

The internal boundary element model consists of 2536
linear quadrilateral boundary elements. Two separate 30 and
60 element �linear quadrilateral� data recovery meshes are
used with SAOPT’s dynamic remeshing capability. The dy-
namic remeshing feature allows the user to specify two sepa-
rate data recovery meshes. An initial optimization is per-
formed with the coarser of the two meshes. Upon
convergence with the coarse mesh, a second optimization is
performed with the fine mesh. This approach provides sig-
nificant reductions in the computation time for the interior
boundary element analysis. The internal boundary element
model and the fine and coarse data recovery meshes are
shown in Fig. 3. Both meshes are located at a radius of
0.75 m. The reminder of this section will discuss the optimi-
zation approach employed in this work.

The analysis frequency of 147.5 Hz corresponds to the
�2,1� structural mode of the composite cylinder with a ply

FIG. 1. Structural finite element model with clamped boundary conditions
applied at ends.

FIG. 2. External boundary element model with external monopole acoustic
sources.
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layup of �10/35/45/90�s. Several initial design states were
selected for analysis. These cases are shown in Table I. The
motivation for using multiple design states stems from the
presence of multiple local minima in the design space which
is quite common for multidisciplinary design optimization
problems such as the one at hand.

The objective function minimized for the work at hand
was the sum of the squared pressure amplitude at the data
recovery nodes inside the cylinder. The only constraints on
the system were side constraints on the ply angle design
variables. The formal statement of the optimization problem
is as follows.

Minimize

f�x� =

�
i=1

N

�pi�x��2

�� pref
2 �

�1�

subject to

xL � x � xU, �2�

where x represents the ply angles as the design variables,
pi�x� is the acoustic pressure at data recovery node i , pref is
an arbitrary acoustic reference pressure, N represents the
number of data recovery nodes, and the lower and upper
limits of the ply angles are xL=0° and xU=180°. Note this
range was selected based on the precedence of the work
by Fernholz and Robinson,4 and the traditional range of
ply angles varying between −90° and 90° could have
equivalently been used.

Three design variable �DV� formulations were studied.
The first formulation was the uniform design variable formu-
lation, where only the angle of each ply in the cylinder was
allowed to vary for a total of eight design variables. The
second formulation was the circumferential strip DV formu-
lation depicted in Fig. 4, where the cylinder was divided into
10 equal length circumferential strips along the cylinder
length for a total of 80 design variables. Finally, the third
formulation depicted in Fig. 5 was the longitudinal strip DV
formulation, where the cylinder was divided into 10 equal
length longitudinal strips about the cylinder circumference
for a total of 80 design variables. Note that the initial design
states listed in Table I correspond to eight plies; thus, this ply
orientation sequence is repeated for the 10 strips in the lon-

gitudinal and circumferential strip DV formulations.

III. PRINCIPLE VELOCITY PATTERNS

The PVPs16 allow us to characterize the surface velocity
patterns that contribute to the interior acoustic potential en-
ergy and specifically the interior noise levels. The identifica-
tion of the surface velocity patterns associated with interior
noise levels can then be used to establish an understanding of
the results of a structural acoustic optimization of a compos-
ite cylindrical shell. In this section we will formulate a qua-
dratic function for the acoustic potential energy, decompose
the function using singular value decomposition �SVD�, the
modal coupling coefficient, and the acoustic cavity modes,
and study the resulting principle velocity patterns. All calcu-
lations will be based on a right circular cylinder with dimen-
sions consistent with the structural finite element model dis-
cussed in Sec. II.

A. Acoustic potential energy based
on the impedance matrix

We begin with the acoustic potential energy �APE� of an
interior cavity as

FIG. 3. Internal boundary element model and data recovery meshes.

TABLE I. Initial ply angle design states.

Case Ply orientation

1 �10/35/45/90�s

2 �0/90�4

3 �90�8

FIG. 4. Circumferential strip design variable formulation.

FIG. 5. Longitudinal strip design variable formulation.
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Ep =
1

4�c2 � �p�x��2dV , �3�

where Ep is the APE, � is the density of the enclosed fluid, c
is the speed of sound in the fluid, p�x� is the acoustic pres-
sure at some point x in the fluid field, and the integration is
performed over the enclosed volume V. Using superposition,
we can express the acoustic pressure as the superposition of
rigid walled cavity modes �i�x� such that

p�x� = �
i=1

�

pi�i�x� , �4�

where pi is the pressure amplitude of the ith acoustic mode
of the cavity. We can then substitute Eq. �4� into Eq. �3� to
obtain

Ep =
1

4�c2 � ��
i=1

�

pi�i�x�	��
j=1

�

pj� j�x�	dV . �5�

But, due to modal orthogonality, we can simplify Eq. �5� as

Ep =
1

4�c2�
i=1

Na

�ii�pi�2dV , �6�

where Na is the number of acoustic modes considered, and
�ii is the acoustic volume normalization factor,

� �i� jdV = 
 0 i � j

�ii i = j
� . �7�

Finally, we can express Eq. �6� as a quadratic function of the
modal pressure amplitudes

Ep = pHLp, �8�

where p is an �Na�1� vector of modal pressure amplitudes
and L is an �Na�Na� matrix. This matrix has been referred
to as a diagonal weighting matrix.7,8 Its terms are

L�i,i� =
1

4�c2�ii. �9�

However, we would ultimately like to express the APE
in terms of a quadratic function of structural modal veloci-
ties. This facilitates the characterization of the coupling be-
tween the structure and the enclosed acoustic cavity. In order
to accomplish this we need to establish the relationship be-
tween the modal acoustic pressure amplitudes and structural
surface velocity amplitudes v. This relationship can be
gleaned from the structural-acoustic transfer function or im-
pedance matrix Zsa, such that

p = Zsav . �10�

The impedance matrix has the dimensions �Na�Ns� where
Ns is the number of structural modes considered. The imped-
ance relationship can be obtained from the Kirchhoff Helm-
holz integral equation �KHIE�. For the case of a rigid walled
enclosure without any sources in the field, the KHIE simpli-
fies to17

p�x� = ı̃��� v�rs�G�x/rs�dS , �11�

where G�x /rs� is the interior acoustic Green’s function, rs is

a point on the vibrating surface, and ı̃=�−1. The interior
Green’s function used in this work is based on the rigid
walled cavity modes. A detailed derivation of this Green’s
function is available in Fahy18 and Koopman and
Fahnline.19 The rigid walled cavity mode formulation of
the interior Green’s function has been traditionally used in
the literature.7,8,18,19 The only drawback from using this
formulation is the requirement of many more modes to
achieve convergence compared to the rigid walled cavity
mode formulation. The Green’s function for this case is
expressed as

G�x/rs� = �
i=1

�
�i�x��i�rs�
�ii�	i

2 − k2�
, �12�

where 	i is the wave number of the ith acoustic mode with
resonant frequency �i and k is the acoustic wave number at
the frequency of excitation �.

As was done with the acoustic pressure, we can express
the structural velocity v�rs� as the superposition of structural
modes 
 j�rs�. Thus,

v�rs� = �
j=1

Ns

v j
 j�rs� , �13�

where v j is the structural modal velocity amplitude. Substi-
tution of Eqs. �12� and �13� into Eq. �11� yields

p�x� = ı̃���
i=1

Ns �
j=1

Na vi

�ii�	i
2 − k2� � �i�rs�
 j�rs�dS��i�x� .

�14�

We should note that it has the same form as Eq. �4�. We can
also isolate the integral of the structural and acoustic modes
evaluated at the surface as the modal coupling matrix Bij

such that

Bij =
1

S
� �i�rs�
 j�rs�dS , �15�

where S is the surface area of the enclosing structure. We can
then formally define the impedance matrix introduced in Eq.
�10� as

Zsaij
=

ĩ��S

�ii�	i
2 − k2�

Bij . �16�

Finally, we can express the acoustic potential energy as a
quadratic function in terms of the error weighting matrix7,8,20

�, and a column vector of structural modal velocity ampli-
tudes v, such that

Ep = vHZsa
H LZsav = vH�v . �17�

The reference to � as the error weighting matrix �EWM�
stems from the term’s use as the error criteria in active noise
control schemes.7,8,20,21 The error weighting matrix is real
and symmetric, but not necessarily positive semidefinite.
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This means that the determinant of the matrix is zero, and
thus the matrix is singular. This will have an effect on how
we can decompose or diagonalize the error weighting matrix
as explained in the following section.

B. Singular value decomposition of the error
weighting matrix

SVD has been used extensively for the generation of
exterior principle velocity patterns or acoustic radiation
modes discussed in Sec. I.5,6,22 The key part of this process is
the inversion of the error weighting matrix �see Eq. �17��,
which is singular. SVD facilitates the decomposition of a
singular matrix into the product of a pair of unitary matrices
and a diagonal matrix. For example, using SVD, any matrix
Q can be expressed as the product of a column orthogonal
matrix U, a diagonal matrix S of singular values, and the
transpose of another orthogonal matrix V. Stated mathemati-
cally, we have

Q = USVT. �18�

The orthogonal matrices are known as left- and right-hand
side singular vectors.23 If Q is real and symmetric, we can
redefine Eq. �18� as

Q = USUT. �19�

We have, then, essentially an eigenvalue problem. For ex-
ample, if we define the eigen decomposition of Q as

Q = PTDP, �20�

where P is the column matrix of eigenvectors and D is the
diagonal matrix of eigenvalues, then we can express QTQ as

QTQ = �PTDP�TPTDP = PTD2P . �21�

Therefore, the eigenvectors are the same as the singular vec-
tors from U and the singular values are, as previously stated,
the square root of the eigenvalues or the diagonal of the D2

matrix in Eq. �21�. Having presented the equivalence be-
tween the singular values and vectors to the eigenvalues and
vectors, respectively, any subsequent references to singular
values and vectors should be acknowledged as being the
same as the eigenvalues and vectors.

Returning to the problem at hand, as stated in the previ-
ous section, the error weighting matrix is singular and so we
may implement the SVD to diagonalize the EWM. Based on
Eq. �19�, we can diagonalize � to obtain

Ep = vH�v = vHUSUTv . �22�

Since � is an �Ns�Ns� matrix, both U and S will have the
same dimensions of �Ns�Ns�. The U and S matrices take on
a specific meaning as applied to the decomposition of the
EWM. The singular values allow us to characterize the con-
tribution of each singular vector and ultimately, each prin-
ciple velocity pattern, to the acoustic potential energy.
Bessac24 suggests that for coupled problems such as this, the
singular values characterize the level of coupling between
the structure and enclosed acoustic cavity—the larger the
value, the greater efficiency of the coupling between struc-
ture and the acoustic cavity. The singular vectors map the
contributions of the structural modes to the acoustic potential

energy. This will be elucidated in Sec. III B 3. In what fol-
lows, the sorting, convergence, and general significance of
the singular values and vectors will be discussed.

1. Sorting of singular values and vectors

A singular vector, and ultimately the PVP, is associated
with a specific singular value. But one drawback of SVD is
that the rank-ordering of singular values as produced by the
SVD algorithm does not yield the same ordered list of sin-
gular vectors at each frequency. This occurs because the
magnitude of the singular values for singular vectors may
cross; the SVD algorithm tracks the magnitude of the singu-
lar value at each frequency, not the singular vector. For ex-
ample, as depicted in Fig. 6, singular value �SV� 1 is not
continuous, and instead appears to have the largest magni-
tude compared to the other singular values over the range of
frequencies. The same is true for the other singular values
considered in Fig. 6. Therefore, in order to determine the
frequency dependency of a given singular value and its re-
spective singular vector, we must be able to discriminate it
uniquely within the ordered listing produced by the SVD. A
technique to sort the singular values and vectors will now be
presented. As mentioned at the beginning of this section, all
calculations are based on a right circular cylindrical geom-
etry.

The sorting algorithm is based on the orthogonality of
the singular vectors with respect to each other at a given
frequency. The approach uses the dot product of the singular
vectors at the first frequency of the analysis to sort the vec-
tors over the entire frequency range. Figure 7 shows the
sorted singular vectors, 1–6. Note how SV 1 is now continu-
ous over the frequency range, but it does not necessarily
have the greatest magnitude.

2. Discussion of singular values and vectors

Although this is a single frequency optimization analy-
sis, it is important to illustrate that the singular values are
frequency dependent. That is, the importance �magnitude� of
a given singular value relative to other singular values will
vary with frequency. The sorted singular values in Fig. 7
peak at the cavity resonances of the cylindrical volume.

FIG. 6. Unsorted singular values of error weighting matrix.
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These modes are summarized in Table II. The acoustic mode
indices �m ,n , p� listed in Table II correspond to the indices
of the axial, circumferential, and radial components of the
cylindrical geometry mentioned earlier. A derivation of the
acoustic mode shape and natural frequencies for cylindrical
cavity is available in Blackstock.25 Although not shown,
similar peaks occur at the cavity modes associated with
higher frequencies and singular values, i.e., beyond 300 Hz
and for singular values greater than the sixth singular value.
An important aspect of Table II is that specific cavity modes
can be identified with each singular value and the corre-
sponding singular vector and PVP. Another observation re-
garding Fig. 7 is that the singular values do not peak at all
cavity modes within the frequency range considered. This is
because these cavity modes do not couple with any structural
modes considered.

Representative plots of the singular vectors at 147 Hz
are shown in Fig. 8. Recall that the SVD is performed for
each frequency. While the singular values varied over the
frequency range, the singular vectors did not in terms of the
mapping of the specific structural modes that ultimately con-
tribute to the acoustic potential energy. This behavior is ac-
tually used to sort the singular values as discussed in the
previous section. It has been shown in the literature7 that the
level of contribution of a specific structural mode will have
some variation with frequency. The frequency of 147 Hz was
selected as it corresponded to the analysis frequency for the
design optimizations in Sec. IV. The singular vectors in Fig.
8 are plotted over the number of structural modes consid-
ered, Ns. The singular vectors in Fig. 8 only peak for one to
two structural mode indices. This is because modal coupling

for a cylindrical volume is significantly more selective than,
for example, a rectangular cavity.8 The highly selective na-
ture results in the need to consider many structural modes to
achieve convergence.

3. Derivation of PVPs based on singular vectors

Continuing with Eq. �22�, we can define the velocity
amplitude or participation coefficients of the principle veloc-
ity pattern �PVP, as8

�PVP = UTv . �23�

Similarly, we can define the surface velocity distribution as

vrs
= �v , �24�

where � is the structural modal matrix. If we solve Eq. �24�
for the modal velocity amplitudes v and substitute this into
Eq. �24�, we obtain

�PVP = UT�−1vrs
. �25�

Finally we can express the distribution of surface velocity as
the superposition of principle velocity patterns, �, by inver-
sion such that

vrs
= ��U��PVP = ��PVP. �26�

The orthogonality of U, i.e., UT=U−1, is a key aspect in the
derivation of the principle velocity patterns based on the ma-
trix of singular vectors. An examination of Eq. �26� reveals

FIG. 7. Sorted singular values of error weighting matrix.

TABLE II. Indices �m ,n , p� of cavity modes corresponding to peaks in
singular values 1–6.

Sing. vector
No. 1 No. 2 No. 3 No. 4 No. 5 No. 6

�0,0,0� �0,1,1� �1,1,1� �0,2,1� �1,2,1� �2,2,1�
�2,0,0� �2,1,1� �3,1,1� �3,2,1� �4,2,1�
�4,0,1� �4,1,1� �5,1,1� �5,2,1�
�0,0,2�
�2,0,2�
�6,0,0�

FIG. 8. Sorted singular vectors 1 and 4 based on SVD of error weighting
matrix at 147 Hz. �a� Singular vector 1 and �b� singular vector 4.
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that each structural mode in � can potentially contribute to a
given PVP. These contributions will be governed by the lth
singular vector, ul.

Returning to the acoustic potential energy, Eq. �22� can
now be expressed as a function of the singular values S and
PVP participation coefficients �PVP as

Ep = �PVP
H S�PVP. �27�

Thus we see that reductions in participation coefficients lead
directly to reductions in the acoustic potential energy. The
singular values, as previously stated, characterize the effi-
ciency of the coupling between the structure and acoustic
cavity.

4. Discussion of principle velocity patterns

Figure 9 illustrates the principle velocity patterns 1 and
4, based on Eq. �26� at 147 Hz. These plots were generated
by combining the singular vectors with the cylindrical struc-
tural modes. The azimuthal coordinate is unwrapped, i.e., it
is plotted on a Cartesian coordinate instead of a polar coor-
dinate. Five hundred �500� structural modes were used to
formulate these PVPs. Although not shown, the PVPs at sev-
eral other cavity modes and also nonresonant frequencies
were calculated and plotted, all of which were the same. It is
observed in these figures that the patterns have increasing
levels of complexity with increasing PVP number. This be-
havior is consistent with the exterior PVPs discussed by sev-
eral researchers.6,21,26 These interior patterns represent the
surface velocity distributions that can be used to decouple or

diagonalize the error weighting matrix in Eq. �17�. In other
words, these PVPs represent the orthogonal contributors to
the acoustic potential energy.

The following section present the results of the ply angle
design optimization and interpretation using the principle ve-
locity patterns for cases 1–6. For all ply angle design opti-
mization cases presented, the objective function �see Eq. �1��
is normalized with respect to the initial objective value for
case 1. This same normalization scheme is used for all sub-
sequent objective value results. This scheme is used such that
all the ply angle design optimization cases can be compared
with each other. Moreover, it is only the final level of the
objective that is relevant and comparable among design
cases since each case will have a different initial level and
subsequent reduction from that level. Any subsequent men-
tion of reduction is relative to the initial objective value for
case 1.

IV. DESIGN OPTIMIZATION ANALYSES

Table III provides a summary of the normalized objec-
tive reductions for all three cases �see Table I� and DV for-
mulations. Of the three design cases considered, the circum-
ferential strip design variable formulation achieved the
largest objective reduction twice, while the longitudinal de-
sign variable formulations had the largest objective reduc-
tions once. This suggests that no single DV formulation is
necessarily superior over another. Even the uniform DV for-
mulation had the second largest objective reduction in cases
1 and 2. This is surprising since it was expected that the
added design freedom of the longitudinal or circumferential
design variable formulations would typically have the largest
objective reductions. The variety of objective reductions for
the different cases for a given DV formulation certainly con-
firms the presence of minima in the design space. Recall that
reductions are the final design objective values relative to the
initial objective value of case 1.

Cases 1 and 3 had some semblance of ply angle symme-
try for their respective final design states for the circumfer-
ential and longitudinal DV formulations. However, this sym-
metry was not maintained for the uniform DV formulation
for these two cases. The final ply orientations for all the other
cases and DV formulations were also unsymmetrical. This is
despite the symmetric loading applied to the cylinder. All the
DV formulations for case 3 had very interesting final ply
orientations in that several of the strips exhibited a sequential
ordering. It was observed for many of the cases and design
variable formulations that several ply angles had little
change between the initial and final design states. While this

FIG. 9. Principle velocity patterns 1 and 4 based on SVD. �a� PVP 1. �b�
PVP 4.

TABLE III. Final normalized objective reductions for ply angle optimiza-
tion.

Case Uniform DV Circ. Strip DV Long Strip DV

1 −2.6 −4.8 −2.5
2 −3.9 1.4 −4.9
3 −2.2 −4.4 −4.2
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may very well be how the optimizer is able achieve reduc-
tions in the objective, it certainly suggests the need to ex-
plore other design variable formulations.

A. Interpretation of ply angle results using PVPs

The following presents an analysis of the ply angle re-
sults using the principle velocity patterns to decompose the
structural velocities. The intent of this is to establish a physi-
cal understanding of the optimization results. Specifically,
we would like to determine which principle velocity patterns
contribute to the preoptimized and postoptimized composite
cylinder. In what follows, we will discuss the decomposition
approach, and then apply this method to examine the optimi-
zation results.

1. Decomposition of the cylinder velocity

Recall from Eq. �26� in Sec. III, that the surface velocity
can be expressed as the superposition of the principle veloc-
ity patterns, whose level of contributions are governed by the
velocity amplitudes of the principle velocity pattern �PVP.
These can also be considered the participation coefficients.
By solving for �PVP in Eq. �26�, we have

�Tvrs
= �PVP. �28�

By examining these participation coefficients for a particular
surface velocity, we can establish which PVPs are respon-
sible for that particular velocity distribution. The magnitude
of the participation coefficient for a given PVP is directly
proportional to that PVP’s contribution to the surface veloc-
ity distribution. Applying this decomposition to our optimi-
zation results will show that the postoptimized cylinder will
have more significant contributions from the higher order
PVPs compared to the preoptimized cylinder. This will be
evident by comparing the participation coefficients of the
preoptimized and postoptimized cylinders.

The velocity on the right circular cylindrical shell ob-
tained from the finite element analysis tool was reformulated
in terms of a matrix. The size of this matrix was based on the
element discretization in the azimuthal and longitudinal di-
rections of the cylinder. Using modal analysis, the complex
surface velocity ṽrs

can be expressed explicitly as

�ṽrs
� = ����ṽ� , �29�

where � is the structural modal matrix defined as

��� = ��
1��
1��
1� ¯ �
Ns
�� . �30�

Each mode 
i in its unwrapped state is a two-dimensional
shape, but expressed in Eq. �30� as a vector for consistency
with traditional modal analysis.27 The vector of modal am-
plitudes �ṽ� is complex since the surface velocity is complex.
Thus, Eq. �29� can be expressed as two equations, for the real
and imaginary parts. Solving the real part of Eq. �29� for the
modal amplitudes, we obtain

���T�vrsR
� = ���T����vR� = �ID��vR� , �31�

where �ID� is a diagonal matrix. Likewise, solving for the
imaginary part of Eq. �29� yields

���T�vrsI
� = ���T����vI� = �ID��vI� . �32�

In the same fashion, we can decompose the complex
surface velocity ṽrs

using the principle velocity patterns and
compare the resulting participation coefficients, vPVPR and
vPVPI for the preoptimized and postoptimized cylinder. Using
the matrix of PVP’s �, Eqs. �31� and �32� become

���T�vrsR
� = ���T����vPVPR� = �ID��vPVPR� , �33�

and

���T�vrsI
� = ���T����vPVPI� = �ID��vPVPI� . �34�

The real and imaginary participation coefficients can be nor-
malized by �ID�, and then combined by taking the complex
modulus to obtain the participation coefficient vPVP defined
as

vPVP = �vPVPR
2 + vPVPI

2 . �35�

The initial and final participation coefficients for cases
1–6 will now be presented and discussed. The first ten PVPs
were used to decompose the cylinder velocity from the finite
element analysis tool. In using these PVPs for the decompo-
sition, it will be desirable to observe a reduced emphasis on
lower-index PVPs and a greater emphasis on the higher-
index PVPs in the final design state. This is due to the lower-
index PVPs having a greater impact on the interior acoustic
potential energy and thus interior noise levels, relative to the
higher-index PVPs. Recall from Sec. III that the singular
values for the PVPs are associated with the efficiency of the
coupling between the structure and the enclosed acoustic
cavity. The lower-index PVPs will typically have a greater
singular value and therefore greater influence on reducing the
acoustic potential energy than the higher-index PVPs. What
is more, the PVPs are ordered in decreasing levels of contri-
bution to the acoustic potential energy. As a result, an overall
increase in structural velocity at the final design state is not
necessarily undesirable if it is dominated by higher-index
PVPs.

2. Results

Figure 10 shows the participation coefficients for the
initial and final design states for case 1 for the uniform,
circumferential, and longitudinal DV formulations. All three
DV formulations have the same initial velocity distribution,
and can thus be represented with the same value in Fig. 10 as
well as the other cases. Most of the participation coefficients
�PCs� for the uniform DV formulation showed a reduction in
value except PC 7, which actually increased in value, indi-
cating a greater weighting on PVP 7. The circumferential and
longitudinal DV formulations have more increases and de-
creases in the PC values. However, the increases for the cir-
cumferential DVs were biased toward PC 3 and greater,
while the longitudinal DVs had increases associated with PC
4 and greater. In any case, this demonstrates that the opti-
mizer is indeed selecting PVPs consistent with lower levels
of acoustic energy and energy transfer between the structure
and the enclosed acoustic cavity.
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The participation coefficients for the initial and final de-
sign states for case 2 are illustrated in Fig. 11. The uniform
DV formulation had a similar distribution of reductions and
increases in the PCs compared to case 1. For example, PC 7
showed an increase in the final design state, while the ma-
jority of the other PCs, especially PCs 2 and 4, had decreases
in their respective values. The circumferential PCs remained
unchanged between initial and final design states as expected
since there was limited change in the DVs, and, thus, in the
objective function. The longitudinal DV formulation had a
reduction in PC 2 like the uniform DV formulation for this
case. But PC 4 was increased, and PC 7 displayed only a
slight increase in value at the final design state.

Figure 12 shows the participation coefficients for the
initial and final design states for case 3. The uniform DV
formulation had significant reduction in PC 2 and increase in
PC 7. There was also a greater contribution for PC 8 at the
final design state. The circumferential DVs had a distribution
similar to the uniform DV formulation for this case for PCs
2, 7, 8, and 9. But it also had an increase in PC 4 at the final
design state. The longitudinal DV formulation also had a
distribution similar to the uniform DV formulation, except
for the decrease in PC 8 at the final design state.

B. Summary of PVP results

In terms of the PVP decomposition results based on an
examination of the participation coefficients for each case
and design variable formulation, it was found that increases
in PC 7 and thus, PVP 7, were clearly favored by the opti-
mizer to reduce interior noise levels. What is more, while
PCs 1–6 had approximately the same number of increases as
decreases in value, PC 7-10 clearly had more increases in
value at the final design state for all the design variable for-
mulations and cases considered. This reinforces the notion
that the optimizer is selecting PVPs associated with reduced
levels of energy transfer between the structure and acoustic
cavity, and thus lower levels of acoustic potential energy.

A larger implication of this is that the ability to now
design multi-ply composite cylinders for quiet interiors could
be based on how well the cylinder can be designed to exhibit
particular surface velocity patterns, associated with lower
noise levels—these patterns would of course be the higher
order principle velocity patterns. Based on this, the structural
acoustic optimization approach implemented in this paper
could be replaced with only a structural velocity optimiza-
tion to match the surface velocity of the cylinder with those
PVPs associated with lower levels of acoustic potential en-
ergy. This would significantly reduce the computation time
by effectively limiting the necessity of the interior boundary
element analysis to the initial and final design states to verify
the results.

V. CONCLUSION

The principle velocity patterns have been used to ana-
lyze the results of a structural acoustic optimization of a
composite cylindrical shell. The design optimization was car-
ried out using a structural acoustic optimization design tool
based on finite and boundary element analyses and the
method of feasible directions optimization algorithm. The
cylinder was subject to single frequency external monopole
excitation. The objective of the optimization was the mini-
mization of the sum of the squares of the acoustic pressure
amplitudes.

The design variable formulations included uniform
variation of the ply angles, circumferential strip variation of

FIG. 10. Initial and final participation coefficients for case 1. �*� Initial DS,
��� final DS: Uniform DV, ��� final DS: Circumferential DV, ��� final DS:
Longitudinal DV.

FIG. 11. Initial and final participation coefficients for case 2.�*� Initial DS,
��� final DS: Uniform DV, ��� final DS: Circumferential DV, ��� final DS:
Longitudinal DV.

FIG. 12. Initial and final participation coefficients for case 3. �*� Initial DS,
��� final DS: Uniform DV, ��� final DS: Circumferential DV, ��� final DS:
Longitudinal DV.
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the ply angles along the length of the cylinder, and longitu-
dinal strip variation of the ply angles on the circumference of
the cylinder. Three different initial design cases were consid-
ered. The majority of the cases achieved some level of re-
duction in interior noise levels. The ply angles of the opti-
mized composite cylinders maintained limited ply angle
symmetry for four of the nine design variable formulations
considered. Otherwise, the optimized cylinder had unsym-
metrical ply angles. It was also observed that in several de-
sign cases there was little change in the ply angles between
the initial and final design states. In order to develop further
insight into why the optimizer selected certain designs over
others for the ply angle optimization, the principle velocity
patterns were used to decompose and compare the initial and
final cylinder surface velocities. The PVPs are orthogonal
contributors to the interior acoustic potential energy, and are
ordered in decreasing levels of contribution.

The examination of the participation coefficients with
respect to the objective reductions revealed that optimizer
selects designs with PVPs associated with reduced levels of
acoustic potential energy. The broader implication of this
work is the capacity to achieve interior noise reductions by
matching the surface velocity distributions of the cylinder
with those PVPs associated with lower levels of acoustic
potential energy.
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Optimization of a clamped plate silencer
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A previous theoretical study �L. Huang, J. Acoust. Soc. Am. 119, 2628–2638 �2006�� shows that, in
a duct, a simply supported plate covering a side-branch rigid cavity can function effectively as a
wave reflector over a broad range of low to medium frequencies. In this study, analytical
formulation is extended to the boundary condition of clamped plate, which is easier to implement
in practice. The theoretical model is tested experimentally using balsawood, which has a very high
stiffness to mass ratio. The spectral peaks and shapes of the measured TL are in agreement with
those calculated theoretically, attempts are also made to account for the considerable sound
absorption in the rig. Further numerical studies based on the validated model show that, for a
uniform plate, the optimal stopband is narrower and the lower band limit is worse than that of the
simply supported configuration. However, a wave reflector using nonuniform, clamped plates with
thinner ends out-performs the simply supported configuration in every aspect. Analyses show that
the improvement is attributed to the increased acoustic radiation efficiency over the bulk length of
the nonuniform plate, which behaves more like a rigid plate. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2427126�

PACS number�s�: 43.50.Gf, 43.20.Tb, 43.20.Ks �KA� Pages: 949–960

I. INTRODUCTION

Low frequency duct noise is difficult to deal with by
traditional methods such as porous duct lining and expansion
chamber. Lining a duct with porous sound absorbing material
is a very mature and reliable technique that can tackle the
medium to high frequency noise easily �Mechel and Vér,
1992; Ingard, 1994�. However, it does not work well for very
low frequencies. An expansion-chamber-type muffler may be
used to reflect the low frequency noise, but such a device is
usually bulky and passbands exist. Aiming for a broadband
passive noise control device that works effectively in the
low-to-medium frequency range, Huang �2002� introduced
the concept of a drumlike silencer. It consists of an expan-
sion chamber with two side-branch cavities covered by light
membranes under a fairly high tension. The predicted noise
reduction performance has been verified without flow �Choy
and Huang, 2002� and with flow �Choy and Huang, 2005�. In
addition to the broad bandwidth in the low frequency region,
such a device has two other merits. First, it is fiber-free,
hence more environmentally friendly than the porous duct
lining. Second, because the membranes are flush-mounted
with the duct and there is no sudden change of duct area, the
flow can pass the silencer smoothly without causing any ex-
tra noticeable pressure loss.

In a recent study, Huang �2006� replaced the membranes
used in the drumlike silencer described above by a simply
supported plate �simply supported plate silencer, hereinafter�.
Theoretical study has shown that the proposed plate silencer
can achieve a much wider logarithmic bandwidth than the

drumlike silencer of the same cavity geometry due to the
changed intermodal acoustic interference between the odd
and even in vacuo vibration modes. Besides, the plate si-
lencer carries other advantages over the drumlike silencer. As
discussed in the study of Choy and Huang �2002�, the opti-
mal tension plays an important role in achieving the desired
performance. However, it is not an easy job to tune or to
maintain the tension at the optimal value in practice, and the
tension may vary due to membrane relaxation or the change
of ambient temperature. The plate uses its natural bending
moment as the sole structural restoring force. Thus, both the
installation and the maintenance of the plate silencer are sim-
plified.

The use of a plate or the tensioned membrane in noise
abatement may not be new, but its use as a side-branch wave
reflector is. For example, panel absorbers were used in
broadcasting studios and other architectural practices
�Brown, 1964; Ford and McCormick, 1969; Sakagami et al.,
1996; Horoshenkov and Sakagami, 2001�; membrane ab-
sorbers were also used as a splitter silencer in the form of
arrays of Helmholtz resonators �Frommhold et al., 1994�.
However, in all these applications, the panel, or membrane,
is a component of resonator, which works for a narrow fre-
quency band, and the structural mass is a means to achieving
a low resonance frequency. For the plate silencer, the most
desirable properties of the plate are the high stiffness and low
density, which contrast with the characteristics of the exist-
ing use of plate in noise control.

In this study, the leading and trailing edges of the plate
are clamped instead of simply supported, which leads to a
fixed-end plate silencer, or clamped plate silencer. The mo-
tivation for this change is given as follows. The simply sup-
ported ends described in Huang �2006� can be easily mod-
eled in theoretical study and a model with such boundary
conditions can be conveniently analyzed as well. However, it
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is usually difficult to implement such a boundary condition
in an acoustic system, especially in a system like the plate
silencer discussed here. One reason is that the elements in
the acoustic system are usually so light in mass that the
methods to implement the simply supported ends in a real
device often result in effective clamped ends. Hence, it rep-
resents a step forward to replace the ideal simply supported
boundary conditions by a more practical one. During the
course of this study, it is found that when the bending stiff-
ness and mass distribution of the clamped plate are constant
along the length of the plate �a uniform plate, hereinafter�,
the stopband of the plate silencer turns out to be narrower
than that of a simply supported one. One qualitative expla-
nation is that the clamped-clamped boundary condition re-
duces the effective radiation length of the plate when it vi-
brates in response to the incident sound. To release the
additional restrictions caused by the clamped ends, it is pro-
posed to use a plate with variable bending stiffness and mass
distribution along the length of the plate, namely, a nonuni-
form plate. The problem of sound scattering of similar struc-
tures has been studied before. For example, Fernyhough and
Evans �1996� compared a step approximation to an exact
solution of acoustic scattering in an acoustic waveguide with
nonuniform wall impedance; Grant and Lawrie �2000� stud-
ied the acoustic scattering by a duct in which the bending
stiffness varies smoothly with distance along the plate.
Huang �2001� also presented a two-dimensional theoretical
analysis of a membrane of varying compliance in the passive
control of duct noise. As far as the current study is con-
cerned, the employment of the nonuniform plate is mainly
motivated by reducing the restrictions due to the clamped
ends and thus increasing the radiation length of the plate.
Hence, a nonuniform plate with two softer ends is preferred.

In what follows, Sec. II outlines the analytical formula-
tion for the clamped plate silencer with both uniform and
nonuniform plate. The transmission loss �TL� of the clamped
plate silencer with uniform plate is first examined and opti-
mized in Sec. III. It shows that the performance of such a
plate silencer is a little better than that of the drumlike si-
lencer of the same geometry but not as good as that of the
simply supported plate silencer. Then the optimization of the
nonuniform plate is conducted and the results show that,
with a proper distribution of bending stiffness along the
plate, the clamped nonuniform plate performs better than the
simply supported plate. In Sec. IV, the basic theoretical
model for the clamped plate silencer is validated experimen-
tally.

II. ANALYTICAL FORMULATION

A. The theoretical model

Figure 1 shows the two-dimensional configuration of a
side-branch plate silencer. It has a two dimensional duct of
height h*, with two plates �beams� flush-mounted on the
wall. The asterisks denote dimensional variables while the
corresponding dimensionless ones are introduced shortly
without asterisks. The leading and trailing edges of the two
plates are clamped to the rigid duct at the two edges of
�x* � =L* /2, respectively, and are backed by a rigid-walled

cavity of depth hc
*. The two lateral edges of the plates are set

free and the three-dimensional plate is reduced to a two-
dimensional beam. A plane incident wave comes from the
left-hand side of the duct with a unit amplitude

pi
* = exp �i��*t* − k0

*x*�� �1�

and it causes the plate to vibrate with a transverse displace-
ment of complex amplitude �*�x� and velocity V*�x� with the
same time dependence, exp �i�*t*�, which is henceforth
omitted. The vibration radiates sound and imposes a ra-
diation pressure on the plate surface. The problems of
acoustics and plate vibration are fully coupled.

Before quantifying the plate dynamics, all variables are
nondimensionalized as follows by three basic quantities, air
density �0

*, duct height h*, and speed of sound in free space
c0

*:

x =
x*

h* , y =
y*

h* , t =
c0

*t*

h* , L =
L*

h* , � =
�*

h* ,

f =
h*f*

c0
* , � = k0 = 2�f ,

�2�

p =
p*

�0
*�c0

*�2 , m =
m*

�0
*h* , T =

T*

�0
*�c0

*h*�2 ,

B =
B*

�0
*�c0

*�2�h*�3 .

Here, m is the plate-to-air mass ratio, B is the bending stiff-
ness of the plate, which may vary with x, and T is the tension
of membrane. According to the above normalization scheme,
the dimensionless first cut-on frequency of the rigid-walled
duct is f =0.5. Other variables will be explained when they
are used.

Assume that the bending stiffness B and mass ratio m
are functions of the coordinate along the plate, that is, x. The
dynamics of the lower plate vibration is governed by

�2

�x2�B�x�
�2�

�x2 � + m�x�
�2�

�t2 + �pi + �p� = 0, �3�

where pi is the dimensionless incident wave and �p= p+

− p− is the fluid loading acting on the upper �+� and lower
�−� sides of the plate induced by the plate vibration itself.
When a uniform plate is used, bending stiffness B and mass

FIG. 1. Theoretical model of sound wave reflection by two cavity-backed
plates forming part of the otherwise rigid duct walls.
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ratio m are then constant along the plate, and Eq. �3� is
simplified as

B
�4�

�x4 + m
�2�

�t2 + �pi + �p� = 0. �4�

Note that the effect of damping is excluded in the theoretical
studies since sound reflection is dominant in the plate si-
lencer. The effect of damping that necessarily exists in ex-
periment is modeled and discussed in Sec. IV.

B. Modal dynamics of the sound-plate interaction

For harmonic vibration, the plate normal vibration ve-
locity is V=�� /�t= i��. Equation �3� then becomes

1

i�
� �2

�x2�B�x�
�2V

�x2 �	 + m�x�i� · V + �pi + �p� = 0. �5�

The vibration mode shapes of a uniform clamped beam are
available in textbooks such as �Inman, 2001� and, by intro-
ducing local variable � below, it is rewritten as

� j��� = A1,je
�j� + A2,je

−�j� + A3,j sin �� j��

+ A4,j cos �� j��, � = �x/L + 1/2� , �6�

where

A1,j = 1
2 �1 − 	 j�, A2,j = 1

2 �1 + 	 j�, A3,j = 	 j, A4,j = − 1,

�7�

	 j =
cosh �� j� − cos �� j�
sinh �� j� − sin �� j�

, tan �� j� + tanh �� j� = 0.

The coupled dynamics Eq. �5� can be solved via the standard
Galerkin procedure, in which V is expanded as a series of
in vacuo modes � j��� of the clamped-clamped uniform plate
with modal amplitudes Vj:

V = 

j=1




Vj� j��� . �8�

Equation �5� is then transformed as



l=1




VlLjl + �
0

1

�pi + �p�� j��� d� = 0, �9�

where the dynamic matrix Ljl is given by

Ljl = �
0

1 � 1

i�

1

L4 �B����l
�4���� + 2B�1�����l

�3����

+ B�2�����l
�2����� + i�m����l���� j���d� . �10�

When a uniform plate is used, the dynamic matrix �Ljl� re-
duces to a diagonal matrix with element

Ljj = mi� +
B

i�
� j�

L
�4

. �11�

In order to solve Eq. �9�, the fluid loading �pi+�p� has to be
related to the modal vibration velocity amplitude Vj. In other
words, a modal impedance Zjl must be found, Zjl being de-
fined as

Zjl = �
0

1

�l����pj�x� d� , �12�

where �pj�x� is the fluid loading caused by the jth modal
vibration of unit amplitude. A detailed method of solution to
determine the modal impedance of the drumlike silencer was
given in Huang �2002�. The same procedure is followed
here. Issues unique to the current model are �1� the mode
sin �j��� is replaced by � j��� defined in Eqs. �6� and �2�
the fluid loading inside the cavity is found by the cavity
modes to simplify the formulation. As said before, pi is
the incident wave, and the fluid loading induced by the
plate vibration, �p, may be divided into two parts:

�p = p+rad − pcav, �13�

where p+rad is the radiation sound pressure in the main duct
and pcav is the pressure inside the cavity acting on the
lower plate surface. The formulation for p+rad is well
known �Doak, 1973�, and is rewritten in 2D dimensionless
form

p+rad�x,y� =
L

2 

n=0




cn�n�y��
0

1

�n�y��V�x��

��H�x − x��e−ikn�x−x�� + H�x� − x�e+ikn�x−x��� d��,

�14�

where H is the Heaviside function, cn, kn, and �n are, respec-
tively, the modal phase speed, the modal wave number, and
the modal velocity potential:

cn =
i

��n�/��2 − 1
, kn =

�

cn
, �n�y� = �2 − 0n cos �n�y�;

�15�

and 0n is the Kronecker delta. Hence, suppose the radiation
pressure caused by the jth modal vibration of unit amplitude
� j is p+rad,j. Then the modal impedance contributed by the
radiation pressure in the main duct is defined as follows,

Z+jl = �
0

1

�l���p+rad,j�x,0� d�

=
L

2 

n=0




cn�2 − 0n�

p=1

4



q=1

4

Ap,lAq,jIp,q, �16�

where Aq,j and Ap,l are the coefficients defined in Eq. �7� and
I1,1–I4,4 are given in the Appendix .

The acoustic pressure inside a lightly damped cavity can
be expressed in terms of “rigid wall” modes of the cavity
�Kuttruff, 2000�. For the two-dimensional configuration con-
sidered here, the normalized pressure inside the cavity pcav

can be written as

pcav�x,y� = 

m,n

− i��m,n�x,y�
Lhc��m,n

2 − k2 + 2i�m,n�m,nk�

��
0

1

V�x�,0��m,n�x�,0� d��, �17�

where V�x� ,0� is the normal velocity over the flexible panel,
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�m,n is the damping ratio of the �m ,n�th acoustic mode
�m,n�x ,y�, L is the length of the cavity, hc is the height of the
cavity, and �m,n is the corresponding acoustic wave number
of the �m ,n�th acoustic mode �m,n�x ,y�, with �m,n�x ,y� and
�m,n given as

�m,n�x,y� = ��2 − 0m��2 − 0n� cos �m�x

L
� cos �n�y

hc
� ,

�18�

�m,n
2 = �m�

L
�2

+ �n�

hc
�2

. �19�

Therefore, the cavity pressure caused by the jth modal vibra-
tion of unit amplitude, pcav,j�x ,y�, can be found and the cav-
ity modal impedance becomes

Zcav,jl = − �
0

1

�l���pcav,j�x,0� d�

= 

m=0






n=0



ik�2 − 0m��2 − 0n�

hc��m,n
2 − k2 + 2i�m,n�m,nk�

��

p=1

4

Ap,jIcj,p

q=1

4

Aq,lIcl,q� , �20�

where Icj,p�Icj,1–Icj,4� and Icl,q�Icl,1–Icl,4� are given in the Ap-
pendix .

With the modal impedances due to p+rad and pcav found,
the dynamics Eq. �5� becomes a set of linear equations for
the modal vibration amplitude, Vj,

�Ljl + Z+jl − Zcav,jl��Vj� = − �Ij� , �21�

where �Vj�, �Ij� are column vectors, and the modal coeffi-
cient of the incident wave, Ij, is defined as

Ij = �
0

1

pi� j��� d� . �22�

Equation �21� can be solved via the inversion of matrix. In
the actual calculation, modal truncation is necessary. The
plate modes are truncated to 25. For instance, the subscripts
of j and l in Eqs. �12�, �16�, and �20� range from 1 to 25, and
the final impedance matrix �Zjl� is then of the size 25�25.
For the duct acoustic mode �n in Eq. �14� and the cavity
acoustic mode �m,n in Eq. �17�, m and n are from 0 to 50.
Numerical results show that the number of modes is nor-
mally enough as further increase in the number does not
make significant difference for the purpose of this study.

The total sound pressure transmitted to the downstream
is found by adding the incident wave, pi, to the far-field
radiation wave, p+rad, which can be found from Eq. �14� by
taking only the plane wave mode n=0 for x�L /2,

pt = p+rad�n=0,x→+
 + pi. �23�

Similarly, the reflected wave is

pr =
p+rad�n=0,x→−


eik0x , �24�

and the TL and the sound energy reflection coefficient � are

TL = 20 log10
�pi�
�pt�

, �25�

and

� =
�pr

2�
�pi

2�
, �26�

respectively.

III. SILENCER PERFORMANCE AND ITS
OPTIMIZATION

The main objective of this study is to develop a broad-
band wave reflector, which works preferably in the low fre-
quency range. Thus, the performance of the plate silencer
can be characterized by the widest stopband that can be
achieved. Following the previous study �Huang, 2002�, the
stopband here is defined as the frequency range, f � �f1 , f2�,
in which the TL is above a criterion value, TLcr, over the
whole frequency band. As recommended in Huang �2004�,
the criterion value may be chosen as the peak TL for an
expansion chamber whose cavity volume is three times the
actual cavity volume in the silencer. For a silencer with two
cavities of depth h and length L=5h, the value can be calcu-
lated and rounded up to 10 dB. For the purpose of compari-
son with previous studies, the same configuration of cavity is
adopted in the current study, and TLcr=10 dB is chosen as
the threshold level.

A. Uniform clamped plates

The performance of a side-branch plate silencer using
uniform clamped plates is investigated. The default cavity
shape is chosen as L=5 and hc=1. For a given structure-to-
air mass ratio, m, the performance of the silencer is opti-
mized by searching for the optimal bending stiffness Bopt so
that the bandwidth is maximum by varying other parameters
such as the bending stiffness and, for the nonuniform plate
described below, the thickness distribution. Since special em-
phasis is put on the low frequency noise, the cost function
for the optimization is set as the ratio of the band limits,
f2 / f1, namely, the logarithmic bandwidth, instead of f2− f1.
Results of the performance optimization are shown in Fig. 2.

Figure 2�a� compares the overall TL of the clamped
plate silencer �solid line� with the drumlike silencer �dashed
line�. The mass ratios of the two models are both equal to 1.
For Bopt=0.0698, the lower and upper bandwidth limits of
the plate silencer are f1c=0.0445 and f2c=0.125, respec-
tively, and f2c / f1c=2.81. For the drumlike silencer with op-
timal tension Topt=0.475, the lower and upper bandwidth
limits and bandwidth are f1d=0.054, f2d=0.141, and
f2d / f1d=2.6, respectively. Clearly, with the same mass ratio
m=1, the optimal performance of the clamped plate silencer
is better than that of the drumlike silencer in terms of the
lower band limit and the achievable bandwidth. Figures
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2�b�–2�d� show the maximum bandwidth, the optimal bend-
ing stiffness, and the lower band limit as functions of m for
the clamped plate silencer. As shown in Fig. 2�b�, when the
plate mass increases, the maximum achievable bandwidth
f2 / f1 decreases gradually. When the mass ratio m reaches 3,
the maximum bandwidth is 2.1, which is still larger than one
octave. Figure 2�c� suggests that the optimal bending stiff-
ness increases with the plate mass, in much the same way as
the simply supported plate silencer �Huang, 2006�. However,
since the clamped-clamped boundary conditions at the lead-
ing and trailing edges impose additional restrictions on the
plate motion, the optimal bending stiffness required by the
clamped-clamped plate is smaller than that of the corre-
sponding simply supported plate of the same mass ratio. As
shown in Fig. 2�c�, the optimal bending stiffness for m=1 is
Bopt=0.0698. For the simply supported plate, the correspond-
ing Bopt=0.1289. When the plate mass increases, the lower
band limit f1 increases too, as shown in Fig. 2�d�. Compared
with the simply supported plate silencer, the lower band limit
f1 is a little higher when the clamped plate is adopted. This
effect is undesirable for the plate silencer designed for low-
frequency noise control. Nevertheless, the lower band limits
are still within the low frequency region. For example, when
m=3, f1=0.054. For a duct with a height of 20 cm, the di-
mensional lower band limit is f1

*=92 Hz.
Generally speaking, the performance of the clamped

plate silencer using uniform plates is good, but it is not as
attractive as that of the simply supported plate silencer. As
presented in Huang �2006�, when m=1, a simply supported
plate silencer can achieve a stopband of f2 / f1=4.25 with f1

=0.0353. For the current model the two corresponding indi-

cators are 2.81 and 0.0445. The performance degradation of
the clamped plate silencer may be attributed to the clamped
conditions applied to the leading and trailing edges of the
plate. Such a boundary condition brings additional restric-
tions to portions of the plate near the ends, which in turn
prevents the plate from vibrating and radiating reflection
sound effectively. To further increase the stopband and re-
duce the lower band limit f1, the use of a nonuniform plate
with softer ends is explored. In the next subsection, the op-
timal bending stiffness distribution along the length of the
plate is investigated, and the optimal TL is analyzed and
compared with that of the simply supported plate silencer.

B. Nonuniform plate

The so-called optimization of nonuniform distribution
B�x� is realized by choosing one shape from a set of possi-
bilities that can yield the widest stopband. When construct-
ing B�x�, the following two factors are taken into consider-
ations. First, the purpose of introducing the nonuniform plate
is to release the structural restrictions near the clamped ends;
therefore, the bending stiffness near the two ends should be
smaller than that in the middle. Second, the lower vibration
modes �especially the first two� of the plate are dominant in
the reflection of sound. Based on the above two consider-
ations, it is appropriate to construct B�x� as

B�x� = B0d�x� , �27�

where B0 is a constant ratio to be determined, and d�x�is the
shape function of the bending stiffness. One such distribution
is shown in Fig. 3�a� and is described below,

d��� = �h1 +
arctan ��1�1� + arctan ��1�� − �1��
arctan ��1�1� + arctan ��1��0 − �1��

�1 − h1� , 0 � � � �0,

h2 +
arctan ��2�1 − �2�� − arctan ��2�� − �2��
arctan ��2�1 − �2�� − arctan ��2��0 − �2��

�1 − h2� , �0 � � � 1,

�28�

FIG. 2. �Color online� Performance optimization of the
clamped plate silencer. �a� Comparison of the perfor-
mance of the plate silencer �solid curve� with drumlike
silencer �dashed curve� with the same cavity geometry
of L=5h, hc=h, and the same mass ratio of m=1. �b�
Bandwidth f2 / f1. �c� Dimensionless optimal bending
stiffness Bopt. �d� Dimensionless lower band limit f1.
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where �= �x /L+1/2�, as defined in Eq. �6�. There are seven
control parameters in the above-defined function d���,
namely, �1, �2, h1, h2, �0, �1, and �2, where �1, �2 control
the slope of the resulting curve; h1, h2 control the heights of
the curve at the two ends; and �0, �1, and �2 control the
horizontal positions of the two segments. Since B�x� plays a
more important role in the dynamics of the plate than m�x�
does, the distribution of mass ratio, m�x�, is simply taken as

m�x� = m0
�3 d�x� . �29�

The cavity geometry is still assumed to be hc=1 and L=5.
The ranges of the seven controlling parameters are h1, h2

� �0.0001, 0.2�, �1, �2� �1, 1500�, �0� �0.3, 0.6�, �1

� �0.05, 0.25�, and �2� �0.75, 0.95�. During the optimiza-
tion, the seven parameters vary step by step within the
ranges given above. The TL is calculated for each given
set of parameters, and the set of parameters that results in
the widest stopband is chosen as the optimal one. The
corresponding B�x� is then the optimal distribution of the
bending stiffness. In order to facilitate the comparison of
the TL spectrum for each B�x�, the total mass along the
plate is kept as a constant during the optimization,

�
0

L

m�x� dx = m̄L , �30�

where m̄=1 is chosen in the example given. For the nonuni-
form plate, m̄ is the average mass ratio along the length of
the plate. The maximum stopband f � �0.0343,0.2062� is
found with the following parameters:

�0 = 0.35, �1 = 0.2, �2 = 0.815, �1 = 300,

�31�
�2 = 100, h1 = h2 = 0.01.

The constant B0 is determined as 0.4935. The results of the
optimization are shown in Fig. 3.

Figure 3�a� gives the optimal distribution of the bending
stiffness along the length of the plate. Parameters h1 and h2

represent the relative bending stiffness at the two edges, and
both of them are equal to 0.01 in this case. As expected, the
two ends of the plate are much softer than the portion in the
middle and the additional restriction due to the clamped
boundary conditions is thus released. The length of the thick
portion in the middle can be roughly characterized as ��2

−�1�, which is 0.615 in this case. Suppose the plate material
is homogeneous. Such a distribution can be realized approxi-
mately by making the thickness of the plate into the shape of
�3 d�x�. Figure 3�b� shows the overall TL using a logarithmic
scale. The stopband begins from f1=0.0343 and ends at f2

=0.2063, the bandwidth being f2 / f1=6.02. Four peaks can
be observed in the stopband. Figure 3�c� shows the maxi-
mum bandwidth as a function of h1 and h2. Here, values of
other parameters given in Eq. �31� are used. A softer end can
help reduce the restriction due to the clamp condition. How-
ever, it does not follow that the softer the two ends are, the
better the performance is. As shown in Fig. 3�c�, when h1,
h2=0.01, the bandwidth reaches the maximum of 6.02. Fur-
ther decrease in h1 and h2 does not make any noticeable
improvement of the bandwidth. Figure 3�d� shows the band-
width f2 / f1 as a function of the length of the thick portion,
��2−�1�, while other parameters are kept as the optimal val-
ues given in Eq. �31�. As ��2−�1� decreases from the optimal
point, the performance drops and approaches the behavior of
a uniform plate.

Figure 4 compares the vibration velocity distribution
V�x� between the clamped nonuniform plate �solid lines� and
a simply supported plate �dashed lines� at f =0.037 �the first
peak� and f =0.2 �near the fourth peak�. The real parts are
shown in Figs. 4�a� and 4�b�. Since the plate vibrations are
almost in-phase over the entire length, the imaginary parts of
V�x� shown in Figs. 4�c� and 4�d� are almost zero. As ex-
pected, the clamped plate with softer ends responds in a
similar way to the simply supported plate, but the peaks and
troughs are much closer to the clamped ends. The effect of
this difference is as follows. The plate vibration is dominated
by a mode shape that is close to a dipolelike pattern of sound
radiation. Much of the sound radiated by the leading edge
portion of the plate with V�x��0, cf. Fig. 4�a�, is cancelled

FIG. 3. �Color online� Optimization of the nonuniform plate. �a� Optimal
distribution of the bending stiffness along the length of the plate. �b� TL. �c�
Bandwidth f2 / f1 with respect to the relative bending stiffness at the two thin
ends. �d� Bandwidth f2 / f1 with respect to the length of the thick part of the
plate. The cavity geometry is L=5h, hc=h; average mass ratio m̄�1.

FIG. 4. �Color online� Comparison of the vibration velocity distribution
V�x� between the clamped nonuniform plate �solid lines� and the simply
supported plate �dashed lines�. �a� f =0.037, real parts. �b� f =0.2, real parts.
�c� f =0.037, imaginary parts. �d� f =0.2, imaginary parts.
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by that from the trailing edge portion where V�x��0. When
f →0, this cancellation would be rather complete since the
plate length is negligible compared with the wavelength of
sound in air. The length between the peaks and troughs in
Figs. 4�a� and 4�b� thus determines the radiation efficiency of
the plate for a finite frequency. In other words, a clamped
plate with much of the length behaving like a rigid plate has
a higher capability to reflect sound, in a dipolelike mode that
is not prohibited by the cavity stiffness.

The performance of the nonuniform clamped plate si-
lencer with that of the simply supported plate is compared
and shown in Fig. 5. The cavity geometry and the mass ratio
of the two silencers are the same, namely, L=5, hc=1, and
m̄=1. The optimal bending stiffness Bopt of the simply sup-
ported plate is 0.129 �Huang, 2006�. The results for the non-
uniform plate silencer are shown in solid lines and those of
the simply supported plate silencer in dashed lines. The first
column compares the TL spectrum, odd-even modal interfer-
ence index, and reflection sound due to odd and even modes.
P1 through P4 identify the four peak positions. As shown in
Fig. 5�1a�, the performance of the clamped nonuniform plate
silencer can be even better than that of the model using sim-
ply supported uniform plates. The difference mainly comes
from the relatively high frequency region, namely, from P3
to P4. From P1 to P3, the reflection sound and odd-even
modal interference index of the two silencers are almost
identical, which results in a similar TL for the two silencers.
The second and third columns compare the modal amplitude,
�Vj�, modal reflection coefficient, �Rj�, the single mode reflec-
tion, �VjRj�, and the modal contribution, � j, of the first two
modes. Here, Rj is the complex amplitude of the reflected
sound by the induced vibration of the jth mode with unit
amplitude. To facilitate the comparison, the vibration mode
of a simply supported plate, sin �j���, is used for both si-
lencers. Hence, the expression for Rj given in Huang �2002�
still applies. The � j represents the contribution of each single
mode, denoted as Vj Rj, towards the total reflected sound pr.
When a nonuniform plate is used, the local peaks of both �1

and �2 near the first peak point P1 are pushed to lower fre-
quency, which results in a smaller lower bound f1. The high
TL between the third peak point P3 and the upper bound f2

are mainly due to the increased �V2�, �V2R2� and �2, as shown
in Figs. 5�1c�, 5�3c�, and 5�4c�. Therefore, compared with
the uniform plate, a properly designed nonuniform plate can
greatly enhance the performance of the clamped plate si-
lencer.

IV. EXPERIMENTAL VALIDATION

The main objective of the experimental study is to vali-
date the basic theoretical model established. The TL of a
prototyped clamped plate silencer was measured and com-
pared with the theoretical prediction. In doing so, a number
of issues that might complicate the task are put aside at this
stage. One of these issues is the modeling of the dynamics of
a plate of nonuniform thickness and the actual preparation of
such thickness distribution for a thin plate. The following
experiment is therefore limited to the test of a uniform plate.
The issue of structural damping is another difficult one, but it
cannot be avoided altogether. An attempt is made to simulate
the damping effect towards the end of this section.

A. Experimental rig

The TL of the plate silencer was measured by the four-
microphone, two-load method similar to the one described
by Munjal and Doige �1990�, as shown in Fig. 6. The inci-
dent noise is simulated by a loudspeaker connected to the
duct through a contraction cone. The output signal from the
DA converter �NI. PCI-M10-16E-1� was passed to the loud-
speaker via a power amplifier �B&K’s LAB Gruppen 300�.
Two pairs of 1/2-in., phase-matched microphones �B&K type
4187�, labelled as M1 through M4, were used together with
conditioning amplifier �B&K Nexus 2691�. The separation
distances between the microphones and their exact locations
are indicated in Fig. 6. Signals from the four microphones
were acquired via the AD converter �NI. PCI-4452�. Both
A/D and D/A processes were controlled by an NI Labview
program and the test was run by a loop of discrete frequen-
cies from 40 to 800 Hz with an increment of 10 Hz. Two
linearly independent experiments with different downstream
loading conditions were conducted to determine the TL of
the tested silencer. In the current study, the first downstream

FIG. 5. �Color online� Comparison of the clamped non-
uniform plate with the simply supported uniform plate
�solid lines: nonuniform plate; dashed lines: simply
supported�. The cavity geometry is L=5h, hc=h, and
the average mass ratio m̄=1. �1a� TL. �2a� Odd-even
modal interference index. �3a� Sound reflected by the
even modes. �4a� Sound reflected by the odd modes.
The second and third columns compare the modal am-
plitude,�Vj�, the modal reflection coefficient,�Rj�, the
single mode reflection,�VjRj�, and the modal contribu-
tion � j of the two plate silencers. The four peak posi-
tions are identified in all the subfigures.
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boundary condition was a simple “rigid ending.” The other
one was “absorption ending,” which was implemented by
connecting the downstream end of the duct to an absorptive
chamber.

The duct wall was made of 15-mm-thick acrylic and was
considered to be acoustically rigid. The cross-section of the
duct was 100�100 mm2. The two cavities also had a cross
section of 100�100 mm2 and the length was 500 mm. With
the geometry given, the first cut-on frequency in the rigid
duct is about 1700 Hz, which is much higher than the upper
limit of the measurement frequency range. Two pieces of
balsawood plates were installed flush with the duct wall. The
plates were 517 mm long, 102 mm wide, and 2 mm thick.
The leading and trailing edges of the plates were clamped,
and the final effective length of the plates was 500 mm. The
two lateral edges of the plates were inserted into a thin gap
between the two constituent plates of the cavity walls. The
clearance between the lateral edges of the plates and the
cavity walls was less than 0.5 mm. Such a configuration was
adopted to make sure that the plates could vibrate freely and
simulate the two-dimensional behavior of a beam while the
leakage of noise from the main duct to the cavities via the
gap was minimized.

The physical and mechanical properties of balsawood
vary greatly depending on the origin and growth conditions.
According to Chart 1 given in Ashby �2005�, the density of
balsawood ranges from 100 to 220 kg/m3, and the Young’s
modulus from 2 to 5 GPa. Since the bending stiffness of the
plate is one of the most crucial design factors, a three-point
bending test was conducted to determine it experimentally.
Figure 7�a� shows the schematic of the three-point bending
test. The sample plate was of the size 90�32�2 mm3, and
the support span L was 50 mm. An axial static testing ma-
chine was used to apply the load gradually. The relationship
between the applied load and the extension at the middle
point of the plate is shown in Fig. 7�b�. The response of the
plate was rather linear as the extension increases from 0 to
1.5 mm. Hence, the measured data within this region were
used to find the Young’s modulus. For a simply supported
beam given in this test, the extension at the middle point and
the applied load should satisfy the relationship

y =
FL3

48EI
, �32�

where y is the extension, F is the load applied, E is the
Young’s modulus, and I is the second moment of inertia.
According to Fig. 7�b�, the Young’s modulus E can be esti-
mated as 2.6 GPa. The measured density of the balsa wood
plate was 208 kg/m3. Therefore, the dimensionless bend-
ing stiffness and mass ratio of the plate in the silencer can
be calculated by the scheme described in Eq. �2�, and the
final results are B=0.0123 and m=3.4.

Before measuring the TL of the plate silencer, the TL of
the whole measurement system without the balsawood plates
was first measured. This measurement serves two purposes.
One is to calibrate the measurement system, and the other is
to check the damping level of the duct and the cavity. The TL
spectrum, the energy absorption coefficient �, and the energy
reflection coefficient � were measured and compared with
the theoretical predictions in Fig. 8. With the plate absent,
the plate silencer became a rectangular expansion chamber.
The theoretical results were obtained by assuming both the
mass ratio and bending stiffness to be zero. Figure 8�a� indi-
cates that the measured TL �the line with open circles� com-
pares with the theoretical solution well on the whole, except

FIG. 6. The four-microphone, two-
load measurement system �dimensions
in mm�.

FIG. 7. Three-point bending test of the balsawood plate. �a� Schematic of
the bending test. �b� Load versus extension at the middle point.
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that the measured TL is 0.5 dB higher than the prediction.
The discrepancy is mainly due to the energy dissipation
mechanisms, which are necessarily present in the rig but ex-
cluded in the theory. As shown in Fig. 8�b�, the overall en-
ergy absorption coefficient of the expansion chamber is
around 0.1. The possible damping mechanism includes the
cavity damping, wall vibration, etc.

B. Results analysis

The TL and the corresponding energy reflection coeffi-
cient � of the tested plate silencer were first calculated using
the parameters found in the last section �B=0.0123, m=3.4�.
The predicted results are shown in Figs. 9�a� and 9�c� in
solid curves. Since the damping effect was not considered in
the theoretical model, the predicted absorption coefficient
was zero. The frequency positions of the six predicted peaks
in Fig. 9�a� are 54, 109, 224, 306, 415, and 727 Hz. Because
the bending stiffness of the plate used is much smaller than
the optimal one �see Fig. 2�c��, the TL between the first and

second peaks is low, and the widest stopband begins from
218 Hz and ends at 318 Hz, consisting of the third and fourth
peaks, but it suffices to serve the objective of model valida-
tion. Note that the balsawood used here is relatively heavy
and soft in the whole range of balsawood available. For bet-
ter performance of the plate silencer, a lighter and stiffer
balsawood may be used.

Figure 9�a� compares the measured TL �solid curves
with open circles� with the predicted one. Evidently, the
spectral peaks and the overall spectral shapes of the mea-
sured TL match those of the theoretical results. This means
that the basic theoretical model is correct for the experimen-
tal rig. However, the predicted TL curve has sharp peaks
while that from the experiment is quite smooth. This, again,
implies significant energy dissipation mechanisms in the ex-
perimental rig, which are excluded in the theoretical model.
As shown in Fig. 9�b�, the measured absorption coefficient �
ranges from 0.15 to 0.5 in the low frequency region �say,
below 400 Hz� and from 0.3 to 0.8 in the relative high fre-
quency region �above 400 Hz�. Note that the sound absorp-
tion coefficient is only around 0.1 when the balsawood plates
are absent. It is reasonable to assume that the main energy
dissipation mechanism in the plate silencer is the structural
damping in the plate. Figure 9�c� compares the energy reflec-
tion coefficient �. Obviously, the level of the measured re-
flection coefficient is lower than prediction. One explanation
for this phenomenon is that the structural damping reduces
the vibration level of the balsawood plates, which in turn
results in a lower level of sound reflection. On the other
hand, the existence of sound absorption also lowers the
chances of the incident noise being reflected. Nevertheless,
comparison between Figs. 9�b� and 9�c� shows that the
mechanism of sound reflection still dominates over the sound
absorption in the low frequency range. To summarize, the
experimental results are in agreement with the theoretical
prediction, but the damping effect, which is excluded previ-
ously, should be considered in the theoretical model to better
represent the real physics behind the plate silencer.

The damping effect is now considered in the theoretical
model by the Rayleigh damping model, and the coupled dy-
namics Eq. �3� becomes, for harmonic vibration of time de-
pendence ei�t,

�2

�x2�B�x�
�2�

�x2 ��1 + i	s� + m�x�
�2�

�t2 �1 − i	m� + �pi + �p� = 0,

�33�

where 	s and 	m are, respectively, the stiffness and mass
damping coefficients.Two cases with different damping co-
efficients are investigated. In the first case, 	m=0.15 and
	s=0. The TL, absorption coefficient, and reflection coef-
ficient are shown in Figs. 10�1a�–10�1c�, respectively. It
can be observed that the experimental data are in good
agreement with the theoretical results when the frequency
is below 360 Hz. However, the absorption coefficient is
underestimated in high frequency. In the other case, the
damping coefficients are chosen as 	m=	s= 0.05, and the
results are shown in Figs. 10�2a�–10�2c�. With such a
combination of 	m and 	s, the measured TL, absorption

FIG. 8. �Color online� Comparison of the measured data �with open circles�
with theoretical solution �without open circles� for the expansion chamber.
�a� TL. �b� The absorption coefficient �. �c� The reflection coefficient �.

FIG. 9. �Color online� Comparison of experimental data �solid curves with
open circles� with theoretical solution �solid curves without open circles�.
�a� TL. �b� The absorption coefficient �. �c� The reflection coefficient �. The
dimensionless bending stiffness B=0.0123, the mass ratio m=3.4.
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coefficient, and reflection coefficient are all in agreement
with the theoretical results on the whole. But in the fre-
quency range of 240 to 300 Hz, the reflection coefficient
is overestimated slightly. Since low frequency noise is of
major interest in this study, the first damping model may
be more suitable for design purposes.

V. CONCLUSIONS

It is easy to realize a side-branch plate silencer with the
plate clamped at both the leading and trailing edges in prac-
tice. Theoretical study reveals that such a plate silencer can
function effectively as a low frequency wave reflector over a
broad frequency band. When uniform plates are used, a stop-
band above one octave can be achieved if the plate-to-air
mass ratio is less than 3.5. The performance of the clamped
plate silencer can be further enhanced by using plates with
softer ends. Optimization study shows that, with a proper
distribution of the bending stiffness along the plate, the wid-
est stopband of the clamped plate silencer may be up to
f2 / f1=6.0 for a mass ratio of m=1, which is even wider than
that of a simply supported plate silencer.

When excited by the incident wave, the clamped non-
uniform plate responds in a similar way to the simply sup-
ported plate, but the displacement peaks and troughs are
much closer to the clamped ends. The extended length be-
tween the peaks and troughs makes the nonuniform plate

more capable of reflecting sound in a dipolelike mode, which
is not prohibited by the cavity. Comparison of the modal
reflections between the clamped nonuniform plate and the
simply supported plate shows that the second in vacuo plate
mode contributes most to the expansion of the stopband of
the nonuniform plate silencer, especially in the high fre-
quency region, which, to some extent, conforms to the above
explanation.

Experimental study demonstrated that the basic model of
the clamped plate silencer is correct. The spectral peaks and
the shapes of the measured TL are in agreement with those
calculated theoretically. In the low frequency range, say, be-
low 400 Hz, the sound reflection still dominates over the
sound energy dissipation. Significant sound absorption exists
in the plate silencer, especially at high frequencies. A Ray-
leigh damping model is adopted to represent the plate damp-
ing in the testing rig. Results show that with a proper com-
bination of mass and stiffness damping coefficients, the
simulated damping effect is in close agreement with the ex-
perimental data.
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APPENDIX: RESULTS OF Ip,q, Icj,p, AND Icl,q

When j� l, 9 out of the 16 components of Ip,q�I1,1� I4,4� are given below:

I1,1 =
2iknL�1 − e�j+�l�

�� j
2 + �knL�2��� j + �l�

−
e�l−iknL − 1

�� j + iknL���l − iknL�
+

e�j+�l − e�j−iknL

�� j − iknL���l + iknL�
, �A1�

I1,3 =
� j�e�l−iknL − 1�

��l − iknL��� j
2 − �knL�2�

+
2iknL���l sin � j − � j cos � j�e�l + � j�

�� j
2 + �l

2��� j
2 − �knL�2�

−
�e�l − e−iknL��iknL sin � j + � j cos � j�

��l + iknL��� j
2 − �knL�2�

, �A2�

FIG. 10. �Color online� Modeling of plate damping
mechanisms with two set of damping factors. �1a� and
�1b�, and �1c� show the results with 	m=0.15, 	s=0.
�2a�, �2b�, and �2c� are the results with 	m=0.05, 	s

=0.05.
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I1,4 =
2iknL

� j
2 − �knL�2� �� j sin � j + �l cos � j�e�l − �l

� j
2 + �l

2 −
e�l−iknL − 1

2��l − iknL�	 +
�e�l − e−iknL��� j sin � j − iknL cos � j�

��l + iknL��� j
2 − �knL�2�

, �A3�

I3,1 =
2iknL���l cos �l − � j sin �l�e�j − �l�

�� j
2 + �l

2��� j
2 + �knL�2�

+
�iknL sin �l − �l cos �l�e�j + �le

�j−iknL

�� j − iknL���l
2 − �knL�2�

−
�l − �iknL sin �l + �l cos �l�e−iknL

�� j + iknL���l
2 − �knL�2�

,

�A4�

I3,3 =
� j��l − �iknL sin �l + �l cos �l�e−iknL�

�� j
2 − �knL�2���l

2 − �knL�2�
+

iknL

� j
2 − �knL�2� sin �� j − �l�

� j − �l
−

sin �� j + �l�
� j + �l

	
−

�iknL sin � j + � jcos � j���iknL sin �l − �l cos �l� + �le
−iknL�

�� j
2 − �knL�2���l

2 − �knL�2�
, �A5�

I3,4 =
iknL��iknL sin �l + �l cos �l�e−iknL − �l�

�� j
2 − �knL�2���l

2 − �knL�2�
+

iknL

� j
2 − �knL�2�1 − cos �� j + �l�

� j + �l
−

1 − cos �� j − �l�
� j − �l

	
+

�� j sin � j − iknL cos � j���iknL sin �l − �l cos �l� + �le
−iknL�

�� j
2 − �knL�2���l

2 − �knL�2�
, �A6�

I4,1 =
��l sin �l + iknL cos �l�e�j − iknLe�j−iknL

�� j − iknL���l
2 − �knL�2�

−
��l sin �l − iknL cos �l�e−iknL + iknL
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2iknL

� j
2 + �knL�2
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� j
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2 	 , �A7�
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+
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−
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I4,4 =
�� j sin � j − iknL cos � j����l sin �l + iknL cos �l� − iknLe−iknL�
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+

iknL

� j
2 − �knL�2� sin �� j + �l�
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+

sin �� j − �l�
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−

iknL���l sin �l − iknL cos �l�e−iknL + iknL�
�� j

2 − �knL�2���l
2 − �knL�2�

. �A9�

The remaining seven components are determined based on
the above results. I1,2 is obtained by replacing � j with
�−� j� in Eq. �A1�; I2,1 is obtained by replacing �l with
�−�l� in Eq. �A1�; I2,2 is obtained by replacing � j and �l with
�−� j� and �−�l�, respectively, in Eq. �A1�; I2,3 is obtained by
replacing �l with �−�l� in Eq. �A2�; I2,4 is obtained by re-
placing �l with �−�l� in Eq. �A3�; I3,2 is obtained by replac-
ing � j with �−� j� in Eq. �A4�; and I4,2 is obtained by replac-
ing � j with �−� j� in Eq. �A7�.When j= l, four items in Eqs.
�A1�–�A9� become 0/0 type and should be replaced by the
finite values given below:

1 − e�l−�j

� j − �l
= 1,

e�j−�l − 1

� j − �l
= 1,

�A10�
sin �� j − �l�

� j − �l
= 1,

1 − cos �� j − �l�
� j − �l

= 0.

Note that for frequency below the first cut-on of the duct,
only the plane wave mode, n�0, has real wave number k0,
and there are chances that k0L→� j and/or �l. In such case,
some items in Eqs. �A1�–�A9� will also become 0/0 type.
This problem can be avoided numerically easily, hence, it is
not addressed here.

The Icj,p, and Icl,q �p,q from 1 to 4� are given below:

Icj,1 =
� j�cos �m��e�j − 1�

� j
2 + �m��2 , Icj,2 =

� j�1 − cos �m��e−�j�
� j

2 + �m��2 ,

Icj,3 =
� j�1 − cos �� j + m���

� j
2 − �m��2 , Icj,4 =

� j sin �� j + m��
� j

2 − �m��2 ,

Icl,1 =
�l�cos �m��e�l − 1�

�l
2 + �m��2 , Icl,2 =

�l�1 − cos �m��e−�l�
�l

2 + �m��2 ,
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Icl,3 =
�l�1 − cos ��l + m���

�l
2 − �m��2 , Icl,4 =

�l sin ��l + m��
�l

2 − �m��2 .
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The purpose of this paper is to study the acoustic behavior of highly heterogeneous, low density
porous structures having a complex pore size distribution using two distinct theoretical approaches.
The first approach requires the direct numerical integration of the Biot viscosity correction function.
The main requirement here is a knowledge of the probability density function of the pore size, which
can be achieved by an optical pore-counting technique. The fact that the observed pore size
distribution in these materials could be distinctively split into two parts suggested the use of the
second approach based upon the double-porosity theory by Olny and Boutin �J. Acoust. Soc. Am.
114�1�, 73–89 �2003��. The latter approach assumes a low permeability contrast between the two
porous scales so that the acoustic properties could be estimated using the semi-phenomenological
models of Johnson and Lafarge for the viscous and thermal dynamic permeabilities. Numerical
results predicted by the two models are then compared with impedance tube experimental data
showing good accuracy of the selected prediction methods. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2427114�
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I. INTRODUCTION

There is an increasing demand for acoustic materials
that are sustainable from environmental and economic points
of view. This is the “driving force” for the development of
new poroelastic materials from industrial and domestic poly-
meric waste. Traditional solutions based on virgin materials
can be replaced with alternative sustainable products that of-
fer equivalent or superior acoustic performance. The success
of this work depends heavily on our understanding of acous-
tic wave propagation in heterogeneous porous media and on
the availability of accurate prediction tools for engineering
optimization.

Considerable heterogeneity frequently occurs in porous
media manufactured by consolidating particles with widely
different geometries and dimensions. In the present study,
this is achieved through an optimization of the process pa-
rameters of a cold extrusion manufacturing method devel-
oped by Khan et al.1 An analysis of the experimental data
suggests that the observed high acoustic absorption perfor-
mance of these products is largely attributable to their highly
heterogeneous structure1 with a broad, complex pore size
distribution. Although analytical approximations are avail-
able for predicting the acoustical properties of porous mate-
rials with a log-normal pore size distribution,2 the pore size
distributions in the materials of interest are far from log-
normal. Two distinct approaches were chosen to deal with
this problem. The first, which will be called the arbitrary

pore size distribution �APSD� method, is based on the nu-
merical integration of the viscosity correction function for
known pore size distribution data.3 We use the term “arbi-
trary pore size distribution” to denote a pore size distribution
that cannot be described by a simple analytical function. The
second approach, called the double porosity �DP� model, is
based on the fact that the observed pore size distributions can
be split into two distinct regions, one around 10−4 m �the
so-called “microscale”� and the other around 10−3 m �the so-
called “mesoscale”�, suggesting that wave propagation could
be analogous to that observed in a double porosity medium
with low permeability contrast.4 Finally, the predictions by
these two models are validated against the experimental data
measured using the standard standing wave apparatus.5

II. HIGHLY HETEROGENEOUS EXTRUDED
MATERIALS

A controlled cold extrusion process was employed to
manufacture the samples. A thorough description of the pro-
cess has been provided by Khan et al.1 The technique,
widely used in polymer production, was tailored to mix poly-
mer grains and fibers, reclaimed from textile waste, with a
binder and water in controlled proportions. The fiber/grain
mass content was kept constant for all the samples �60% of
grains, 40% of fibers� without the loss in the acoustic absorp-
tion performance. A diphenylmethane diisocyanate �MDI�
binder was chosen to create bonds between the granular and
fibrous parts and, at the same time, react with water produc-
ing carbon dioxide. The structure of the bonded grains and
fibers may be considered responsible for the lower pore
sizes, while the CO2 bubble coarsening accounts for the big-

a�Electronic mail: pispola.unipg@ciriaf.it
b�Electronic mail: k.horoshenkov@bradford.ac.uk
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ger pores �see Fig. 1�. It was observed that an increase of the
water/binder ratio gave rise to a wider pore size distribution
and raised the probability density of the larger pores.

After an appropriate curing time, the samples were op-
tically analyzed through a microscope employing a “pore-
counting” technique in order to estimate their porosities and
probability density functions �PDFs� of pore size1 �see Fig.
2�. Three materials were manufactured with different water/
binder ratios. Five images per each material were analyzed
by fitting circles to each pore to determine its size: the “ef-
fective radius” of the pore is that of a circle with an area
equivalent to the actual area of the pore. The nonacoustical
macroscopic parameters, the flow resistivity, porosity, and
tortuosity, were estimated with standard testing methods6 and
their values are summarized in Table I. Specifically, the
method of the ultrasonic time of flight was adopted to deter-
mine the tortuosity. Finally, the characteristic impedance and
complex wave number were measured using a four-
microphone impedance tube �diameter 29 mm, overall length
from source to acoustic termination 950 mm� and the
transfer-matrix method proposed by Song et al.5 in the fre-
quency range of 200–6400 Hz.

III. MODELING MEDIA WITH COMPLEX PORE SIZE
DISTRIBUTION

A. Arbitrary pore size distribution approach

The viscosity correction function, originally introduced
by Biot,7 is the ratio of the average viscous friction force on
the capillary walls per unit bulk volume to the average seep-
age velocity per unit bulk cross-sectional area and measures
the deviation from the Poiseuille flow friction. For a porous
material modeled as a stack of circular cylindrical pores of
radius s with probability density function e�s�, the viscosity
correction function F is given by the following expression2

F��� =
1

4

�
0

�

�T���e�s�ds

�
0

�

�1 − 2�−1T����e�s�ds

, T��� =
I1���
I0���

,

�1�

� = s���0

�
,

where I1 and I0 are the modified Bessel functions �of the first
kind� of the first- and zeroth-order, respectively, �0 is the
equilibrium density of air, and � the dynamic viscosity of air.
The sign convention e−j�t has here been adopted, � being the
angular frequency. The estimation of the viscosity correction
function through a direct numerical integration approach
only requires data on the probability density function of the

FIG. 1. Micrograph of material ES02 �see Table I�.

FIG. 2. Probability density functions of the pore size: �a� sample ES01, �b�
sample ES02, and �c� sample ES03.
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pore size distribution.3 The complex dynamic density �b and
complex dynamic compressibility Cb are then computed by
the following relations, provided that the porosity, �, flow
resistivity, �, and tortuosity, q2=��, of the material are
known:

�b��� =
q2

�
��0 −

��

j�q2F���� , �2�

Cb��� =
�

	P0
�	 −

	 − 1

�1 − ���/j�q2�0Pr��F��Pr�� , �3�

where 	 is the ratio of specific heats, P0 is the ambient
atmospheric pressure, and Pr is the Prandtl number. Finally,
the dynamic density and the complex compressibility can be
used to compute the normalized characteristic impedance zc,
the complex wave number kc, and the normalized surface
impedance zs for a hard-backed sample of thickness d:

zc =
1

�0c
� �b

Cb
, �4�

kc = ���bCb, �5�

zs = zc coth�− jkcd� , �6�

where c is the sound speed in air.

B. Double porosity approach

The general double porosity theory developed by Olny
and Boutin4 can be employed to model the acoustic behavior
of materials with two distinct pore scales: meso-porous scale,
lp, and micro-porous scale, lm. We adopt the subscripts p, m,
db to denote the quantities related to meso-pores, micro-
pores, and the multi-scale medium, respectively.

The following assumptions were made in order to facili-
tate this approach;

�a� There is low permeability contrast,4 i.e., there is a low
ratio �lp / lm� between the characteristic dimensions of the
meso- and micro-porous parts of the medium;
�b� Macroscopic nonacoustical quantities can be used to
characterize the micro- and meso-porous parts.

From a close examination of the optical analysis PDF data1

for the pore size distribution in materials ES02 and ES03
�see Fig. 2�, it can be argued that there is a middle region of
pore sizes for which the value of the PDF is relatively small,
i.e., the region between 0.5 and 1 mm for sample ES02 and
the region between 1 and 1.5 mm for sample ES03. This
region was then considered as the separating limit between
the micro- and meso-pores so that the ratio between the char-
acteristic dimensions of the meso- and micro-porous parts
was set to lp / lm	10. In this case assumption �a� is fully
valid. It was not possible to clearly discriminate the pore size
limits for sample ES01 �see Fig. 2�a��. However, by compari-
son with the other two materials, this porous structure can be
considered as a limiting case with a very low proportion of
meso-pores.

PDF data can, in principle, be used to determine the
macroscopic values of the porosity, tortuosity, and flow re-
sistivity. According to the expressions presented in the work
by Olny and Boutin,4 the porosities can be computed by the
aforementioned optical technique by which the overall areas
attributed to the micro- and the meso-pores can be discrimi-
nated. Denoting the areas of sample occupied by micro- and
meso-pores Afm and Afp, respectively, and employing Eq.
�14� in Ref. 4 we obtain

�db = �p + �m�1 − �p� =
Afp

A
+ �1 −

Afp

A
� Afm

�A − Afp�
, �7�

where A is the total area of the sample surface.
In determining the flow resistivity �, it is possible to

consider the micro- and meso-pores as tubes acting in
parallel.4 Therefore, according to Eq. �84� in Ref. 4,

1

�db
= 
 �1 − �p�

�m
+

1

�p
� . �8�

A rough estimation of the flow resistivity of the micro-
porous media could be obtained from the following �see exp.
�3.61� in Ref. 8�:

TABLE I. Nonacoustical properties of the tested samples.

Sample �designation� ES01 ES02 ES03

Flow resistivity, �db �Pa s m−2� 6500 4000 1300
Open porosity, �db 0.81 0.81 0.80

Tortuosity, qdb 1.58 1.73 1.26
Bulk density �kg m−3� 124 96 82
Plate thickness, d �m� 0.0425 0.038 0.036

Flow resistivity of the microscale,
�m �Pa s m−2�

25000 25000 20000

Open porosity of the microscale, �m,
within the pore size range

�smin,smax �mm�

0.70
�0.04, 1.64

0.23
�0.04, 0.65

0.14
�0.04, 0.82

Open porosity of the mesoscale, �p,
within the pore size range

�smin,smax �mm�

0.36
�1.91, 3.83

0.75
�1.12, 2.82

0.77
�1.41, 4.14
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�m =
8�qm

2

�sm�2�m
, �sm�2 � �

smin

smax

sm
2 e�sm�ds , �9�

where �sm� is the mean micro-pore size calculated from the
PDF of the micro-pores within the effective pore size range,
�smin,smax.

In the case of materials with a structure similar to that
shown in Fig. 1 it is difficult to determine the separate values
of the tortuosity in the mixed meso- and micro-pores. As a
first approximation, the tortuosity can be considered to be
equal at the scales of both the meso- and micro-pores. Such
an assumption is justified by assuming that both the micro-
and meso-pores are the consequence of the same process of
gas release, bubble formation, and collapse.

The semi-phenomenological models of Johnson et al.9

and Lafarge et al.10 were adopted to estimate the viscous and
thermal dynamic permeabilities, 
 and �, respectively, i.e.,


i��� = 
i�0���1 − j
Mi

2

�

��,i
�1/2

− j
�

��,i
�−1

,

�10�

��,i =
��i

�0qi
2
i�0�

�i = m,p� ,

�i��� = �i�0���1 − j
Mi�

2

�

�t,i
�1/2

− j
�

�t,i
�−1

,

�11�

�i�0� =
qi

2
i�0�
Cp�

�i = m,p� ,

where  is the thermal conductivity of air, Cp is the specific
heat of air at constant pressure, and 
i �0� and �i �0� are the
viscous and thermal static permeabilities, respectively. As a
first approximation, it was assumed that the thermal charac-
teristic frequencies �t,i matched their viscous counterparts
��,i and that the dimensionless shape factors M and M� were
unity in order to avoid the ambiguity in defining the thermal
static permeability. The complex dynamic density, �db, and
complex dynamic compressibility, Cdb, of the double poros-
ity medium were then computed through the expression sug-
gested by Olny and Boutin �see Eqs. �85� and �80� in Ref. 4�:

�db��� = j
�

�
„�1 − �p�
m��� + 
p���…−1, �12�

Ki��� =
	P0

�i
�	 + j�	 − 1�

�i���
�t

2�i
�−1

,

�13�

�t
2 =



�0Cp�
�i = m,p� ,

Cdb��� = � �1 − �p�
Km���

+
1

Kp���
� , �14�

where �t is the thermal skin depth. Characteristic and surface
impedances, together with the complex wave number, can
then be calculated using Eqs. �4�–�6�.

IV. RESULTS

In Figs. 3–5, comparisons between experimental data
and theoretical predictions are reported for the three tested
samples in terms of the characteristic impedance and com-
plex wave number. These properties are fundamental and, if
accurately modeled by the adopted methods, can be used to
predict the absorption coefficient of a material layer of any
arbitrary thickness and with any boundary conditions at the
back.

The data presented in Figs. 3–5 show that some discrep-
ancies between the experimental and the predicted values of
the characteristic impedance are noticeable in the high fre-
quency range. This could be attributed to the rather limited
ratio between the wavelength and the characteristic size of
the heterogeneities at the higher frequencies and to the cir-
cumferential gap effect.11 The pore size ranges, �smin,smax,
in which the nonacoustic parameters were determined for
meso- and micro-pores in materials ES01–ES03 are listed in
Table I. It must be noticed that the choice of such ranges for
samples ES02 and ES03 was essentially qualitative, deter-
mining a sensible boundary from the observed PDFs, which
ensured a proper scale separation. It is evident that the ap-
proaches used have similar predictive capabilities despite the
somewhat arbitrary method used by the authors to estimate

FIG. 3. Comparison between the experimental data �four-microphone im-
pedance tube� and the theoretical predictions �APSD and DP models� for
sample ES01: �a� normalized characteristic impedance and �b� complex
wave number.
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the nonacoustical properties of the microscale for the DP
model. The results demonstrate that highly heterogeneous
materials with low permeability contrast �lp / lm	10� can be
modeled reliably using either of the two models. Specifically,
the Olny-Boutin approach4 can be based upon the viscous
characteristic frequency formulation proposed by Johnson et
al.9 In this case, full coupling between the oscillatory flows
in the pores of the two different scales is assumed. This
degree of coupling can be described using either expressions
�80� and �85� in Ref. 4 or the APSD model based on the pore
size distribution data.3 Neither of these two models relies
upon the characteristic length data, which can be difficult or
impossible to estimate and relate to the specific micro-
structural pore geometry.

V. CONCLUSIONS

Two distinct methodologies were applied for modeling
materials with a broad, complex pore size distribution, which
were manufactured through a recently developed mixing and
binding process �cold extrusion� of polymer grains and fi-
bers. Both the methods produce accurate predictions of the
acoustic behavior while being suitable for different purposes.
The arbitrary pore size distribution technique requires a

knowledge of the pore size probability density function,
which is determined objectively using an optical pore-
counting technique. Thus, this approach may be appropriate
for a detailed material optimization in which a unique link
between the material microstructure and the resultant acous-
tic performance can be established. On the other hand, a
semi-phenomenological approach requiring only macro-
scopic quantities, such as pore permeabilities, could be more
easily correlated to the manufacturing process parameters,
but may not provide a unique link between the observed
acoustic performance and the actual material microstructure
�i.e. see Fig. 16 of Ref. 12�. The scale separation observed in
the pores of the tested samples �lp / lm	10� means that it is
possible to describe the wave propagation in terms of that
occurring in a double porosity medium. Apart from the mea-
sured nonacoustical properties of the multi-scale medium,
the double porosity model requires an estimation of the prop-
erties of either the micro- or meso-porosity. The estimation
of these quantities was achieved in this case from the pore
size distribution. Further work is needed to relate more rig-
orously the pore size distribution data and the fundamental
nonacoustic characteristics of micro- and meso-pores.

FIG. 4. Comparison between the experimental data �four-microphone im-
pedance tube� and the theoretical predictions �APSD and DP models� for
sample ES02: �a� normalized characteristic impedance and �b� complex
wave number.

FIG. 5. Comparison between the experimental data �four-microphone im-
pedance tube� and the theoretical predictions �APSD and DP models� for
sample ES03: �a� normalized characteristic impedance and �b� complex
wave number.

J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Pispola et al.: Modeling highly heterogeneous porous media 965



1A. Khan, K. V. Horoshenkov, and H. Benkreira, “Controlled extrusion of
porous media for acoustic applications,” on the CD-ROM: Lyon, Decem-
ber 7–9 2005, Symposium on the Acoustics of Poro-Elastic Media
(SAPEM 2005), available from Laboratoire des Sciences de l’Habitat, EN-
TPE �Ecole Nationale des Travaux Publics de l’Etat�, 2 rue Maurice Au-
din, 69518 Vaulx-en-Velin Cedex, France.

2K. V. Horoshenkov, K. Attenborough, and S. N. Chandler-Wilde, “Padé
approximants for the acoustical properties of rigid framed porous media
with pore size distributions,” J. Acoust. Soc. Am. 104�3�, 1198–1209
�1998�.

3K. V. Horoshenkov, I. Rushforth, and M. J. Swift, “Acoustic Properties of
Granular Materials with Complex Pore Size Distribution,” on the CD-
ROM: Kyoto, April 4–9 2004, The 18th Int. Congress on Acoustics (ICA
2004), available from The Acoustical Society of Japan, Vol. II, pp. 1211–
1214.

4X. Olny and C. Boutin, “Acoustic wave propagation in double porosity
media,” J. Acoust. Soc. Am. 114�1�, 73–89 �2003�.

5B. H. Song and J. S. Bolton, “A transfer-matrix approach for estimating
the characteristic impedance and wave numbers of limp and rigid porous
materials,” J. Acoust. Soc. Am. 107�3�, 1131–1152 �2000�.

6K. V. Horoshenkov, “Characterisation of acoustic porous materials—
Tyndall Medal paper,” on the CD-ROM: Southampton, UK, 3–4 April
2006, Proc. Spring Conference 2006, available from the Institute of
Acoustics.

7M. A. Biot, “Theory of propagation of elastic waves in a fluid-saturated
porous solid, Part II: Higher frequency range,” J. Acoust. Soc. Am. 28,
179–191 �1956�.

8K. V. Horoshenkov, “Control of traffic noise in city streets,” Ph.D. thesis,
University of Bradford, Bradford, UK, December 1996.

9D. L. Johnson, J. Koplik, and R. Dashen, “Theory of dynamic permeabil-
ity and tortuosity in fluid-saturated porous media,” J. Fluid Mech. 176,
379–402 �1987�.

10D. Lafarge, P. Lemarinier, J. F. Allard, and V. Tarnow, “Dynamic com-
pressibility of air in porous structures at audible frequencies,” J. Acoust.
Soc. Am. 102�4�, 1995–2006 �1997�.

11D. Pilon, R. Panneton, and F. Sgard, “Behavioral criterion quantifying the
effects of circumferential air gaps on porous materials in the standing
wave tube,” J. Acoust. Soc. Am. 116�1�, 344–356 �2004�.

12C. Zwikker and C. W. Kosten, Sound Absorbing Materials �Elsevier, Am-
sterdam, 1949�, p. 21.

966 J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Pispola et al.: Modeling highly heterogeneous porous media



Source characterization of a subsonic jet by using near-field
acoustical holography
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In the present study, patch near-field acoustical holography was used in conjunction with a
multireference, cross-spectral sound pressure measurement to visualize the sound field emitted by a
subsonic jet and to predict its farfield radiation pattern. A strategy for microphone array design is
described that accounts for the low spatial coherence of aeroacoustic sources and for microphone
self-noise resulting from entrained flow near the jet. In the experiments, a 0.8-cm-diameter burner
was used to produce a subsonic, turbulent jet with a Mach number of 0.26. Six fixed, linear arrays
holding eight reference microphones apiece were disposed circumferentially around the jet, and a
circular array holding sixteen, equally spaced field microphones was traversed along the jet axis to
measure the sound field on a 30-cm-diameter cylindrical surface enclosing the jet. The results
revealed that the jet could be modeled as a combination of eleven uncorrelated dipole-, quadrupole-,
and octupole-like sources, and the contribution of each source type to the total radiated sound power
could be identified. Both the total sound field reconstructed in a three-dimensional space and the
farfield radiation directivity obtained by using the latter model were successfully validated by
comparisons to directly measured results. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2404626�

PACS number�s�: 43.60.Sx, 43.28.Ra �EGW� Pages: 967–977

I. INTRODUCTION

The term “jet noise” is often used to describe the total
sound radiated from aircraft exhaust systems. Among the
various source components of jet noise, that related to turbu-
lent mixing of the jet exhaust with the ambient fluid �thus,
referred to as “jet mixing noise”� is considered to be the most
fundamental. In the early 1950s, Lighthill showed, in his
theory referred to as “Lighthill’s acoustic analogy,” that jet
mixing noise is generated in a free jet by the action of the
fluctuating Reynolds shear stress, and that the sound genera-
tion process can be modeled in terms of a volume distribu-
tion of equivalent acoustic sources �i.e., a collection of el-
emental quadrupole sources� that are assumed to be
embedded in a uniform medium at rest.1,2 Related work was
performed by Powell: In his “vortex sound theory,”3 quadru-
pole sound radiation in the farfield was explained by the
leapfogging of vortex rings.4

Various computational methods have been developed for
the prediction of jet noise, e.g., the linearized Euler
equations,5 k-epsilon modeling,6 direct numerical
simulation,7 large eddy simulation,8 and so on. These meth-
ods allow, in principle, all flow quantities of interest to be
computed, but are so computationally expensive even for
moderate Reynolds number flows that only relatively short-
time-period simulations are possible; that in turn hampers the
application of the usual Fourier analysis and time-averaging

methods required to obtain robust spectral estimates, with the
result that making meaningful comparisons with experimen-
tal data is difficult.

Experimental approaches have also been used to attempt
to measure the turbulence statistics associated with Light-
hill’s theory. At an early stage, hot-wire anemometers were
used for measuring turbulence,9 but, due to their fragile na-
ture, applications were restricted to low Mach number flows
and low temperature jets. To overcome this problem, particle
image velocimetry, a nonintrusive measurement technique
based on the use of optical measurement tools, has been
developed.10,11

When focusing directly on the sound emitted by a jet, jet
noise source localization in terms of explicit or implicit el-
emental sources has been performed by using various types
of one-dimensional farfield arrays, e.g., the acoustic
mirror,12,13 the acoustic telescope,12,14 and the polar correla-
tion technique.12,15 The use of one- or two-dimensional
phased arrays, based on beamforming, have also been ex-
plored for jet noise source localization and in wind tunnel
measurements.16–21 The latter method allows the source
probability distribution to be mapped. However, when ap-
plied to the visualization of jet noise, conventional beam-
forming techniques can result in significant errors since far-
field array methods are best suited to spatially well-separated
sources, and since their accuracy is degraded by refraction
and Doppler effects. To address the latter problems, new
beamforming algorithms have been proposed.22,23

However, the array-based methods just mentioned have
not, thus far, allowed accurate source localization and
farfield sound predictions to be made over extended regions.
That deficiency may result from oversimplifying the prob-
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lem, for example, by decomposing the source into a small
number of elemental sources, with the result that imaging
accuracy is dependent upon the way in which the source is
modeled, either explicitly or implicitly. In addition, existing
techniques are typically based on farfield measurements and
so impose a limit on the spatial resolution with which a
source can be visualized.

The purpose of the present work was to address these
various concerns by developing an alternative source visual-
ization procedure based on near-field acoustical holography
�NAH�.24 Compared to the above-described techniques,
NAH is capable of providing results with higher spatial reso-
lution and greater accuracy since this technique is based on
nearfield measurements and can be used to visualize the
sound field in a three-dimensional volume based on the use
of basis functions that satisfy the Helmholtz equation with-
out making any implicit or explicit assumption as to the na-
ture of the sources.

In previous work, cylindrical NAH was applied in com-
bination with a scan-based, cross-spectral measurement25 to
visualize the sound field radiated by an axial fan.26 Here, the
procedure implemented in the latter work was expanded to
suit jet noise measurements.

First, a strategy for microphone array design was estab-
lished. In the case of jet noise measurements, microphone
arrays must be designed with care since a jet typically fea-
tures high speed flows that are coherent only in limited spa-
tial regions, thus imposing restrictions on the placement of
array microphones. Recently, it was shown that the use of a
relatively large number of reference microphones in a holog-
raphy measurement can suppress the effects of additive noise
included in the reference signals.27 The latter method is par-
ticularly appropriate for jet noise measurements since it al-
lows reference microphones to be placed close to a jet plume
where the measured reference signals are likely to be par-
tially corrupted by the effects of entrained flow. Also, it is
shown here that reference microphones should be positioned
to cover the whole source region due to the limited spatial
coherence of jet noise.

Second, a partial field decomposition procedure that
suppresses the spurious effects resulting from both nonsta-
tionary source level and measurement noise was
implemented,27 and third, patch NAH was implemented to
mitigate the error resulting from the truncation of the sound
field that is usually inevitable due to the spreading nature of
a jet plume.28–31

This article is organized in a following manner. In Sec.
II, the theoretical background of the procedures used in this
work is presented. In Sec. III, the experimental setup is de-
scribed. A test jet was created by using a burner nozzle, and
a reference microphone array and a field microphone array
comprising 48 and 16 microphones, respectively, were con-
structed to measure the cross-spectral properties of the sound
field. In Sec. IV, the reconstructed sound field and predicted
farfield radiation pattern are presented along with compari-
sons to directly measured results. In Secs. V and VI, addi-
tional discussion and conclusions are presented.

II. THEORY

A. Near-field acoustical holography for the
visualization of a sound field „Ref. 24…

A sound pressure vector, p̂, measured on a hologram
surface and an acoustical property vector, â, to be recon-
structed on a surface of interest can be related, in general, by
a transfer matrix, T, at every frequency, i.e.,

p̂ = Tâ . �1�

Note that the caret denotes, in particular, a spatially coherent
property since the latter relation is established based on the
homogeneous, time-independent Helmholtz equation.

In the wave number description of a sound field, T is
decomposed as T=F−1GF, where F and F−1 denote the for-
ward and inverse two-dimensional discrete Fourier transform
�DFT� operators, respectively, and G=diag��1 , . . . ,�N� repre-
sents the propagation characteristics of each wave number
component. The �i’s are determined explicitly depending
both on the measurement geometry and the acoustic property
to be reconstructed. In a cylindrical geometry, as imple-
mented in the present work, the �i’s corresponding to a sound
pressure and radial particle velocity on a surface of interest
are given by24

�i → �nk = �
Hn

�1��krkrh�
Hn

�1��krkr�
for sound pressure �a�

i�ck

krk

Hn
�1��krkrh�

Hn
�1���krkr�

for radial partial velocity, �b�

�2�

where r and rh represent the radius of the surface of interest
and of the hologram surface, respectively, c is the ambient
sound speed, � is the ambient density, k=� /c is the acoustic
wave number, the subscript k represents the discretization of
the wave number spectrum �thus, krk��k2−kzk

2 and kzk rep-
resent the discretized radial and axial wave numbers, respec-
tively�, Hn

�1� is the Hankel function of the first kind, and �·	�
denotes the first derivative of a function with respect to its
argument. Note that �nk corresponds to �i depending on the
way that the sound pressure measured on a two-dimensional
surface is transformed to a one-dimensional column vector,
and that a harmonic time dependence of e−j�t is assumed in
this development.

The holographic projection that reconstructs an acousti-
cal property from the measured sound pressure is achieved
by inverting Eq. �1�. The latter procedure is a discrete, ill-
posed inverse problem32 due to the existence of rapidly de-
caying, evanescent wave components. Thus, it is required to
filter out noise-related, high wave number components to
stabilize the inverse solution, especially when backprojecting
toward the source. Therefore, the inverse solution of Eq. �1�
is best expressed by incorporating a diagonal matrix, R�, that
acts as a k-space filter, i.e.,

â = F−1R�G−1Fp̂ . �3�

As implemented in previous NAH work,33 R� can be
constructed by using various regularization methods that de-
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termine the filter shape and optimal cutoff in an automated
way. In the present work, modified Tikhonov regularization
was implemented, which results in33

R� = diag
¯ ��i�2�
��i�2 + �2
 �2

�2 + ��i�2
2¯  ,

i = 1,2, . . . ,N , �4�

and the Morozov discrepancy principle32,33 was used to de-
termine the optimal value of the regularization parameter, �.

When implementing Eq. �3�, the wave number spectrum
of p̂ is calculated first by taking the two-dimensional DFT
�i.e., p̂F=Fp̂�, and the projection is then performed based on
element-by-element multiplication of each wave number
component by the corresponding propagator �which is de-
fined as the reciprocal of �i�, rather than by a full matrix
calculation as shown in Eq. �3�, since each of the orthogonal
wave number components can be projected independently,
i.e.,

�âF�i =
Ri

�

�i
�p̂F�i, i = 1,2, . . . ,N . �5�

The spatial distribution of the projected property is finally
obtained by evaluating the inverse two-dimensional DFT of
the resulting wave number spectrum �i.e., â=F−1âF�.

The procedure described above, referred to as DFT-
based NAH, is computationally efficient, but it is required
that measurements be performed over a sufficiently large re-
gion �which will be referred to as a “complete” region in
later sections� to avoid windowing effects. Thus, p̂ and N
appearing in this article specifically represent a sound field
satisfying the latter requirement and the number of discrete
points where p̂ is measured, respectively.

B. Holography measurement and data processing

1. Multireference, cross-spectral measurement

In holography measurements of sources comprising a
number of uncorrelated or partially correlated subsources, as
is the case for a jet, it is necessary to implement a cross-
spectral procedure based on the use of a set of reference
microphones �whose number should be at least equal to the
number of incoherent subsources� to identify the phase dis-
tribution of the partial fields on the hologram surface un-
equivocally. In the latter procedure, the cross-spectral matrix
between the reference signals, Crr, and the cross-spectral ma-
trix between the reference and field microphone signals, Crp,
are measured. The sound field on the hologram surface, Cpp,
is then expressed by using multi-input/multi-output signal
relations,34 i.e.,

Cpp = Crp
H Crr

−1Crp �6a�

=Hrp
H CrrHrp, �6b�

where Hrp=Crr
−1Crp represents the acoustic transfer matrix

that relates the reference and field microphone signals, the
superscript H denotes the Hermitian operator, and the inverse
represents the generalized inverse to accommodate rank-
deficient matrices. The cross-spectral matrices are defined in

such a way that Crp=E�r*pT� where the superscripts T and *
denote the transpose and complex conjugate operators, re-
spectively, and E�·� represents the expectation operator.

In many practical NAH measurements, a scan-based
procedure in which a subarray is scanned over a number of
patches in sequence �while simultaneously making measure-
ments at an array of fixed reference microphones� has been
adopted to measure the sound field on the entire hologram
surface since this procedure allows the number of micro-
phones required to perform a complete measurement to be
reduced.25

2. Partial field decomposition with correction for
scan-to-scan source level variation „Ref. 27…

The composite sound field obtained by using the cross-
spectral procedure must be decomposed into a set of spatially
coherent partial fields that are mutually incoherent to enable
the projection of the sound field as described in Sec. II A.
The signals measured by the references, which are assumed
to be linearly related to the source signals, are used as the
basis for the decomposition since the source signals them-
selves cannot be measured directly in most practical cases.

When scan-based measurements are performed, as many
reference cross-spectral matrices are obtained during the
course of the measurement as there are scans performed. To
help minimize statistical error, it is desirable to use the ref-
erence cross-spectral matrix averaged over all the scans for
the decomposition. When using a virtual coherence method,
the decomposition can be performed by using singular value
decomposition �SVD�, i.e.,

Crr�avg� = U�avg���avg�V�avg�
H = U�avg���avg�U�avg�

H , �7�

where the subscript �avg� denotes properties averaged over
all the scans �while properties estimated during each indi-
vidual scan are denoted in the following by the subscript
�scan��, � is a diagonal matrix composed of the singular
values, U and V are unitary matrices that comprise the left
and right singular vectors, respectively, and U and V are
identical here since Crr is a positive semi-definite Hermitian
matrix.

The partial fields P̂ �which are subject to the condition

that Cpp= P̂*P̂T� can be calculated by using either Eq. �6a� or
�6b� in conjunction with Eq. �7�. However, in the case of
scan-based measurements, the source level usually varies
slightly from scan-to-scan in practical cases. When the latter
variation is significant, the partial fields calculated based on

the use of Eq. �6a� �i.e., P̂=Crp�scan�
T U�avg�

* ��avg�
−1/2 � are corrupted

by a spatially distributed error. In contrast, the acoustic trans-
fer matrix, Hrp, calculated during each scan is essentially
independent of source level since it represents amplitude and
phase information relative to the sources. Thus, the effect of
source level variation can be avoided by using Eq. �6b� when
performing partial field decomposition,27 i.e.,

P̂ = Hrp�scan�
T U�avg�

* ��avg�
1/2 = �Crr�scan�

+ Crp�scan��TU�avg�
* ��avg�

1/2

= �U�scan���scan�
+ U�scan�

H Crp�scan��TU�avg�
* ��avg�

1/2 , �8�

where each column of P̂ represents a single partial field, the
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multiplication by ��scan�
+ and ��avg�

1/2 implements the correc-
tion for source level variation from scan-to-scan, and +
represents the regularized inverse that implements the
generalized inverse in general cases when signals include
noise effects. When implemented in Eq. �8�, the regular-
ized inverse is calculated by discarding small, noise-
related singular values �i.e., truncated singular value
decomposition�32 as

�+ = ��s 0

0 �n
�+

� ��s
−1 0

0 0
� . �9�

The number of noise-related singular values, �n, to be dis-
carded is determined by finding the number of significant
partial fields contributing to the total sound field, which can
be identified most easily by examining the sum of the virtual
coherence functions.27

Once the partial fields are calculated, a number of pro-
jections equal to the number of significant partial fields con-
tributing to the total sound field are performed as described
in Sec. II A, and the total sound field can then be obtained as
the quadratic sum of the projection results.

Recall that negative harmonic time dependence of a sig-
nal is assumed in this work while in the implementation of
commercial FFT analyzers, a positive time dependence is
usually assumed. Thus, care should be taken when process-
ing data to ensure consistency in the choice of Fourier trans-
form sign convention since the propagation direction de-
pends on the resulting phase information when the sound
field is projected from one surface to another.26

3. Strategy for microphone array design

Unlike structure-borne noise sources, aeroacoustic
sources are usually accompanied by a mean flow which may
impinge on either the reference or field microphones or both.
When microphones are exposed to flow, the measured data
contain the self-noise generated by the interaction of the flow
and the microphones as well as the desired signal. It is im-
portant that the reference cross-spectral matrix, in particular,
not be contaminated by measurement noise since the partial
field decomposition is performed based on the latter matrix.
The effects of measurement noise included in the reference
cross-spectral matrix appear in various ways. For example,
the number of significant partial fields contributing to the
total sound field may appear to be greater than the actual
number of subsources, and, especially when the levels of
noise autospectra are large, the levels of the decomposed
partial fields are underestimated, with the result that the mag-
nitude of the total sound field is also underestimated. The
latter problem can be addressed by the proper placement of
the microphones.35 First, the reference microphones should
be placed in a region out of the flow, and, second, the refer-
ence microphones should not sense flow noise generated by
the interaction of the flow with the field microphones.

The strictness of the first requirement can be relieved by
increasing the number of references used in the measure-
ments since the use of a relatively large number of references
results in a clearer separation between the source- and noise-
related singular values, thus allowing the source-related sin-

gular values to approach those that would be obtained in a
noise-free case.27 As a result, the reference microphones can
be positioned without regard to the first condition, at least to
some extent. However, when microphones are exposed to a
very high speed flow �e.g., when the reference microphones
are placed in the jet plume�, a very large number of reference
microphones are required to cause the results to converge to
those obtained from noise-free measurements. Thus, in a
practical sense, the placement of the reference microphones
is still, at least partially, subject to the first requirement in the
jet case. That is, it is suggested that reference microphones
be placed out of the main jet plume; but they can be placed
in regions close to the jet plume even if the reference signals
measured in that region are likely to be corrupted to some
extent by the effects of entrained flow exterior to the main jet
plume.

When SVD is used for partial field decomposition, ref-
erence microphones can be positioned arbitrarily �but, pref-
erably, close to the component source locations when a pri-
ori information about the sources is available� so long as the
members of the reference set between them sense all the
signals radiated by all the sources. In a holographic measure-
ment of a jet, however, more care should be taken due to the
limited spatial coherence and the highly directional nature of
jet noise, i.e., a reference array should cover the whole jet
circumference and extend axially beyond all possible source
regions to sense all the spatially localized subsources con-
tributing to the total sound field.

4. Extension of the hologram pressure measured
over a finite aperture „Ref. 31…

When the sound field emitted by a jet is scanned on a
cylindrical hologram surface, as in the present work, the de-
gree to which the hologram surface can be extended axially
without intruding into the expanding jet plume is limited,
thus possibly resulting in the truncation of the sound field in
the jet’s downstream direction. In the latter case, the direct
use of the decomposed partial fields for holographic projec-
tion causes reconstruction results to be degraded by the win-
dowing effect related to the use of the DFT. The latter prob-
lem can be alleviated by extending the sound field �i.e., each
partial field� into the unmeasured region based on the use of
an iterative data recovery algorithm, thus increasing the ef-
fective size of the measurement aperture, before holographic
projection is performed. The latter procedure is referred to as
patch NAH,28–31 and can be applied to each partial field in
turn, as necessary.

The iterative patch holography procedure is derived as
follows. Let p̂w= p̂w�r�� denote the sound pressure truncated
�or windowed� by a finite measurement aperture that extends
over the region, �m. Then, p̂w can be related to the complete
�i.e., nontruncated� sound pressure by

p̂w�r�� = �p̂�r�� when r� � �m

0 when r� � �m,
�10�

where r�= �r1 ,r2� represents the two-dimensional position
vector on the hologram surface. The relation shown in Eq.
�10� can be expressed in matrix-vector form as p̂w=Wp̂
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where W, referred to as the spatial windowing operator, is a
diagonal matrix whose diagonal terms are given by

Wii�r�� = �1 when r� � �m

0 when r� � �m

, i = 1,2, . . . ,N . �11�

To enable data recovery from partially known informa-
tion, an additional constraint must be imposed on the nature
of the signals. Suppose a sound pressure over a complete
region is band-limited to a finite k-space region, �m. In that
case, the sound pressure satisfies the expression p̂=Bp̂
=F−1LFp̂, where B is referred to as the band-limiting opera-
tor, and L is a diagonal matrix acting as a k-space, low-pass
filter whose diagonal terms are defined by

Lii�k�� = �1 when k� � �m

0 when k� � �m,
i = 1,2, . . . ,N , �12�

where k� = �k1 ,k2� represents the two-dimensional wave num-
ber vector. Since evanescent components decay relatively
quickly, the hologram pressure usually �at least weakly� sat-
isfies the latter condition.

From the relations noted above, p̂w and p̂ can be related
to each other by p̂w=WBp̂. A rearrangement of the latter
relation gives p̂= �I−W�Bp̂+ p̂w, where I denotes the iden-
tity matrix, and p̂ can be restored iteratively from p̂w by
using a method of successive approximations,31 i.e.,

p̃�i+1� = �I − W�Bp̃�i� + p̂w, i = 1,2, . . . , p̃�1� = p̂w,

�13�

where p̃�i+1� denotes the extended pressure after the ith itera-
tion.

The iteration can start with p̃�1�= p̂w which is, in prac-
tice, obtained by adding zeros to the decomposed partial
field. When implemented in planar geometry, zero-padding
can be applied to an arbitrary degree in both in-plane direc-
tions. When implemented in cylindrical geometry, however,
the number of zeros to be added in the circumferential direc-
tion is necessarily finite to account for the periodic nature of
the sound field in that direction;30 i.e., in the wave number
description of NAH, the total number of data points in the
circumferential direction after zero-padding must be equal to
2� divided by the angular sample spacing �in radians�.

Equation �13� represents a “smooth-and-replace” proce-
dure, as described in previous patch NAH articles, and the
latter procedure is repeated until a convergence criterion,
�p̃�i+1�− p̃�i� � �	 �where 	 is an ad hoc convergence factor�,
is satisfied. In principle, the extended pressure approaches
the complete pressure as the number of iterations increases
�i.e., limi→
 p̃�i�= p̂�, but the latter convergence cannot be
achieved over a complete region due to the effects of the

FIG. 1. Burner nozzle used in the measurement.

FIG. 2. Overview of an experimental setup �reference and field microphone
arrays comprise six linear arrays and a circular array, respectively�.

FIG. 3. Detailed layout of array: �a� side view; �b� top view.
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artificial truncation of the infinite domain, the discretization
of continuous functions, and measurement noise.31

III. EXPERIMENTAL APPARATUS

A 0.8-cm-diameter burner nozzle with a sharp exit �see
Fig. 1� was used to generate a subsonic �Ma=0.26� jet. Air
was provided by a shop air supply, and an expansion cham-
ber and air drier were installed to regulate flow and to re-
move moisture in the air, respectively. The reference array
was designed to satisfy the conditions discussed earlier. Six
fixed, linear arrays holding eight reference microphones
�Larson Davis TMS426B01� apiece were positioned verti-
cally at a radius of 24 cm so as to be external to the main jet
plume, and eight reference microphones on each linear array
were placed at heights of −11, 4.3, 19.5, 34.7, 44.9, 55, 70.3,
and 85.5 cm with respect to the jet exit. The reference mi-
crophones were spaced relatively closely in the vicinity of
the expected main radiation lobe �i.e., the fourth, fifth, and
sixth references from the bottom�. A circular array holding
16, equally spaced field microphones �Larson Davis
TMS426B01� was traversed axially from z=−15 cm with re-
spect to the jet exit in 3 cm increments to sample the sound
field on a 30-cm-diameter cylindrical hologram surface in 36
steps. The jet exit was 36 cm above the floor, and the floor
and rig surfaces were covered by a sound absorbing material
�see Figs. 2 and 3�. The measurement bandwidth was
8192 Hz with a frequency resolution of 8 Hz.

IV. RESULTS

A. Effects of reference array configuration

The effects of reference array configuration are illus-
trated by a comparison of results obtained when various con-
figurations were used. First, forty–eight references were used
as described in Sec. III. Second, three references �the second,
fifth, and seventh microphones from the bottom of the linear
array� were chosen from each of the six linear arrays, thus
giving eighteen references in total. Third, sixteen references
were selected from two linear arrays �Nos. 1 and 2 in Fig. 3�.
Results are presented at 1 kHz.

In Fig. 4, the singular values of the reference cross-
spectral matrix averaged over all scans are shown. In the 48
reference case, the singular values decrease in magnitude
until they fall to the apparent noise level, at approximately
0 dB. By comparison with the latter results, it can be ob-
served that the separation between the source-related singu-
lar values and the noise level were decreased when 18 and 16
references were used �compare Figs. 4�b� and 4�c� with Fig.
4�a��. From the latter observation, it may be expected that the
singular values in the 48-reference case are less affected by
measurement noise than in the other two cases. The singular
values might themselves be inspected to establish the suffi-
ciency of the reference set. In the 48- and 16-reference cases,
in particular, the smallest singular values dropped close to
the noise level. Therefore, it might be concluded that the
number of references used in either case was sufficient.
However, it must be established in addition that all signals
from all the sources are sensed by the references.

The sum of the virtual coherence functions can be used
to check the latter condition. In Figs. 5–7, the sums of the
virtual coherence functions calculated by using various num-
bers of partial fields for the three reference sets previously
defined are shown. When 48 references were used, the sum
of the virtual coherence functions clearly shows that the first
5 partial fields are not sufficient to describe the sound field,
particularly in the region close the jet exit �see Fig. 5�a��. In
contrast, the sum of the first 11 partial fields was close to
unity over all measurement points �see Fig. 5�b��, thus no
significant benefit would result from the addition of further
partial fields. Therefore, it was concluded that the first 11
partial fields were the main contributors to the sound field
�i.e., the sound field could be modeled as being created by 11
independent, incoherent sources operating simultaneously�,

FIG. 4. Singular values of the reference cross-spectral matrix averaged over
all the scans: �a� in the 48-reference case; �b� in the 18-reference case; �c� in
the 16-reference case.

FIG. 5. Sum of the virtual coherence functions at 1 kHz in the 48-reference
case: �a� when the first 5 partial fields were used; �b� when the first 11 partial
fields were used.
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and that the reference array configuration in the 48–reference
case was appropriate and sufficient. In contrast, the sum of
the virtual coherence functions calculated by using the 18
and 16 partial fields in the 18– and 16–reference cases, re-
spectively, were smaller than that calculated by using the first
11 partial fields generated when using 48 references �com-
pare Figs. 6�b� and 7�b� with Fig. 5�b�� even though the
numbers of references used in those cases were still larger
than the number of significant partial fields as judged based
on the 48-reference measurement. In the 18-reference case,
the summed coherence close to the jet exit and in the jet’s
upstream direction was relatively low since the reference mi-
crophones were relatively widely spaced in that region. The
summed coherence was, however, nearly uniform in the cir-
cumferential direction since the reference array completely
encompassed the jet in that case. In the 16-reference case, it
is interesting to note that although the smallest singular value
dropped to the noise level, the sum of the virtual coherence
functions was less than unity especially at the field positions
circumferentially remote from the references �see Fig. 7�b��.
This apparently contradictory conclusion results from the
fact that the latter 16-element reference array was not suit-
able to represent the limited-spatial-coherence sound field
since all the references were located on one side of the jet in
this case.

From the results discussed above, it can be concluded
that the “position” as well as the “number” of references is
an important factor in reference array design, especially
when the subsources are spatially localized and directional; it
has also been confirmed that the number of the “virtual”
references �or partial fields� required to construct the total

sound field does not generally correspond to the number of
physical references required to perform an accurate measure-
ment in any particular instance.

In Fig. 8, the sums of virtual coherence functions ob-
tained when the various numbers of references were used are
presented as a function of the number of partial fields used in
the calculation. The comparisons were made for four cases:
48, 36, 24, and 18 references �i.e., 8, 6, 4, and 3 references
from each of the six linear arrays�. The references were se-
lected so as to cover uniformly the axial and circumferential
extent defined by the reference array. The results shown in
Figs. 8�a� and 8�b�, respectively, represent the value aver-
aged over all measurement positions and the smallest value
among all the measurement positions. In all cases, it can be
seen that the sum of the virtual coherence functions grew
progressively closer to unity as the number of references was
increased. This result confirms experimentally the suggestion
that the use of a relatively large number of references is
beneficial.

From these results, it can also be said that the reference
array comprising the 48 microphones was close to optimal
for this measurement since the smallest value of the summed
coherence over all measurement points was larger than 0.9
when the first 11 partial fields were used. Therefore, the ad-
dition of further references could be expected to result in
only slight improvement. In all cases, it was judged that the
first 11 partial fields were the significant contributors to the
total sound field since only a slight improvement in the
summed coherence was obtained by adding further partial
fields. However, when a smaller number of physical refer-
ences were used, it was necessary to include a correspond-
ingly larger number of partial fields to achieve comparable
values of the coherence. For example, when 36 references
were used, 20 partial fields must be processed by using the
NAH procedure to achieve the same results as those obtained
when using only the first 11 partial fields obtained when 48
references were used.

FIG. 6. Sum of the virtual coherence functions at 1 kHz in the 18-reference
case: �a� when the first 5 partial fields were used; �b� when 18 partial fields
were used.

FIG. 7. Sum of the virtual coherence functions at 1 kHz in the 16-reference
case: �a� when the first 5 partial fields were used; �b� when 16 partial fields
were used.

FIG. 8. Comparison of the sums of the virtual coherence functions obtained
when various numbers of references were used with respect to the numbers
of partial fields at 1 kHz: �a� the averaged value over all measurement
positions; �b� the smallest value among all measurement positions.
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B. Partial fields and reconstruction of the sound field

The first 11 partial fields that were found to be the main
contributors to the sound field at 1 kHz are presented here.
Before performing holographic projections, the partial fields
were extended beyond the measurement aperture by using
the patch NAH procedure to reduce the finite measurement
aperture effect. The initial pressures for the iteration proce-
dure were constructed by applying zero-padding in both
axial directions, i.e., 220 zeros were added to create an axial
aperture of 256 points. The sixth scan position that corre-
sponded to the position of the jet exit was located at the
center of the extended aperture. In Fig. 9, the extended pres-
sures of the first and second partial fields are presented, for
example. It was particularly important to apply the latter pro-
cedure to the first partial field since its sound field was sig-
nificantly truncated by the measurement aperture �see Fig.
9�a��.

In Fig. 10, the three-dimensional sound pressure distri-
butions of the first 11 partial fields after extension are shown.
The sound pressures were constructed in the radial region
between r=0.1 and 1.5 m, and the cylindrical surface in
these figures represents the surface defined by r=0.1 m. The
downstream section of the first partial field was found to
resemble radiation from an axial dipole, i.e., it was axisym-
metric, and its main lobe was oriented to the jet’s down-
stream direction. However, the amplitude contour plot dif-
fered from that of an ideal dipole, especially in the angular
region near the jet exit, owing to the effect of the finite
measurement aperture �see the discussion in Sec. IV C�. The
second, third, seventh, and eighth partial fields were found to
correspond to the sound fields radiated from lateral
quadrupole-like sources lying on planes parallel to the jet
axis. The fourth, fifth, and sixth partial fields were also lat-
eral quadrupole-like, but they lay on the plane perpendicular
to the jet axis. In this case, the separation was not perfect.
The fifth and sixth partial fields constituted the sound field
that was a complement of the fourth partial field, and thus

the sum of the latter and the fourth partial fields yielded an
axisymmetric sound field. The tenth and eleventh partial
fields were octupole-like. The ninth partial field was not clear
in character, but here is considered to be dipole-like.

The characteristics of each of the just-described partial
fields can also be identified by examining the corresponding
wave number spectra. In Fig. 11, the wave number spectra of
the first, second, fourth, and tenth partial fields are presented.
From the wave number spectrum of the first partial field �see
Fig. 11�a��, it is clear that the first partial field was axisym-
metric in its radiation pattern since only the n=0 circumfer-
ential component was observed. Also, the axial wave number
components were similar to those of an axial dipole, but note
that the negative kz components were absent since only one
lobe was observed in the jet’s downstream direction. The
second and fourth partial fields corresponded closely to the
forms expected for lateral quadrupoles oriented at right
angles to each other �see Figs. 11�b� and 11�c��. Finally, the
wave number spectrum of the tenth partial field was similar
to that expected for an octupole. In the wave number spectra,
the effect of convection can also be observed, i.e., all the
wave number spectra were slightly shifted towards the posi-
tive kz direction compared to those expected when those
types of sources radiate into a still medium, and, as a result,
the radiation pattern was “tilted” in the jet’s downstream
direction.

In Fig. 12, the sound powers of various source mecha-
nisms are compared. It can be seen that the dipole-like �i.e.,
the first and ninth partial fields� and the quadrupole-like.
�i.e., partial fields from the second to eighth� components
were the main contributors to the radiated sound power in
this case.

C. Verification of projection results

The total sound field and farfield radiation pattern pre-
dicted by NAH were verified by comparisons to the directly
measured results. The total sound field was obtained by add-
ing quadratically the first 11 partial fields presented earlier.
Together they exhibited an axisymmetric characteristic, as
expected for a sound field generated by a circular flow. A
comparison between the reconstructed and directly measured
sound field was made on the plane defined by �=225° �see
Fig. 13�. It can be seen that the reconstructed result agreed
well with the measured result. In Fig. 14, the far-field radia-
tion pattern predicted by using NAH is compared with the
directly measured result. The comparison was made on an
arc 96 cm �r /D=120 where D is the diameter of a nozzle�
from the jet exit �see Fig. 14�a��. The two directivity results
compared well, but the differences at angles close to the jet
axis �i.e., −20° ���20°� were relatively large compared to
the differences at other angles due, in particular, to the trun-
cation of the axial dipole-like component �i.e., the first par-
tial field�. The error could be reduced by extending the par-
tial fields, but not completely eliminated, since the extension
of the sound field can be achieved only over a limited region

FIG. 9. Comparison of the extended partial fields to those with initial zero-
padding: �a� the first partial field; �b� the second partial field. Each result is
shown in a section, and the solid line depicts the extended result.
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near the measurement aperture as noted earlier. In this mea-
surement, however, the measurement aperture was extended
axially to sense all subsources, thus allowing far-field predic-
tion at angles close to the jet axis to be within 2 dB after
applying the extrapolation procedure.

V. DISCUSSION

In this experiment, a shop air supply and a simple ex-
pansion chamber were used to create and regulate the jet
flow, respectively. As a result, the flow conditions at the jet

FIG. 10. Three-dimensional sound pressure distributions of the first 11 partial fields �real parts are plotted along with amplitude contours, and the arrows
indicate the sections where the results are shown�.
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exit were not particularly uniform, thus creating sources
within the jet pipe and close to the jet exit in addition to the
expected quadrupole-like jet mixing noise. In general, the
additional sources, usually referred to as excess noise, may
be monopole- or dipole-like.36 If a carefully designed flow
facility was used, quadrupole-like jet mixing noise would
likely be the main contributor to the radiated field. In the
case when the contribution of a dipole-like component
aligned parallel to a jet axis is small, the spatial truncation
effects could be more effectively suppressed by an extension
of the partial fields, and the resulting farfield directivity pre-
diction could be expected to be more accurate at angles close
to the jet axis than that presented here.

The results presented above have shown that the multi-
reference NAH procedure can be used to separate indepen-
dent source mechanisms, and that a finite number of inde-
pendent sources can be used to model jet noise sources. Even
though the present work does not provide clear evidence that
the partial fields identified here correspond to the physically
meaningful source mechanisms of the jet under test, the
source decomposition capability is nonetheless important. A
complete jet has on occasion been represented by a collec-
tion of vortex rings interacting with each other, and attempts
to relate the vortex rings to the radiated sound field have
been made based on the quadrupole radiation only. However,

the latter model has not provided accurate prediction of
sound radiation directivity. To address the latter problem, the
study of the role of octupole components in sound radiation
has been increasing recently.37 The quadrupole-octupole
model can predict more accurately the sound radiation of a
jet modeled simply as vortex rings, but, of course, the actual
physical phenomenon is more complex than the model, i.e.,
the latter simplification of the jet’s structure still results in
prediction errors. The detailed dynamic processes of a jet
may be too complex in character to be modeled or measured
in complete detail. For accurate predictions, however, it is
required that a sound field including, at least, the averaged
properties of those processes be obtained and then be sepa-
rated into a set of relatively simple sources �whether they are
real or conjectural�. Therefore, whether the decomposed par-
tial fields are physically meaningful is not of great impor-
tance for the prediction of sound radiation, but may be useful
for quantifying the contribution of vortex rings to the total
sound field.

FIG. 12. Comparison of the sound powers associated with each source
mechanism at 1 kHz.

FIG. 13. Comparison of the total sound field at 1 kHz: �a� reconstructed by
NAH �the first 11 partial fields were used�; �b� directly measured.

FIG. 11. Wave number spectra of the partial fields: �a� the first partial field
�axial dipole�; �b� the second partial field �lateral quadrupole lying on the
plane parallel to a jet axis�; �c� the fourth partial field �lateral quadrupole
lying on the plane perpendicular to a jet axis�; �d� the tenth partial field
�octupole�.

FIG. 14. Comparison of the far-field radiation directivity at 1 kHz: �a� mea-
surement array; �b� sound pressure at r=96 cm.
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VI. CONCLUSIONS

In the present study, cylindrical patch near-field acousti-
cal holography was applied in conjunction with a cross-
spectral sound pressure measurement to characterize the
sound field radiated by a jet and to predict its farfield radia-
tion pattern. The restrictions imposed on the positioning of
microphones due to the existence of a high speed flow and
the limited spatial coherence of the source were described.
The latter causes the number of references required for a
successful measurement to be relatively large. The recon-
structions were performed by implementing various proce-
dures: partial field decomposition with source level variation
correction and noise rejection, extension of the sound field
measured over a finite region, and holographic projection
with regularization. In the test, a subsonic jet was generated
by using a shop air passing through a burner nozzle. The
sound field generated by the latter jet was decomposed into
various components �i.e., dipole-, quadrupole-, and octupole-
like�, and it was found that the dipole- and quadrupole-like
components were dominant. The total sound field and
farfield radiation pattern were predicted based on the decom-
posed, uncorrelated sources; those results were compared
with directly measured results, and good agreement was
found.
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Theory of forward and reverse middle-ear transmission applied
to otoacoustic emissions in infant and adult ears
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The purpose of this study is to understand why otoacoustic emission �OAE� levels are higher in
normal-hearing human infants relative to adults. In a previous study, distortion product �DP� OAE
input/output �I/O� functions were shown to differ at f2=6 kHz in adults compared to infants through
6 months of age. These DPOAE I/O functions were used to noninvasively assess immaturities in
forward/reverse transmission through the ear canal and middle ear �Abdala, C., and Keefe, D. H.,
�2006�. J. Acoust Soc. Am. 120, 3832–3842�. In the present study, ear-canal reflectance and
DPOAEs measured in the same ears were analyzed using a scattering-matrix model of forward and
reverse transmission in the ear canal, middle ear, and cochlea. Reflectance measurements were
sensitive to frequency-dependent effects of ear-canal and middle-ear transmission that differed
across OAE type and subject age. Results indicated that DPOAE levels were larger in infants mainly
because the reverse middle-ear transmittance level varied with ear-canal area, which differed by
more than a factor of 7 between term infants and adults. The forward middle-ear transmittance level
was −16 dB less in infants, so that the conductive efficiency was poorer in infants than adults.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2427128�

PACS number�s�: 43.64.Jb, 43.64.Ha, 43.64.Kc �BLM� Pages: 978–993

I. INTRODUCTION

This report evaluates the role of normal ear-canal and
middle-ear functioning on the interpretation of otoacoustic
emission �OAE� responses produced within a healthy co-
chlea. Based on the hypothesis that the cochlear mechanics
are mature at birth and ear-canal and middle-ear mechanics
are immature, Abdala and Keefe �2006� used measurements
of distortion product �DP� OAE input/output �I/O� functions
in infants and adults to calculate a relative forward transfer-
function level �LF and a relative reverse transfer-function
level �LR between the ear canal and the base of the cochlea.
These levels assessed differences in acoustic ear-canal and
middle-ear transmission in infants compared to adults. Each
level in infants from newborn to 6 months of age was de-
fined relative to an adult group. The �LF in term infants was
found to be −15 dB lower than adults and �LR in term in-
fants was 13 dB higher than adults for a DPOAE at 4 kHz.
The higher �LR in infants is responsible for DPOAE levels
being higher in a healthy newborn relative to an adult ear.
The goal of this report is to explain this 28 dB relative dif-
ference between term infants and adults in their combined
forward and reverse transmission of sound.

A one-dimensional scattering-matrix theory of the
acoustical-mechanical functioning of the ear canal, middle
ear and cochlea �Shera and Zweig, 1992b� is introduced and
extended to include ear-canal and maturational effects as
well as incorporating the energy-reflecting properties of the

ear-canal probe �Secs. II A through II I�. Theoretical predic-
tions are summarized in Section II J for the reader specifi-
cally interested in the results concerning the effect of imma-
turities in ear-canal and middle-ear functioning on DPOAEs.
Using the above-described results of Abdala and Keefe
�2006�, along with newly reported measurements of ear-
canal reflectance that were obtained in the same groups of
subjects, the theory is applied to analyze the effects of im-
maturities in ear-canal and middle-ear functioning on the for-
ward and reverse transmission of DPOAEs.

II. THEORY OF DPOAE GENERATION AND
TRANSMISSION

A. General model and pressure variables

The DPOAE source model is based on a one-
dimensional transmission-line model of acoustical/
mechanical signal flow in the external, middle and inner ears
�see Fig. 1�. A probe consisting of one or more sound sources
and a microphone is inserted into the ear canal a distance �
from the tympanic membrane �TM�. The pressure at a given
location in the ear canal or cochlea is the sum of a forward
pressure signal Pe

+ �each forward signal denoted by a super-
script �� directed into the ear and a reverse pressure signal
Pe

− �each reverse signal denoted by a superscript �� directed
away from the TM and towards the probe. The pressure Pe

measured by the microphone is decomposed into Pe= Pe
+

+ Pe
−. A reverse signal Pe

− directed toward the probe leads to a
reflected forward signal Pe

+ according to
a�Author to whom correspondence should be addressed. Electronic mail:
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Pe
+ = RsPe

−, �1�

in which Rs is the source reflectance of the probe. The acous-
tic propagating mode in the ear canal is coupled to the
middle ear by the pressure Po= Po

++ Po
− acting over the TM.

The middle-ear energy is coupled into the cochlea, in which
a pressure difference Pb= Pb

++ Pb
− acts across the basal end of

the cochlear partition.
In a DPOAE test, two sinusoidal tones are presented at

frequencies f1 and f2 with f2 / f1�1.2, and the DPOAE is
measured at frequency fDP=2f1− f2. The model of cochlear
function is assumed to be one-dimensional along the co-
chlear partition. For a low-level, sinusoidal excitation at fre-
quency f2, the forward traveling wave on the basilar mem-
brane has its maximum displacement at its tonotopic place.
The cochlear model is decomposed into a set of connected
regions �see Fig. 1�: �1� a basal region, in which the basilar-
membrane displacement varies approximately linearly with
the stimulus amplitude, �2� a f2-source region, in which the
basilar-membrane displacement varies nonlinearly with a
stimulus amplitude at f2, and �3� an apical region, which
includes the tonotopic place of fDP, and more apical loca-
tions. A cochlear pressure Pc= Pc

++ Pc
− acts at the boundary

between basal and f2-place regions, while a cochlear pres-
sure Pa= Pa

++ Pa
− acts at the apical side of the f2-source re-

gion.
The theory of one-dimensional acoustic transmission

lines to represent energy flow in the external, middle, and
inner ear can be formulated using a variety of equivalent
representations. One representation of one-dimensional
transmission lines is the ABCD matrix approach. This has
the property that spatially connected regions are represented
by matrices that are concatenated together by the ordinary
rules of matrix multiplication. Another representation of one-
dimensional transmission lines is the scattering �S� matrix
approach used in the present report. The S-matrix is advan-
tageous for analyzing bidirectional energy flow in what can
be called forward and reverse directions through a transmis-
sion line. The bidirectional model in terms of propagating
signals in the forward and reverse directions is well suited to
understanding effect of middle-ear transmission on the pro-
cess of OAE generation, because the underlying parameters
of a S matrix model, which are reflectances and transmit-
tances, are applied in a simple manner to each of the stimu-
lus and OAE response signals. The ABCD and S-matrix rep-
resentations are equivalent representations of the same
system, i.e., results obtained using a S matrix can also be
obtained using an ABCD matrix.

It should be cautioned that neither the ABCD matrix nor
the S-matrix representation is a detailed model of middle-ear
mechanics. What each representation provides is a frame-

work for relating measurements at the tympanic membrane
to measurements at the oval and round windows. A more
detailed model of middle-ear mechanics would have the goal
of explaining the ABCD or S-matrix parameters in terms of
variables related to middle-ear structures. Such a goal was
outside the scope of the present study.

B. Scattering matrix properties

Figure 1 shows a set of four networks drawn as boxes,
with each network represented by a S matrix that relates the
acoustic pressure at locations on either side of the network.
The S matrix transforms the incoming waves into outgoing
waves. For example, the forward and reverse components of
the ear-canal pressures Pe and Po are related by the S-matrix
eSo in Fig. 1, which represents sound propagation in the ear
canal. For this network, the incoming waves are Pe

+ from the
left and Po

− from the right, and the outgoing waves are Pe
− to

the left and Po
+ to the right. The incoming and outgoing

waves are each represented by a two-element column vector,
and the ear-canal S matrix is a two-by-two matrix of com-
plex coefficients:

�Pe
−

Po
+ � = eSo�Pe

+

Po
− � . �2�

A general S-matrix 1S2 relating location 1 on the left and
location 2 on the right is written

1S2 = �r+ t−

t+ r− � , �P1
−

P2
+ � = 1S2�P1

+

P2
− � = �r+ t−

t+ r− ��P1
+

P2
− � . �3�

The r+ is the �pressure� reflectance, and t+ is the �pressure�
transmittance of an incoming, or incident, forward wave P1

+

in the absence of an incoming reverse wave �P2
−=0�. The r−

is the �pressure� reflectance, and t− is the �pressure� transmit-
tance of an incoming reverse wave P2

− in the absence of an
incoming forward wave �P1

+=0�.
A cascaded network is one in which the output from one

network is the input to the following network. Suppose that a
S-matrix 1S3 is the cascade of scattering matrices 1S2 fol-
lowed by 2S3, with 2S3 defined by

2S3 = �R+ T−

T+ R− � . �4�

The 1S3 is calculated using a product operator �, which is
defined using Eqs. �3� and �4� by �Shera and Zweig, 1992b�

1S3 = 1S2 �
2S3

=
1

1 − r−R+�r+ − R+ det 1S2 t−T−

t+T+ R− − r− det 2S3
� ,

FIG. 1. Signal flow diagram in external, middle, and
inner ears. On pressure variables and S matrices, a
superscript + denotes wave in forward direction, and
superscript − denotes wave in reverse direction.
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det 1S2 = r+r− − t+t−,

det 2S3 = R+R− − T+T−. �5�

The off-diagonal terms are simple products of the transmit-
tances through the individual S matrices, while the diagonal
terms are complicated by the presence of reflection sites
within each element. Fortunately, the present model has few
such reflection sites so that the resulting products remain
relatively simple in form.

A one-dimensional transmission line can be represented
using a pair of variables, one of which is a generalized force
and the other is a generalized velocity. For the acoustic trans-
mission line used herein, the acoustic pressure is the gener-
alized force and the acoustic volume velocity is the general-
ized velocity. This type of transmission line falls into the
class of systems that satisfy reciprocity �Strutt, 1873�.
Middle-ear functioning is reciprocal to the extent that it is
adequately described by such a system of generalized forces
and velocities. Middle-ear mechanics has been assumed to
satisfy reciprocity in previous studies �Shera and Zweig,
1991; Shera and Zweig, 1992a; Puria, 2003; Voss and Shera,
2004� as in this study.

Consider a general S matrix 1S2 terminated on the left by
an acoustic transmission line with characteristic impedance
Z1 and on the right by a line with characteristic impedance
Z2. Reciprocity in a one-dimensional S-matrix model implies
�Shera and Zweig, 1992b�

t− = �t+, � =
Z1

Z2
. �6�

Reciprocity directly relates reverse and forward transmission
with a coefficient � equal to the ratio of the characteristic
impedances at the ends.

C. S-matrix formulation of ear-canal/middle-ear/
cochlear model

A time dependence of ej2�ft with unit imaginary number
j, frequency f , and time t is used throughout �the symbol t is
frequently used elsewhere to denote a transmittance, but the
meaning is always clear from the context�. The S-matrix be-
tween the ear-canal microphone and the basal end of the
cochlea for the model in Fig. 1 is eSc= eSo �

oSb �
bSc. If the

cross-sectional area of the ear canal is slowly varying along
its midline relative to its wavelength, then any forward or
reverse incident wave travels without reflection. The result-
ing ear-canal S matrix over a distance � is parametrized by
the forward �t�

+� and reverse �t�
−� ear-canal transmittances

eSo = �0 t�
−

t�
+ 0

� . �7�

For constant ear-canal area, the transmittances satisfy

t�
+ = t�

− = e−jk�, k = 2�f/c , �8�

in which c is the acoustical phase velocity. The ear-canal
length � is sufficiently short that viscothermal wall loss in
the ear canal can be neglected, although additional losses are
likely present due to motion of the ear-canal walls in young
infants �Keefe et al., 1993�.

The stimulus levels are assumed sufficiently low that
middle-ear muscle reflex effects are absent, so that the
middle ear acts as a linear system. The middle-ear S matrix is
parametrized according to the general form of Eq. �3� by

oSb = �R+ T−

T+ R− � . �9�

It follows from Eq. �6� that

T− = �MT+, �M =
�

ZCb
, � = �c/Aec, �10�

in which the acoustical characteristic impedance in the ear
canal is � with ear-canal cross-sectional area Aec and equi-
librium density of air �. The characteristic impedance as-
sociated with the cochlear traveling wave at the basal end
of the cochlea is ZCb. If �M is real, then Eq. �10� predicts
that T+ and T− have equal phase responses. Because the
phase of ZCb may differ from zero, the reverse middle-ear
transmittance phase is the difference in the forward
middle-ear transmittance phase and the phase of ZCb.

Because the basilar-membrane mechanics are linear in
the basal end of the cochlea, the forward and reverse pres-
sure waves travel therein without reflection, so that bSc has
the form

bSc = �0 t−

t+ 0
� . �11�

Reciprocity implies that

t− = �Ct+, �C =
ZCb

ZCc
, �12�

in which the cochlear impedance at the cochlear vestibule
ZCb and that at the basal boundary of the f2 source region
�location c in Fig. 1� in the cochlea is ZCc. The long-
wavelength approximation to cochlear mechanics is
thought to be accurate in the basal region �Zweig, 1991�.

For modeling DPOAEs, the S-matrix cSa in the
f2-source region is assumed to have the same form as in Eq.
�11�, but in which the transmittances may vary with signal
level �Shera and Zweig, 1992b�. The dependence on signal
level is indicated here and elsewhere, where needed for clar-
ity, by a tilde over the variable. This S matrix is

cSa = �0 t̃−

t̃+ 0
� . �13�

The S-matrix eSc= eSo �
oSb �

bSc between the probe mi-
crophone and the basal boundary of the f2 source region in
the cochlea is written using Eqs. �5� and �7�–�12� as

�Pe
−

Pc
+ � = eSc�Pe

+

Pc
− � ,

eSc = � e−2jk�R+ e−jk�t−T−

e−jk�t+T+ R−t+t− � = � e−2jk�R+ �e−jk�t+T+

e−jk�t+T+ �CR−t+t+ � ,
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� = �C�M =
�

ZCc
. �14�

This is the most general S matrix needed for subsequent
analyses.

D. Forward transmission

The ear-canal source generates a forward incident pres-
sure Pe

+�f�. Its forward transmission is analyzed between the
stimulus pressure Pe in the ear canal and the cochlear pres-
sure Pc at the basal end of the f2-source region.

1. SFOAE effects on ear-canal reflectance and the
forward cochlear wave

If the stimulus frequency �SF� OAE source lies in the
tonotopic region of the cochlea, a reverse cochlear SFOAE
source Pc

− is related to the cochlear forward stimulus signal
Pc

+ and an apical cochlear reflectance RSF by

Pc
− = RSFPc

+. �15�

The coherent reflection emission theory predicts a specific
form of RSF �Zweig and Shera, 1995�, but the representa-
tion in Eq. �15� applies to any source mechanism apical to
node c in Fig. 1. The eSc in Eq. �14� is analyzed with Eq.
�15� to solve for the reverse ear-canal pressure Pe

− in terms
of the ear-canal stimulus Pe

+ with the result

Pe
− = R̃e

+Pe
+, R̃e

+ = e−2jk�R+ +
e−2jk�t−T−RSFT+t+

1 − R−t+t−RSF
. �16�

The term Re
+ �without a tilde� is the ear-canal reflectance in

the absence of any SFOAE, and is given by the first term on
the right-hand side of the above

Re
+ = e−2jk�R+. �17�

This is the product of round-trip travel in the ear canal and
the reflectance at the eardrum. It is the commonly measured
ear-canal reflectance, whose squared magnitude �called en-
ergy reflectance� is also commonly interpreted as a middle-
ear response by neglecting the OAE contribution in Eq. �16�.

The last term on the right-hand side of Eq. �16� repre-
sents the effect of SFOAEs on the reflectance measurement
through its dependence on the apical cochlear reflectance
RSF. The denominator describes the effect of multiple inter-
nal reflections of the SFOAE within the cochlea. In the ex-
periments to be described, the ear-canal reflectance was mea-
sured using a wideband click, so that the OAE generated is a
transient evoked �TE� OAE, which is spectrally decomposed
here into its SFOAE component at f . TEOAEs in human ears
are likely generated through the process of coherent reflec-
tion emissions. Because of basilar-membrane compression,
the relative contribution of the TEOAE in Eq. �16� to the
measured ear-canal reflectance decreases with increasing
stimulus level �Keefe, 1997; Burns and Keefe, 1998�. The
effect of the TEOAE on the reflectance spectrum in the ear
canal produces a ripple in the response that is otherwise
dominated by the middle-ear reflectance and the ear-canal
phase delay.

The P̃c is the cochlear pressure at the stimulus frequency
that includes the effect of the SFOAE. The S-matrix eSc is

further analyzed with Eqs. �15�–�17� to solve for P̃c in terms
of the ear-canal stimulus Pe and the SFOAE �via RSF� as
follows:

P̃c = Pc� 1 + RSF

1 +
t−RSFt+

1 + Re
+ �− R− + e−2jk��T−T+ − R−R+��	 , �18�

in which the cochlea pressure Pc in the absence of any
SFOAE is

Pc = 
P̃c
RSF=0 =
e−jk�TF

1 + Re
+ Pe, TF = t+T+. �19�

The TF�f� is the forward pressure transfer function through
the middle ear and the basal region of the cochlea to the
location where Pc�f� is defined.

2. Forward stimuli for DPOAEs

In a DPOAE test, the sinusoidal stimuli at primary fre-

quencies f1 and f2 lead to cochlear pressures P̃c�f1� and

P̃c�f2�. If the SFOAEs at the primary frequencies are ne-
glected, then the cochlear pressures Pc�f1� and Pc�f2� are
found from Eq. �19� to be

Pc�f1� =
e−2�if1�/cTF�f1�

1 + Re
+�f1�

Pe�f1� ,

�20�

Pc�f2� =
e−2�if2�/cTF�f2�

1 + Re
+�f2�

Pe�f2� .

When testing at stimulus levels near the DPOAE threshold,

the SFOAE contributions to P̃c�f1� and P̃c�f2� in Eq. �18�
may be relevant in interpreting the low-level DPOAE re-
sponses. For example, DPOAE I/O functions recorded in in-
dividual ears with f2 / f1=1.2 are sometimes nonmonotonic
even when the signal to noise ratio appears adequate �Gorga
et al., 1994�, even though the I/O functions averaged across
ears may be monotonic. Aside from these low-level effects
near threshold, it suffices in the following to interpret the
DPOAE using Pc�f1� and Pc�f2� given in Eq. �20�.

E. DPOAE generator source model

The resulting DPOAE source pressure Pc
−�fDP� was cal-

culated by Shera and Zweig �1992b� as

Pc
−�fDP� =

P̃c
− + P̃a

+R̃at̃−

1 − Rc
−t̃+t̃−R̃a

�21�

in which each term on the right-hand side is evaluated at fDP.
This equation represents a two-source model of DPOAE

generation. The first source P̃c
− is generated within the

f2-source region and travels in the reverse direction to-

wards the ear canal. The second source P̃a
+ is generated

within the f2-source region, and travels in the forward
direction to the more apical DP tonotopic place where it is

reflected back. The P̃a
− is multiplied by the apical cochlear
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reflectance R̃a, measured with respect to the most apical

region in Fig. 1. This reflectance is defined by P̃a
−= R̃aP̃a

+.
The t̃− is the reverse transmittance defined in Eq. �13�
across the f2-source region. The denominator of Eq. �21�
includes R̃a and transmittances defined in Eq. �13� as well
as Rc

−�fDP�, which is described below.
Equation �21� is analyzed in the limit of small internal

reflections, i.e., 
Rc
−t̃+t̃−R̃a
�1. Each reflectance and transmit-

tance in this inequality has a magnitude between zero and
one �ignoring any spontaneous OAEs present at fDP�. The
inequality is typically satisfied so that Eq. �21� can be ap-

proximated using a first-order Taylor series as Pc
−�fDP�= �P̃c

−

+ P̃a
+R̃at̃−��1+Rc

−t̃+t̃−R̃a�. The first term in parentheses on the
right-hand side is the two-source term and is independent of
middle- and external-ear functioning. The second term in
brackets has terms representing cochlear nonlinearity and Rc

−,
which depends on middle-and external-ear functioning. Con-
sider averaging over a group of subjects, in which the effect
of the total internal reflections would tend to average out.

The group mean of �1+Rc
−t̃+t̃−R̃a� would be approximately

equal to 1. It follows that the group mean of the magnitude

Pc

−�fDP�
, which is denoted by G, is a function only of the
source terms as follows:

G = 
P̃c
− + P̃a

+R̃a
+t̃−


= G� f1, f2,� TF�f1�
1 + Re

+�f1�
Pe�f1��,� TF�f2�

1 + Re
+�f2�

Pe�f2��� . �22�

The DP source at fDP is created by a nonlinear function G
of the cochlear overlap of the two primaries �as described
by Eq. �20��, and each primary input depends on the for-
ward transmittance and the ear-canal reflectance. The sec-
ond row shows the explicit dependence of G on f1 and f2,
which accounts for frequency-dependent variations in the
DP source strength, and on their corresponding cochlear
pressure amplitudes.

F. Reverse transmission

The DPOAE pressure at the probe microphone is calcu-
lated using Eq. �14�. The DPOAE Pc

−�fDP� in the cochlea is
specified as the driving source. The boundary condition at
the probe is that of Eq. �1�, so that Pe

+�fDP�=Rs�fDP�Pe
−�fDP�.

At frequency fDP, Eq. �14� becomes

�Pe
−

Pc
+ � = � e−2jk�R+ e−jk�t−T−

e−jk�t+T+ R−t+t− ��RsPe
−

Pc
− � . �23�

Using the top row of this equation and the fact that Pe�fDP�
= �1+Rs�fDP��Pe

−�fDP�, the resulting probe microphone
pressure Pe is

Pe�fDP� =
�1 + Rs�fDP��e−j2�fDP�/cTR�fDP�

�1 − Rs�fDP�Re
+�fDP��

Pc
−�fDP� ,

Re
+�fDP� = e−j4�fDP�/cR+�fDP� , �24�

TR�fDP� = t−�fDP�T−�fDP� .

The middle equation is that of Eq. �17� evaluated at fDP. The
DPOAE pressure is proportional to TR�fDP�, which is the
reverse pressure transmittance at the TM. Using Eqs. �14�
and �19�, the reverse and forward transmittances at the TM
are related by

TR�fDP� = ��fDP�t+�fDP�T+�fDP� = ��fDP�TF�fDP� . �25�

The bottom row of Eq. �23� with Eq. �22� provides the trav-
eling wave ratio Rc

−�fDP�, which occurred in the denomina-
tor of Eq. �21�, i.e.

Rc
−�fDP� =

Pc
+�fDP�

Pc
−�fDP�

= t+R−t− +
t+T+e−j4�fDP�/cRsT

−t−

1 − Re
+Rs

. �26�

G. Predicting forward and reverse transmission

For analyzing a group set of DPOAE I/O functions, the
source term 
Pc

−
 is replaced by its group mean G. The mag-
nitude of Eq. �24� is expressed as


Pe�fDP�
 = HR�fDP�G ,

HR�fDP� = ER�fDP�
TR�fDP�
 = �ER�fDP�
TF�fDP�
 , �27�

ER�fDP� =

1 + Rs�fDP�



1 − Rs�fDP�Re
+�fDP�


.

The reverse transfer function HR is a product of the magni-
tudes of the reverse middle-ear transfer function and a re-
verse ear-canal transfer-function ER, which depends on the
ear-canal reflectance and the source reflectance of the probe.

The forward transfer function HF is defined for use in
Eq. �22� by

HF�f� = EF�f�
TF�f�
 , EF�f� =
1


1 + Re
+�f�


. �28�

The transfer function EF varies with ear-canal reflectance.
Magnitudes are converted to levels, i.e., the defined levels
are L1 and L2 for stimuli, LDP for DPOAEs, LF for forward
transfer function, LR for reverse transfer function, and L�

for the reciprocity factor:

L1 = 20 log

Pe�f1�


P0
, L2 = 20 log


Pe�f2�

P0

,

LDP = 20 log

Pe�fDP�


P0
, LF�f� = 20 log
HF�f�
 ,

�29�
LR�fDP� = 20 log
HR�fDP�


= L� + 20 log ER�fDP� + 20 log
TF�fDP�
 ,

L� = 20 log
�
 .

The reference pressure is P0=0.000 02 Pa.
Using Eqs. �22�, �27�, and �29�, LDP is expressed using a

DPOAE source level g as
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LDP�f1, f2,L1,L2� = LR�fDP�

+ g�f1, f2,L1 + LF�f1�,L2 + LF�f2�� ,

�30�

g = 20 log
G

P0
.

This simplifies in measurements with fixed frequency ratio
f2 / f1 and fixed level difference �L=L1−L2. Because f2 / f1

=1.2 is close to 1, the forward transmittance and ear-canal
reflectance are assumed to vary sufficiently slowly that
LF�f1��LF�f2�. The resulting DPOAE level is the same as in
the model of Abdala and Keefe �2006�


LDP�L2�
fixed f2/f1,�L = LR�fDP� + g�f2,L2 + LF�f2�� . �31�

The explicit dependence of g on f2 may be omitted in the
following because the DPOAEs of Abdala and Keefe were
measured at a single f2, i.e., g�f2 ,L2+LF�f2��=g�L2+LF�.

H. Cochlear maturity and external/middle ear
immaturity

In testing the hypothesis that cochlear functioning is ma-
ture in infants, Abdala and Keefe used a particular form of g
in Eq. �31� to fit the mean adult DPOAE data in units such
that the mean reverse transfer-function level LR

a in adults and
the mean forward transfer-function LF

a in adults were each
normalized to zero, i.e.

LDP
a = 
LDP�L2�
fixed f2/f1,�L = g�L2� . �32�

A superscript a on any variable denotes the adult group and
i denotes any infant group. The infant DPOAE I/O functions
LDP

i were fitted with the same function g as in adults �con-
sistent with the hypothesis of mature cochlear function�,
and their forward transfer-function level �LF and reverse
transfer-function level �LR were calculated with respect to
the adult level.

With Eqs. �19� and �28�, the forward transfer function is
decomposed into

HF = 
t+T+
EF. �33�

The ratio �HF of the forward transfer-function magnitude in
infants re: adults is

�HF =
HF

i

HF
a =


t+,iT+,i
EF
i


t+,aT+,a
EF
a =


T+,i
EF
i


T+,a
EF
a . �34�

The hypothesis that cochlear functioning is adult-like was
used in the above, so that the basal-region cochlear transmit-
tance �see Eq. �11�� is the same in infants and adults �t+,i

= t+,a�. The term �HF is expressed as a relative level �LF by

�LF = 20 log �HF = �LFE + �LFM,

�35�

�LFE = 20 log
EF

i

EF
a , �LFM = 20 log


T+,i


T+,a


.

The relative forward transfer-function level �LF is expressed
as a sum of a relative forward ear-canal level �LFE and a
relative forward middle-ear transmittance level �LFM. The
measurements of ear-canal reflectance in infants and adults

provide a measurement of �LFE via Eq. �28�. Combining this
measured �LFE with the measured �LF by Abdala and Keefe
�2006� provides an estimate of �LFM, which quantifies the
effects of maturation on forward middle-ear transmittance.

Concerning reverse transmission, reciprocity was ex-
pressed in Eq. �29� in terms of �=�C�M. If cochlear func-
tioning is mature in infants, then �C in the basal cochlear
region is the same in infants and adults. Thus, �L� in infants
re: adults is given using Eq. �10� by

�L� = 20 log10
�i

�a = 20 log10
�M

i

�M
a = 20 log

Aa

Ai , �36�

in which Aa is the cross-sectional area of the ear canal in
adults, and Ai in infants. The above used the fact that ZCb is
mature in infants with the hypothesis of mature cochlear
function in full-term infants. The �L� varies with the ratio
of the average ear-canal areas in adults and infants. The
relative reverse transmittance �LR in infants compared to
adults is defined based on the middle row of Eqs. �27�,
�35�, and �36�:

�LR�fDP� = 20 log�HR
i

HR
a �

= �LRE�fDP� + �LFM�fDP� + �L�,

�37�

�LRE�fDP� = 20 log
ER

i �fDP�
ER

a�fDP�
.

The relative level �LRE is calculated using the ear-canal and
source reflectances �see bottom row of Eq. �27��. The relative
level �LR is a sum of relative levels involving the area, the
ear-canal and source reflectances, and the forward middle-ear
transmittance.

The reverse middle-ear transmittance T− is related by
reciprocity in Eq. �10� to the forward middle-ear transmit-
tance T+. Converting that equation to a form showing the
relative level difference between infants and adults, the rela-
tive reverse middle-ear transmittance level �LRM is given by

�LRM = 20 log� T−,i

T−,a� = �LFM + �L�. �38�

The second row of the above is based on the assumed matu-
rity of the characteristic impedance ZCb in infant ears that
occurs in Eq. �10�, the bottom equation in Eqs. �35� and
�36�. It follows from Eqs. �37� and �38� that �LR�fDP�
=�LRE�fDP�+LRM�fDP�, which is the analog for reverse
transmission to the top Eq. �35� for forward transmission.
Thus, �LRM is directly measured using

�LRM�fDP� = �LR�fDP� − �LRE�fDP� . �39�

I. Acoustic estimate of ear-canal area

The ear-canal area needed to calculate �L� in Eq. �36�
was acoustically estimated using the following procedure.
The reflectance Re

+ in the ear canal was measured according
to methods described in Sec. III B, in particular, based on the
area Acal of a calibration tube. Its corresponding characteris-
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tic impedance was �cal=�c /Acal. The ear-canal acoustic im-
pedance Ze

+�k� at the probe tip was calculated in the kth fre-
quency bin by

Ze
+�k� = �cal�1 + Re

+�k��/�1 − Re
+�k�� . �40�

The click response was recorded at a sample rate fs using N
samples; the kth frequency was fk= �k /N�fs �fs=22.05 kHz,
N=1024�. If the area A of a particular ear were measured,
then the characteristic impedance of that ear canal would
be �=�c /A. Using this �, a new reflectance Rec

+ can be
defined such that the acoustic impedance takes the form

Ze
+�k� = ��1 + Rec

+ �k��/�1 − Rec
+ �k�� . �41�

The invariance in impedance in Eqs. �40� and �41� is possible
because the plane-wave impedances on opposite sides of an
area discontinuity are equal �Morse and Ingard, 1968�. This
expression can be rearranged into Ze

+�k�=�+Rec
+ �k���

+Ze
+�k��, and expressed in the time domain as a recursive

function of sample number n by �Sondhi and Resnick,
1983; McIntyre et al., 1983�

ze
+�n� = �	�n� + rec

+ �n� � ��	�n� + ze
+�n�� . �42�

The asterisk denotes time-domain convolution and 	�n�
equals 1 for n=0, and 0 otherwise. The time-domain imped-
ance ze

+�n� and reflectance rec
+ �n� in Eq. �42� are defined

using the N-sample inverse discrete Fourier transform
�DFT� by

ze
+�n� =

1

N
�
k=0

N−1

Ze
+�k�e−j2�nk/N,

�43�

rec
+ �n� =

1

N
�
k=0

N−1

Rec
+ �k�e−j2�nk/N.

The rec
+ �n� is causal so that rec

+ �0�=0. It follows from Eq. �42�
at n=0 that ze

+�0�=�. Combining this with the top equation of
Eq. �43� at n=0 leads to

� =
1

N
�
k=0

N−1

Ze
+�k�

=
1

N
�Re Ze

+�0� + Re Ze
+�N/2� + 2 �

k=1

N/2−1

Re Ze
+�k�� . �44�

The latter form of the above uses DFT symmetry properties
for the case that �=�c /Aec is real. Its right-hand side is
expressed in terms of the real part of the impedance. The
Ze

+�N /2� converges to � at high frequencies, and Ze
+�0� is

approximated as � �an improved theory would introduce a
complex � at frequencies 
0.25 kHz�, so that

� =
1

N/2 − 1 �
k=1

N/2−1

Re Ze
+�k� = Re�Ze

+�� . �45�

Thus, the ear-canal area A was calculated in terms of the
frequency average of the real part of the impedance Re�Ze

+��
by

A =
�c

Re�Ze
+��

. �46�

Keefe et al. �1992� reported this relation with an incorrect
coefficient, although this reference and Keefe et al. �1993�
used the correct equation �46� to calculate the area. Huang et
al. �2000� correctly reported this relation. Its practical appli-
cation may be limited in that the bandwidth of the averaging
of Re�Ze

+�� was limited to 0.25–8 kHz. Nevertheless, this
finite-bandwidth approximation gave accurate area esti-
mates for calibration tubes to within a couple of percent,
so it is likely to be acceptable for area estimates in ears as
well.

Any Re�Ze
+�
0 were reset to 0 but included in the av-

erage. Such negative values may have occurred due to small
inaccuracies in reflectance calibration, errors related to a
probe-tip placement close to the ear-canal wall, or by partial
or complete blockage of the tip by cerumen. This procedure
differed slightly from that of Huang et al. �2000�, who omit-
ted frequencies from the average at which Re�Ze

+�
0. The
two procedures were compared across infant ears, and the
differences in area estimates were within 10% in 88 of 106
ears. The maximum procedural difference for any ear was
44%, but this case involved a measurement with significant
artifact. The median difference in estimating the area was
zero for infants and 1.3% for adults. Thus, the acoustic area
estimate was judged sufficiently accurate for use in interpret-
ing reverse middle-ear transmission differences across age.
The within-ear area differences attributable to choice of pro-
cedure were smaller than the between-ear differences.

This area estimation procedure assumed that the ear-
canal walls were rigid. However, neonatal ear canals have
nonrigid walls that move in response to sound below 1 kHz
�Keefe et al., 1993�, which would introduce some error. The
fact that the average extended over a wider frequency range
�up to 8 kHz� would suggest that the contribution of nonrigid
walls did not have a major effect in data from young infants,
but the size of this error is unknown.

J. Summary of model predictions

For interpreting the relative forward ��LF� and reverse
��LR� transfer-function levels derived from measured
DPOAE I/O functions, the main result of the model is to
partition these levels in infants relative to adults into ear-
canal and middle-ear components by

�LF�f2� = �LFE�f2� + �LFM�f2� , �47�

�LR��fDP� = �LRE�fDP� + �LFM�fDP� + �L�

� �LRE�fDP� + �LFM�f1� + �L�, �48�

�LR�fDP� = �LRE�fDP� + �LRM�fDP� . �49�

The �LF is determined in Eq. �47� from DPOAE measure-
ments �Abdala and Keefe, 2006�, and �LFE from reflectance
measurements, so that the relative forward middle-ear
transmittance level �LFM�f2�=�LF�f2�−�LFE�f2� may be
calculated at f2.

984 J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 D. H. Keefe and C. Abdala: Theory of forward/reverse middle-ear transmission



The �LR� in Eq. �48� is the predicted relative reverse
transmission level, which is compared with the measured
�LR from DPOAE measurements �Abdala and Keefe, 2006�.
The �LRE�fDP� was calculated from reflectance data, and
�L� from the ratio of the adult to the infant ear-canal cross-
sectional area, as estimated acoustically. Because forward
transmission was measured by Abdala and Keefe across the
stimulus frequencies f1 and f2, but not at fDP, �LFM�fDP� in
Eq. �48� was approximated using �LFM�f1�, i.e., it was cal-
culated based on measurements at the stimulus frequency f1

closest to fDP. This �LFM�f1� was calculated using a relation
similar to Eq. �47� at f1, i.e., �LFM�f1���LF�f2�−�LFE�f1�.
The level difference � in predicted and measured relative
reverse transmission levels was defined as

��fDP; f1� = �LR��fDP� − �LR�fDP� . �50�

The notation ��fDP; f1� means that the dominant difference
is compared at fDP, but that the prediction of �LR�fDP�
depends on �LFM�f1� at f1. The level difference in
��fDP; f1� was judged with respect to the reported 28 dB
difference in terms infants between �LR and �LF.

By analogy with the above discussion of forward trans-
mission, the �LR�fDP� is determined in Eq. �49� from
DPOAE measurements �Abdala and Keefe, 2006�, and
�LRE�fDP� from reflectance measurements, so that the rela-
tive reverse middle-ear transmittance level �LRM�fDP�
=�LR�fDP�−�LRE�fDP� may be calculated at fDP.

III. METHODS

This section describes the methods used to measure ear-
canal reflectance in the same set of subjects in whom
DPOAE responses were collected. DPOAE methodology and
results for infant and adult subjects are completely described
in Abdala and Keefe �2006�.

A. Subjects

Ten normal-hearing adults and 35 normal-hearing in-
fants participated as subjects in this part of the study. The
adults had a mean age of 27.5 years and audiometric thresh-
olds 
15 dB HL for frequencies from 250 to 8000 Hz. Of
the infant subjects, 21 were term born and 14 were infants
born prematurely �mean age at birth=35 postconceptional
weeks� but tested after they reached term-like status, i.e.,
37–41 postconceptional weeks. Infants had a mean birth
weight of 2920 g and mean apgar scores of 7.7 and 8.7.
Other than premature birth, none of the infants had high-risk
factors for hearing loss; the hearing in all infant subjects was
within normal limits. Subjects included both males and fe-
males, and data were collected in one ear per subject. Each
age group included both right and left test ears.

Ear-canal reflectance was analyzed in a subset of these
ears. Inasmuch as some data were obtained longitudinally,
data were dropped if the DPOAE in the same subject
dropped by 10 dB or greater from one test session to another
and parent reported the infant to be sick or congested, which
indicated a possible upper respiratory infection. Data were
dropped if the energy reflectance was close to zero and/or if
the equivalent volume was extremely negative at low fre-

quencies ��1 kHz�. The presence of either or both condi-
tions indicated a likely leak of the probe in the ear canal
�Keefe et al., 2000�. Data were dropped if the energy reflec-
tance at high frequencies �6–8 kHz� exceeded 1.2. In the
absence of spontaneous OAEs, the energy reflectance should
not exceed 1.0, but data with energy reflectances between 1.0
and 1.2 were retained in the data set, even though there was
some artifact present in the measurement. We preferred to
retain data with modest amounts of artifact at some frequen-
cies rather than to discard all the subject’s data. This artifact
may have been due to a partially blocked probe tip by ceru-
men or resulting from placement near the ear-canal wall, or
reflectance calibration errors at high frequencies. The final
numbers of subjects analyzed in each age group was seven
term infants, eight of age 1.5 months, nine at each of ages 3,
4, and 5 months, 13 at age 6 months, and ten adults.

B. Reflectance procedures

An Etymotic ER10C probe was used with two receivers
and a microphone, with a manufacturer’s modification to
provide +20 dB additional gain to each receiver. This same
probe was used in Abdala and Keefe �2006�. DPOAE and
reflectance responses were acquired, whenever possible,
based on the same ear-canal insertion. Receiver 1 delivered a
brief “click” approximating a band-limited impulse from
0.25 to 8 kHz. Receiver 1 was driven by the output of a
digital to analog converter �DAC� of a computer sound card
�CardDeluxe� using custom-written software. The micro-
phone output was synchronously recorded using an analog to
digital converter �ADC� on the sound card. The sample rate
was 22.05 kHz using a DAC and ADC buffer length of 1024
samples.

The response was a time average of eight ADC buffers
in each infant’s ear and 16 ADC buffers in each adult’s ear.
The shorter test duration in infants provided a response when
the infant was judged by the operator to be quiet. Up to six
responses were stored so that the operator could acquire mul-
tiple responses and choose the “best” response afterwards.

The ear-canal reflectance Re
+ was calculated based on the

click response and a calibration procedure performed before
the subject was tested. The calibration used click responses
recorded in a long and a short cylindrical, rigid-walled tube,
with each tube closed at its far end. The calibration was
based on a model of viscothermal wave propagation in each
tube. The two main outputs from the calibration were the
incident pressure response and the source �pressure� reflec-
tance of the probe �see Eq. �1��. The incident pressure was
the acoustic click response in the absence of reflections. The
adult probe was calibrated using a pair of large-diameter
tubes �of nominal lengths 292 and 8.2 cm� with a diameter
�7.94 mm� close to that of the adult ear. The infant probe was
calibrated using a pair of small-diameter tubes �of lengths
237 and 5.9 cm� with a diameter �4.76 mm� close to that of
the infant ear canal.

Other calibration outputs, which are further described in
Keefe and Simmons �2003�, included the root-mean-squared
error �R in the calibration and a final estimated value of a
dimensionless parameter , which equaled one if the actual
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viscothermal loss was the same as the model wall loss, and
otherwise slightly exceeded one, indicating that the mea-
sured loss exceeded the model loss. A reflectance calibration
was valid for the adult probe if �R�0.014 and 1�
�1.11, and valid for the infant probe if �R�0.014 and 1
��1.09. These validity criteria were set after analyzing
preliminary results. After calibration, the ear-canal reflec-
tance was calculated based on the incident pressure, the
source reflectance and the ear-canal pressure.

The procedure was similar to previous work except for
the following. Keefe and Simmons erroneously stated that
ear-canal reflectance was calculated �in their Eq. �13�� using
an additional input, the “measured ear-canal area” based on
the size of the probe tip. In fact, their ear-canal reflectance
results were calculated using their Eq. �8�, in which the
“nominal pressure reflectance” was normalized to the area of
the tube set used in calibration. This error was fortuitous,
because it is inaccurate to estimate the ear-canal area by the
area of the probe tip �Keefe, 2004�. The present ear-canal
reflectance results were calculated using Eq. �8� of Keefe and
Simmons �2003�. In Keefe and Simmons, the source reflec-
tance was calculated as a weighted average of the source
reflectances measured in the short and long tubes. In the
present study, the source reflectance was that measured using
the short tube. An iterative loop within the calibration proce-
dure was used to improve the model fit to the data by adjust-
ing the estimates of tube lengths and .

Distributions of source reflectance measurements using
adult and infant probes were collected based on calibrations
on different days, and are plotted in Fig. 2. The median
source reflectance magnitude of the adult probe exceeded
that of the infant probe at all frequencies. This may be due to
the fact that the sum of the areas of the two receiver ports
and of the microphone port is the same for both probes, but
their summed port area relative to the ear-canal area was
smaller in the adult than the infant probe. This would result
in a larger reflection amplitude from the adult probe. The
median source reflectance phase remained within
±35 degrees for both probes at all frequencies. The median
reflectance magnitudes of both probes were relatively high
across frequency except for minima near 2.6 and 5 kHz. If
the probe functioned as an ideal closed-end termination, its
source reflectance would have a magnitude of 1 and a phase
of 0°. The Rs of the adult probe was more similar than that of
the infant probe to this idealized source reflectance.

The source reflectance phase �s for the adult probe
showed a positive slope that was repeatable �see box and
whiskers plot at 6 kHz for the adult probe in Fig. 2�. The �s

of 35° at 8000 Hz is expressed as a phase advance �s by
�s=2�f�s, with �s=12 �s. The source of the phase advance
may have been an effect of higher-order evanescent modes.
These modes describe the nonplane-wave coupling between
source and receiver at the probe surface. Such evanescent-
mode effects should be more pronounced in the adult than
infant probe, because, as described earlier, there is a larger
discontinuity for the adult-sized calibration tubes between
the summed port area compared to the calibration-tube area.
At frequencies �such as in the present study� for which the
highest analysis frequency was much less than the lowest

cuton frequency of any higher-order mode �Morse and In-
gard, 1968�, the impedance measured at the probe tip is the
sum of the impedance of the plane-wave mode �as in Eq.
�40�� plus an inertance that includes the effect of all the
evanescent higher-order modes. The inertance impedance is
parametrized as j�Eka in terms of the ear or calibration-tube
radius a and a dimensionless evanescent mode factor E. The
E depends on the specific geometry of source and receiver,
but a typical value is of order 1 or less �Keefe and Benade,
1981�. This means that evanescent-mode effects on acoustic
pressure �e.g., inside the ear canal� are important only within
an axial distance of order Ea from the probe surface. Taking
E=1 as an estimate and a�4 mm for the adult probe, the
corresponding characteristic time associated with this iner-
tance is of order �e=Ea /c�7 �s. This is similar in magni-
tude to �s=12 �s. The inertance would act as a perturbation
in calculations of the incident pressure signal, the acoustic
estimates of the lengths of the calibration tubes, and thus the
source reflectance, but more study is needed.

Regarding the distributions of source reflectance data in
Fig. 2, each box in a box and whiskers plot includes the
inter-quartile range �IQR� between the 25th and 75th percen-
tiles of responses, and each whisker above and below a box
extends to the lesser of 1.5 IQR or the maximum data range.
Individual outliers outside the whiskers were plotted with a
black � for the infant probe and a gray * for the adult probe.
The maximum number of outliers in magnitude or phase at
any frequency never exceeded 3 out of a population of N

FIG. 2. The median source reflectance is shown for the probe used in infant
�black solid line� and adult measurements �gray dashed line�, while the
distribution of source-reflectance responses is shown by the corresponding
box and whisker plots spaced an octave apart. Box and whiskers plots are
also shown at each of the fDP and f2 frequencies. The magnitude of the
source reflectance is shown in the top panel and the phase of the source
reflectance is shown in the bottom panel. The distribution of responses was
based on N=20 calibrations of the adult probe and N=25 calibrations using
the infant probe, with each calibration performed on a separate day.
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=20 adult-probe and N=25 infant-probe calibrations. The
variability in source reflectance was smaller for the infant
than the adult probe, as assessed by the narrower IQRs. This
is likely due to the compressible foam eartip used in the adult
probe, which differed in compression for each calibration.
Sometimes when compressed, the foam was also slightly
pushed out at its ends, which may have contributed to the
variability. The variability increased slightly �i.e., the IQRs
were wider� with increasing frequency. The particular f2 and
fDP frequencies from the DPOAE data set are indicated in
Fig. 2, and the median source reflectance at fDP was used in
calculating �LRE�fDP�.

The click stimulus to measure reflectance was delivered
at a fixed voltage level to the receiver in each adult ear, and
at a slightly different fixed level in each infant ear. The click
amplitude in each ear was assessed in terms of the peak-
to-peak pressure amplitude of the response. This pressure
amplitude had a mean and standard deviation �SD� of
640±151 mPa in adults, and a mean and SD of
588±264 mPa in infants. The mean amplitudes expressed as
peak sound pressure levels �pSPLs� were 90.1 dB for adults
and 89.4 dB for infants. These are slightly less than the
85–95 dB pSPL click level used in typical measurements of
a TEOAE using the nonlinear differential stimulus method
�Kemp et al., 1990�. The pSPL does not adequately charac-
terize the stimulus: the bandwidth of the click in the present
study was broader �up to 8 kHz� than that used in typical
TEOAE tests �up to 5–6 kHz�, and the input voltage wave
form was designed so that the acoustic stimulus was a band-
limited impulse �Keefe and Simmons, 2003�, whereas that
used in typical TEOAE measurements is an electrical finite-
duration impulse. The resulting click level in reflectance
measurements had slightly lower spectral energy at frequen-
cies where TEOAEs are typically measured. This emphasizes
the fact that the reflectance stimulus did elicit TEOAE re-
sponses, which show up as a ripple on the individual-ear
reflectance responses �see Eq. �16��.

C. Assessment of variability

Variability in measuring �LF and �LR from DPOAE I/O
functions and variability in measuring the reflectance-based
functions �LFE, �LRE and �L� produced variability in de-
rived estimates of �LFM and �LR. The effects of these
sources of variability on estimating �LFM and �LR were as-
sessed by calculating a �bootstrap� standard error �SE� of the
mean for each variable across the population of responses
using the methods of Efron and Tibshirani �1986�.

The bootstrap method analyzed 1000 synthetic data sets
�using the MATLAB Statistics Toolbox�, in which each syn-
thetic data set was created by randomly sampling Nd obser-
vations at a time with replacement from the actual Nd obser-
vations in each data set. This involved independent sampling
of the DPOAE and reflectance data sets. The DPOAE data
set comprised the set of DPOAE SPLs in each ear for each
age group at each L2, and the reflectance data set comprised
the set of reflectances and impedances measured in each ear
for each age group.

IV. RESULTS

A. Ear-canal reflectance

The distribution of ear-canal energy reflectance �
Re
+
2�

and unwrapped Re
+ phase responses is plotted as 1/12th oc-

tave averages in Fig. 3 for the term-infant and adult groups.
The energy reflectance was plotted rather than 
Re

+
 because it
has often been reported in previous studies. The averaging
partially smoothed out the ripples in Re

+ that were a signature
of a TEOAE response superimposed on the middle-ear re-
flectance, but some effects of OAE ripple remained. The
1/12th octaves were chosen because they include 4.00, 5.04
and 5.99 kHz, which are close to the DPOAE frequencies of
fDP �4 kHz�, f1 �5 kHz� and f2 �6 kHz�, respectively. Reflec-
tance values at some of these frequencies were used in sub-
sequent modeling.

The median energy reflectance was larger in adults than
in term infants except at 4 kHz. The median reflectance
phase delay was much larger in adults than term infants,
mainly due to the larger distance between the probe tip and
tympanic membrane in adults. The IQRs were more variable
in the reflectance of term infants than in adults, especially in
the energy reflectance at low �0.25 and 0.5 kHz� and high �6
and 8 kHz� frequencies. This increased variability in term
infants was likely a result of differing maturational rates of
ear-canal and middle-ear functioning. The variability in re-
flectance phase was small below 1 kHz in term infants and
adults. At high frequencies in term infants, some reflectance
phase responses required unwrapping and others did not,
which increased the variability at 6 and 8 kHz. Each reflec-
tance phase response was unwrapped in the adult group.

FIG. 3. The median ear-canal reflectance �average in frequency over each
1/12th octave� is shown for the adult group �gray line� and the full-term
infant group �black line�. The distribution of ear-canal reflectance responses
in each group is also shown by box and whisker plots spaced an octave
apart. Box and whiskers plots are shown at each of the fDP and f2 frequen-
cies. The ear-canal energy reflectance is shown in the top panel and its
unwrapped phase is shown in the bottom panel.
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The median energy reflectance and unwrapped phase de-
lay of Re

+ were plotted in Fig. 4 for the adult group �gray line�
and infant groups ranging in age from full term to 1.5, 3, 4,
5, and 6 months. These reflectances were plotted as 1/3 oc-
tave averages to more fully remove the TEOAE-induced
ripple. Except for full-term infants, which differed from the
older infant age groups, the energy reflectance increased at
low frequencies with increasing age. The energy reflectance
in adults and infants of 1.5 months age and older had a mini-
mum near 2–4 kHz, but the minimum energy reflectance
was approximately 0.4 in adults versus 0.1 in infants. The
unwrapped phase of Re

+ had increasing delay with increasing
frequency from 0.25 to 1.2 kHz in all age groups, with larger
age variations above 2 kHz.

B. Ear-canal effects on forward and reverse transfer
functions

The theory presented in Sec. I decomposed the forward
and reverse transfer functions into ear-canal, middle-ear, and
cochlear components. The measurement of ear-canal and
source reflectances provided the ear-canal components of
these transfer functions. Using Eqs. �28� and �33�, a forward
ear-canal transfer-function level LFE �in dB� is

LFE = 20 log EF = − 20 log
1 + Re
+
 . �51�

Using Eq. �27�, a reverse ear-canal transfer function level
LRE is

LRE = 20 log ER = 20 log� 1 + Rs

1 − RsRe
+� . �52�

The forward LFE is relevant to interpreting ear-canal trans-
mission in any hearing test that uses an insert earphone to

deliver sound, and is relevant to a DPOAE test at stimulus
frequencies f1 and f2. The reverse LRE is relevant to inter-
preting an OAE test outcome at the OAE frequency. The
median LFE�f� and LRE�f� are plotted in Fig. 5 for infant
and adult groups.

The forward level LFE in the adult group had a well-
defined maximum at frequencies in the range from
3 to 4 kHz—e.g., LFE was 5 dB at 4 kHz, but only −2 dB at
2 kHz and −3 dB at 6 kHz. The LFE in the adult and infant
groups were similar at frequencies up to approximately
1.4 kHz. The full-term infant group had a relatively constant
LFE close to −5 dB at all frequencies. The infant groups at
ages between 1.5 and 6 months had relatively small differ-
ences in LFE. Their LFE were between the adult and term-
infant group levels between 2 and 4 kHz, and exceeded the
adult and term-infant levels at and above 6 kHz.

The reverse level LRE decreased with a slope of approxi-
mately −3 dB/octave between 0.6 and 5 kHz. The LRE varied
only slightly with age in this mid-frequency range, except for
a 5 dB boost in term infants relative to adults near 2.8 kHz.
In a common DPOAE screening procedure with f2 of 4 kHz
and f2 / f1 of 1.2, the corresponding fDP is 2.7 kHz. Thus,
full-term infants received a boost relative to adults in the
DPOAE response at this frequency due to reverse ear-canal
transmission, while the adult received a larger boost relative
to the full-term infant due to forward ear-canal transmission.
Above 5 kHz, LRE increased rapidly with increasing fre-
quency up to approximately 7–8 kHz in adults. It remained
approximately constant in infants, except for a small increase
at high frequencies in the 1.5 month group. Below 0.6 kHz,
LRE varied significantly with age; the level at 0.25 kHz in the

FIG. 4. The median ear-canal reflectance �average in frequency over each
1/3 octave� is shown for the adult group �gray line� and six infant groups
�black lines�. The magnitude of the ear-canal reflectance is shown in the top
panel and its unwrapped phase is shown in the bottom panel. The line style
and line thickness for each age group is listed in the legend.

FIG. 5. The absolute level of the median forward ear-canal transfer function
is shown in the top panel for the adult group �gray line� and six infant
groups �black lines�. The line style and line thickness are listed in the legend
for each infant age group. The corresponding absolute level of the median
reverse ear-canal transfer function is shown in the bottom panel.
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adult group was approximately 9 dB larger than that in the
term-infant group. This result may be related to the presence
of ear-canal wall motion at low frequencies in younger in-
fants. This effect contributes with the presence of their
higher noise levels to the difficulties of measuring DPOAEs
at low frequencies in young infants. These forward and re-
verse ear-canal levels interact differently in a DPOAE test in
contrast to a SFOAE or TEOAE test. This is because forward
transmission in a DPOAE test occurs at the f2 �and f1� fre-
quencies and the DPOAE returns at the fDP frequency.

The round-trip effect of these ear-canal transfer func-
tions in a DPOAE test with f2 / f1=1.2 �so that fDP=2f2 /3�
was represented by plotting LFE�f2�+LRE�fDP� �see top panel
of Fig. 6�. The most salient feature of this plot was that the
adult group round-trip level had a maximum near 3.4 kHz. In
a SFOAE test or a frequency-specific comparison in a
TEOAE test, forward and reverse transmission occur at the
same stimulus frequency. The round-trip effect of these ear-
canal transfer functions in a SFOAE test was represented by
plotting LFE�f2�+LRE�f2� at the same stimulus frequency f2

�see bottom panel of Fig. 6�. The actual round-trip ear-canal
level for the SFOAE test was somewhat flatter across fre-
quency than for the DPOAE test within each age group �ex-
cept for adults below 0.5 kHz, at which SFOAEs are rarely
measured�. It should be cautioned that the respective OAE
levels are not strictly proportional to these sums of LFE and
LRE, because the forward level is modified by cochlear non-
linearity.

The age differences in forward and reverse ear-canal
transmission are revealed by defining the relative forward
ear-canal transfer-function level �LFE and relative reverse
ear-canal transfer-function level �LRE in infants compared to
adults by

�LFE = LFE
i − LFE

a , �LRE = LRE
i − LRE

a . �53�

These definitions are equivalent to Eqs. �35� and �37�. These
relative levels in the infant groups are plotted in Fig. 7 in
terms of the levels plotted in Fig. 5. The age effects in for-
ward transmission were less than 2 dB at frequencies up to
2 kHz and above 6 kHz, but infant groups showed forward
attenuation of up to 11 dB relative to adults at frequencies
in the 3–4 kHz range. The relative reverse level in infants
was attenuated below 0.6 kHz, boosted between 1.4 and
5 kHz, and attenuated above 5 kHz by as much as −10 dB
at 8 kHz.

The theory in the Introduction identified the cross-
sectional area A of the ear canal as important to reverse
transmission of OAEs. The areas Aa in adults and Ai in in-
fants were acoustically estimated using Eq. �46�. The distri-
butions of these areas were plotted in Fig. 8 using box and
whiskers plots. The right vertical axis of the plot shows the
approximate equivalent ear-canal diameter �equal to �4A /��
for the area A labeled on the left vertical axis at each tick
mark. The median ear-canal area was only 8 mm2 in the
term-infant group and increased monotonically with increas-
ing age to 31 mm2 in 6 month olds, a value that was approxi-
mately half the median adult area of 58 mm2. The IQR in
each infant group was narrower than the adult IQR, although
the IQRs relative to their medians were more similar. No

FIG. 6. Top panel: a round-trip ear-canal transfer function for a DPOAE test
with f2 / f1=1.2 is plotted vs f2 as the sum of the medians of the forward
ear-canal transfer function level LFE�f2� and the reverse ear-canal transfer
function level LRE�fDP�. Bottom panel: a round-trip ear-canal transfer func-
tion for a SFOAE test is plotted vs its stimulus frequency �denoted f2� as the
sum of the medians of the forward ear-canal transfer-function level LFE�f2�
and the reverse ear-canal transfer-function level LRE�f2�. Results are shown
for differing age groups with line styles as in Fig. 5.

FIG. 7. Top panel: the level of each infant group relative to the adult group
of the median forward ear-canal transfer function is plotted. The line style
and line thickness are listed in the legend for each infant age group. Bottom
panel: The corresponding level of each infant group relative to the adult
group of the median reverse ear-canal transfer function is plotted.
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more than one outlier was present at any age. The acoustic
estimates of ear-canal area from Keefe et al. �1993� are also
shown in Fig. 8 �dashed line� at infant ages 1, 3, and
6 months, and in adults.

The relative area level �L�=20 log�Aa /Ai� introduced in
Eq. �36� controlled the difference in reverse transmission be-
tween infants and adults. The distributions of �L� in the
infant groups were plotted in Fig. 9 as a set of box and
whiskers plots. These box and whiskers plots were con-
structed for the distributions of infant ear-canal area relative
to the median adult area �shown in Fig. 8�. The median area
level was 17 dB for term infants �corresponding to an adult
area seven times larger than the infant area�, and decreased
with increasing age to 5 dB at 6 months.

The model-based decomposition of the relative forward
level �LF into an ear-canal component ��LFE� and a middle-
ear component ��LFM=�LF−�LFE� is shown in the top

panel of Fig. 10. The mean �LF results are derived from
Abdala and Keefe �2006�, and the mean �LFE is evaluated at
f2, �see corresponding median response in the top panel of
Fig. 7�. The mean �LFM at f2 showed an attenuation of
16 dB in term infants relative to adults; the attenuation de-
creased with increasing age to 7 dB in 6 month olds. The
variability in each estimate was calculated as ±1 SE. The
variability in �LFE across reflectance measurements was
small compared to that in �LF derived from DPOAE mea-
surements, so that the variability obtained in �LFM was simi-
lar to that in �LF. Forward middle-ear transmission was not
yet adult-like at age 6 months, and, in fact, the �LFE was the
least adult-like at the oldest age. This is evidence that the
processes of ear-canal and middle-ear immaturity are far
from complete at age 6 months.

The relative reverse level �LR was compared with its
ear-canal component �LRE and the predicted �LR� �see Eq.
�48�� in the bottom panel of Fig. 10. The �LRE was 4 dB in

FIG. 8. The median of the acoustic estimate of the cross-sectional area of
the ear canal is plotted as a function of age for infants and adults �solid line�.
Box and whisker plots show the distribution of measured areas in the
present study with asterisks denoting an outlier in the term-infant group and
in the 5 month group. The right-hand axis expresses this area as the diam-
eter �in mm� of the equivalent circular cross section. The acoustic estimate
of the ear-canal area from Keefe et al. �1993� are shown in a dashed line
with circles as markers.

FIG. 9. The box plots of the median and IQR of relative area level �L� �in
dB� are plotted as a function of age based on the ratio of the median adult
ear-canal area to the distribution of ear-canal areas in each infant age group.

FIG. 10. Top panel: the relative forward transfer-function level �LF data of
Abdala and Keefe �2006� �dashed line, upwards triangle marker� and the
ear-canal component �LFE �solid black line, circle marker� are used to esti-
mate the relative forward middle-ear transmittance level �LFM �solid gray
line, downwards triangle marker� at f2=6 kHz as a function of infant age.
Bottom panel: the relative reverse transfer-function level �LR data of Ab-
dala and Keefe �2006� �dashed line, upwards triangle marker� are plotted as
a function of infant age at fDP=4 kHz, as is its ear-canal component �LRE

�solid black line, circle marker�, and its middle-ear component �LRE �solid
gray line, downwards triangle marker�. The �LR is compared to the model
estimate �LR� plot �dashed-dotted line, � marker�. The error bars in each
estimate are shown as ±1 SE. Some data are slightly offset horizontally to
improve clarity in viewing error bars.
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term infants and decreased to 0 dB in 6 month olds relative
to adults. The variability in �LRE was smaller than that of
�LR. However, the variability in the mean of the model �LR�
was larger than either, because its calculation was based in
part on �LFM�f1�, which had similar variability to that of
�LFM�f2� shown in the top panel of Fig. 10. The dominant
contributor to variability was that associated with the mea-
surement of �LF in Abdala and Keefe �2006�. The mean
measured and predicted relative reverse levels were within
measurement variability at all ages except at age 5 months.
However, the trend was that the ��f ; f1�
0 at all ages �see
Eq. �50��, with a mean difference of −4 dB. The relative
reverse middle-ear level �LRM�fDP� in the bottom panel of
Fig. 10 was calculated using Eq. �49�, and its variability was
only slightly larger than that of �LR and �LRE. The
�LRM�fDP� had a gain of 9 dB in full-term infants, which
decreased with increasing age to 6 dB in six month olds.
Reverse middle-ear transmission was not yet adult-like at
age 6 months, due mainly to immaturities in ear-canal area
and in forward middle-ear transmission.

V. DISCUSSION

A. Maturational effects

A model of acoustical and mechanical transmission
through the ear canal, middle ear, and cochlea was applied to
interpret DPOAE and reflectance measurements in infants
and adults. This allowed the estimation not only of the rela-
tive forward and reverse transmission levels in infants com-
pared to adults, but also decomposed each of these forward
and reverse levels into ear-canal and middle-ear components.
The model to account for maturational differences in
DPOAEs was based on the hypothesis that cochlear function
and anatomy are adult-like in term infants. If this hypothesis
were false, then at least some of the resulting model predic-
tions would be expected to differ from measured data. Re-
sults from an analysis of human DPOAE I/O functions �Ab-
dala and Keefe, 2006� suggested that cochlear function was,
indeed, adult-like in newborns. The present analyses added a
more refined test and further supports this hypothesis, inas-
much as the model assumed that several cochlear variables
were adult-like in infant ears. These variables included: �1�
the cochlear DPOAE source level g �see Eq. �30��, which
was the cochlear variable that was assumed adult-like in in-
fant cochleae by Abdala and Keefe, �2� the transmittance t+

in the basal region of the cochlea �see Eq. �34��, and �3� the
characteristic impedances of the cochlea in basal and more
apical regions �see Eqs. �10� and �12��. Cochlear immaturity
in any of these variables would have resulted in inaccuracies
in model predictions. No gross inaccuracies were observed;
the residual inaccuracies were likely due to assuming that
each of ear-canal and middle-ear transmission were approxi-
mately constant over the frequency range between fDP and f2

�see below�.
Regarding forward transmission near the stimulus fre-

quencies of f1=5 and f2=6 kHz, there was a forward attenu-
ation �LF of −15 dB of sound between a probe microphone
in the ear canal and the cochlea in term infants relative to
adults �Abdala and Keefe, 2006�. After partitioning out the

effect of ear-canal acoustics, the relative forward attenuation
in middle-ear transmission in term infants compared to
adults was �LFM of −16 dB �see top panel of Fig. 10�. This
16 dB of additional attenuation in the forward middle-ear
transmittance of term infants relative to adults affects not
only DPOAE measurement, but any OAE measurement, and,
in fact, any hearing experiment in which sound is delivered
through the middle ear to the cochlea. The presence of im-
maturity in middle-ear forward transmission has significance
for the study of hearing in young infants.

As described further in a brief review of middle-ear
maturation in Abdala and Keefe �2006�, the observed age
dependence of ear-canal area is unrelated to the size of the
tympanic membrane, which is of adult size in term infants.
The plane of the tympanic membrane is more horizontal in
infants than in adults �Ikui et al., 1997�, which accommo-
dates the smaller ear-canal area in infants. There were simi-
larities and differences in the ear-canal area results reported
in the present study compared to those in Keefe et al. �1993�.
The average area in 1 month olds in Keefe et al. was con-
sistent with the present median estimates at term and
1.5 months. The area in 3-month-olds in Keefe et al. �1993�
was slightly elevated above the IQR of the present study, and
the results agreed in 6-month-olds. A large discrepancy in
adult ears was identified by Keefe et al., who reported an
average area �and standard deviation� of 85±33 mm2. The
median adult area in the present study was 58 mm2 with an
IQR from 43 to 63 mm2. The present results are in good
agreement with measured cross-sectional areas in adult ear-
molds at a location corresponding to a 10-mm insertion
depth into the ear canal: the average earmold area was ap-
proximately 50 mm2 with a range from 30 to 70 mm2 �Stin-
son and Lawton, 1989�. The adult area estimates of Keefe et
al. �1993� were likely contaminated by either a lack of accu-
racy in measuring the acoustic impedance or an atypical dis-
tribution of adults with larger ear canals.

Regarding reverse transmission �LR at fDP=4 kHz, Ab-
dala and Keefe �2006� reported a 13 dB increase in total
DPOAE level in newborn infants compared to adults �see
bottom panel, Fig. 10�, and this relative DPOAE gain de-
creased with increasing age. The increase in reverse trans-
mission in infants is what accounts for their large OAE levels
compared to adults. The reverse ear-canal component �LRE

accounted for 4 dB of this increase in newborns, partitioning
the remaining 9 dB of �LR into �LRM. The model explained
most of this difference as due to reciprocity in middle-ear
mechanics, which predicts that the reverse middle-ear trans-
mittance is equal to the product of the forward middle-ear
transmittance and the ratio of the ear-canal characteristic im-
pedance to the cochlear characteristic impedance �see Eq.
�10��. The reciprocal relation between forward and reverse
middle-ear transmittance appears helpful in understanding
the relationships between forward and reverse middle-ear
transfer-function measurements in human-cadaver temporal
bones and in nonhuman mammalian ears in vivo, but a re-
view of this subject is outside the scope of this report. Nev-
ertheless, maturation effects have been reported in young
postnatal gerbils in the form of an attenuation of forward
middle-ear transmission �Overstreet and Ruggero, 2002�.
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Such effects are similar to those that were observed nonin-
vasively in the present study in human infants.

The fact that �LR and �LR� agreed overall in Fig. 10 to
within 4 dB confirmed the basic theory that maturational dif-
ferences in DPOAEs are controlled by maturation in
external- and middle-ear functioning. The additional discrep-
ancy at 5 months was likely due in part to inaccuracies in
estimating �LF and �LR �Abdala and Keefe, 2006�, which
showed the least accurate fits in the same 5-month and 6
-month age groups in which the largest magnitudes of
��f ; f1� were found. Other sources of this discrepancy might
include error in the reflectance measurements or model ac-
curacy, and any difference in the effect of immaturity on
forward transfer of energy at fDP relative to that at f1 and f2.
These immaturity effects might be further investigated by
measurements in infants and adults over a broader frequency
range.

The model accounted for approximately 24 dB of the
28 dB difference between �LR and �LF in term infants rela-
tive to adults. The immaturity in ear-canal area �see Fig. 9�
accounted for 17 dB of this difference. Most of the remain-
ing relative level was explained by reverse transmission
��LRE=4 dB, bottom panel, Fig. 10�.

Consider the responses for newborns �i.e., the “Term”
infant data in Fig. 10�. The �LFM�f2�=−16 dB �top panel,
Fig. 10� and �LRM�fDP�=9 dB �bottom panel, Fig. 10� rep-
resent an attenuation in forward middle-ear transmission and
a gain in reverse middle-ear transmission in the ears of new-
borns relative to adults. The round-trip difference was
�LRM�fDP�−�LFM�f2�=9− �−16�=25 dB. While not plotted
in Fig. 10, the difference using forward transmission at f1

was �LRM�fDP�−�LFM�f1�=9− �−11�=20 dB in newborns.
If these were measured at the same frequency, then the
model would predict �see Eqs. �37� or �48�� that �LRM�fDP�
−�LFM�fDP�=�L�=17 dB. It appears that the difference is
converging towards �L� as the frequency at which forward
transmission is assessed moves towards fDP. Thus, immatu-
rity in middle-ear mechanics in infants results in the attenu-
ation of the forward-directed stimulus through the middle ear
�at 5–6 kHz�, while immaturity in the ear-canal area size
results in an overall gain in the reverse-directed DPOAE �at
4 kHz� measured in the ear canal. These effects of immature
function in infant ears are an attenuation of a sound stimulus
to a lower effective level on the basilar membrane, but a
boost in the resulting OAE level in the small ear canal of the
infant.

The decomposition in Fig. 10 of forward and reverse
transmission effects in infant ears relative to adults strictly
applies to only one particular set of DPOAE frequencies.
Forward transmission was assessed at f2=6 kHz and f1

=5 kHz primaries, and reverse transmission was assessed at
the 4 kHz DP frequency. The extent to which these results
generalize to other frequencies is unknown. It should be
noted that the restriction in this study to a single DPOAE
frequency was required because a time-consuming DPOAE
suppression protocol was implemented with each infant sub-
ject. Because of the length of this protocol, it was not pos-
sible to collect DPOAE I/O data at other frequencies. It
would be useful to apply the procedures of the present study

across a wide range of DPOAE frequencies to assess matu-
rational differences in DPOAEs in terms of maturational dif-
ferences in ear-canal and middle-ear functioning.

The results in Fig. 10 show that the 6 month old is not
yet adult-like in terms of both ear-canal and middle-ear func-
tioning. An unexpected finding from the �LFE results �Fig.
10� is that �LFE in older infants up to age six months was
more different from adults than �LFE in younger infants.
While this is only a 5 dB effect, it helps make the point that
maturation of DPOAEs due to ear-canal and middle-ear de-
velopment continues in infants older than 6 months. This is
consistent with the reports that ear-canal and middle-ear
functioning, as assessed by acoustic reflectance and imped-
ance measurements, is not yet adult-like at age 24 months
�Keefe et al. 1993�, and ear-canal impedance is not yet adult-
like even at age 11 years �Okabe et al. 1988�. It may be that
the remaining maturation after age 11 years and through pu-
berty is related to increases in ear-canal area and the distance
from the probe-tip location from the tympanic membrane
�which might involve both area and ear-canal length
changes�, but more study in older children is needed.

B. Ear-canal transfer functions for different OAE types

Ear-canal reflectance and probe source reflectance mea-
surements were used to calculate forward and reverse ear-
canal transfer-function levels in adults and infants, and for-
ward and reverse levels were combined to simulate the
linear-systems effect of round-trip ear-canal transmission in a
DPOAE measurement, and in a TEOAE or SFOAE measure-
ment. In addition to their significance for understanding
maturational effects, these ear-canal transfer function mea-
surements have significance for interpreting differences in
OAE type. The dominant effect of ear-canal acoustics oc-
curred for adults in DPOAE measurements for f2 in the
range of 3–4 kHz in the forward ear-canal transfer-function
level in Fig. 5, and in the round-trip level shown in Fig. 6.
This effect was not undone by the reverse ear-canal transfer-
function level. This increased stimulus transmission in a
DPOAE measurement near a f2 of 4 kHz in adults is shown
in the frequency dependence of LFE�f2� in Fig. 5. This in-
crease may explain why DPOAEs were better able than
TEOAEs to classify a population of test ears of adult and
older children ��3 years of age� as having normal or a sen-
sorineural hearing loss at 4 kHz �Gorga et al. 1993�. This
advantage also may explain why SFOAEs in adult ears had a
similar test performance to DPOAEs for predicting senso-
rineural hearing loss at octave frequencies from 1 to 8 kHz,
except at 4 kHz where DPOAEs had better test performance
�Ellison and Keefe, 2005�. There is no such pronounced ef-
fect of ear-canal acoustics in newborns on DPOAEs for f2 in
the range of 3–4 kHz or at other frequencies in the range
from 0.5 to 8 kHz compared to TEOAEs or SFOAEs �see
Figs. 5 and 6�. This is consistent with the finding of no dif-
ference in test performance of DPOAEs and TEOAEs at any
frequency in classifying infant ears as normal or hearing im-
paired �Norton et al., 2000�. The longer ear-canal length in
adults is one important factor in this effect. Thus, the pre-
dicted effect of differences in ear-canal and middle-ear func-
tioning on OAE signal levels is consistent with differences
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observed in test performance across OAE test type in adult
ears, and with the absence of an effect of OAE test type in
infant ears.

VI. CONCLUSIONS

Using a one-dimensional scattering matrix model of en-
ergy transmission in the ear canal, middle ear and cochlea,
the forward and reverse transfer functions describing bidirec-
tional sound transmission between the ear canal and cochlea
were decomposed into ear-canal and middle-ear components.
This decomposition was based on DPOAE and ear-canal re-
flectance responses measured in the same infants and adults.

The reflectance was sensitive to frequency-dependent ef-
fects of ear-canal and middle-ear transmission that differed
across subject age groups and between DPOAE and SFOAE
test types. A notable outcome in adult ears was that the fre-
quency dependence of forward transmission appears to ac-
count for the better performance at 4 kHz of DPOAEs com-
pared to TEOAEs and SFOAEs in classifying ears as normal
or as having a sensorineural hearing loss.

Regarding the main goal of the study, the immaturities
in DPOAE I/O functions observed by Abdala and Keefe
�2006� in infants ranging from newborn to 6 months of age
were explained in terms of immaturities in ear-canal and
middle-ear functioning. For the 2f1− f2 DPOAE measured at
f1=5 kHz and f2=6 kHz, the results show a relative attenu-
ation �in infants compared to adults� of 16 dB in the forward-
transmitted stimulus energy through the middle ear. The re-
sults provide evidence that DPOAEs are larger in infant than
adult ears, mainly because of the effect of ear-canal area
growth, which contributes a 17 dB increase in the DPOAE
measured in the newborn compared to the adult ear. Neither
ear-canal nor middle-ear functioning were adult-like at age
6 months.
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Anatomical studies suggest that the basilar membrane �BM� supports a radial tension, which is
potentially important in cochlear mechanics. Assuming that the tension exists, we have calculated its
magnitude from measurements of BM stiffness, longitudinal coupling, and geometry using a BM
model. Results for the gerbil cochlea show that the tension decreases from the base to the apex of
the cochlea and generates a tensile stress that is comparable in magnitude to the stress generated in
other physiological systems. The model calculations are augmented by experiments that investigate
the source of BM tension. The experimental results suggest that BM tension is maintained by the
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I. INTRODUCTION

Anatomical studies suggest that the basilar membrane
�BM� is structurally designed to support a radial tension
�Engström, 1955; Henson and Henson, 1988�. Figure 1�a� is
a schematic view of the BM supporting the organ of Corti.
Figure 1�b� shows the BM in the base of the gerbil cochlea as
viewed through a light microscope. The BM is composed of
a homogeneous, soft ground substance that is traversed radi-
ally by fibers, which extend between the spiral lamina and
the spiral ligament. The BM can be divided into two regions
based on the arrangement of the fibers: The lateral pectinate
zone, where the fibers are grouped into bundles; and the
arcuate zone, where the bundles separate into individual fi-
bers �Iurato, 1967�. The parallel arrangement of fiber bundles
in the pectinate zone suggests that the bundles are under a
radial tension �Engström, 1955�. Studies also suggest that
such a tension is maintained by the spiral ligament. Henson
et al. �1984� have shown that the spiral ligament fibers are
anchored to the bony cochlear wall by fibroblasts. Fibro-
blasts contain fibers composed of contractile proteins and
have been shown to create tension �Harris et al., 1981�. In
the spiral ligament, the configurations in which fibroblasts
are arranged and oriented suggest that these cells actively
maintain a radial tension in the BM �Henson and Henson,
1988�.

Anatomical changes along the length of the cochlea fur-
ther suggest the presence of a radial tension gradient. The
density of the fiber bundles and fibroblasts �Henson and Hen-
son, 1988� decreases from base to apex of the cochlea. The
density gradient is accompanied by a visible decrease in the
cross-sectional area of the spiral ligament. The variation in
fibroblast density, together with the variation in the cross-
sectional area of the spiral ligament, both suggest that ten-
sion, if present, decreases from the cochlear base towards the
apex.

The anatomical evidence certainly suggests a role for
tension induced by fibroblasts. However, such a claim is dif-
ficult to substantiate with direct measurements of BM ten-
sion. In fact, von Békésy’s �1960� experimental results can
be used to argue directly against the presence of BM tension.
Von Békésy made fine slits in the BM of cadaver cochleae
while simultaneously observing the experimental location
under a microscope. He reported that the edges of the BM
did not draw apart at the location of the slits. He, therefore,
concluded that the BM was not under tension. However, von
Békésy’s results are difficult to interpret because limited in-
formation is available on the condition of the cochleae that
were used in his experiments. It is, therefore, unclear
whether the results obtained from the cadaver cochlea can be
readily extrapolated to the pristine cochlea, especially since
we know that rapid physiological changes occur within the
cochlea following the death of an experimental animal
�Rhode, 1973�.

From a purely structural mechanics perspective, the ar-
chitecture of the BM is remarkably similar to the architecture
of a reinforced slab of concrete. The ground substance may
be considered analogous to the concrete and the fiber bundles
analogous to reinforcing steel bars as shown in Fig. 1�c�.
Using the above analogy, we argue that the preferential rein-
forcement of the BM along its width is designed to particu-
larly enhance the, otherwise poor, ability of the BM ground
substance to support large radial forces. This is similar to the
manner by which reinforcing steel bars greatly increase the
tensile strength of concrete along the direction of reinforce-
ment.

The present study assumes, given the anatomical argu-
ments, that the BM supports a radial tension. The tension is
calculated from measurements of point stiffness of the BM
using a model that exploits the reinforced structure of the
BM. The model parameters are directly obtained or derived
from experimental measurements of anatomy, point stiffness,
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and longitudinal coupling. In addition, experimental mea-
surements are performed to investigate the source of BM
tension.

The following is a summary of our results. We find that
the calculated tension decreases along the cochlea and gen-
erates a tensile stress that is comparable in magnitude to the
stress generated in other physiological environments. The re-
sults are reconciled with the experiments of von Békésy
�1960� by showing that the tension is not large enough to
cause a visible retraction of the BM when the BM is cut.
Experimental measurements show that BM stiffness de-
creases following damage to the spiral ligament. This result
supports the hypothesis that BM tension is maintained by the
spiral ligament.

The study is organized as follows. Section II provides a
description of the BM model and a qualitative description of
the model solution, which is used to determine BM tension
and the model results. Section III provides a description of
the experiments, which were performed to locate the source
of BM tension and the experimental results. The implications
of the model and experimental results are discussed in Sec.
IV. The mathematical details of the model equations are pre-
sented in the Appendix.

II. DESCRIPTION OF THE BM MODEL

At any given location along the cochlea, the BM is mod-
eled as a plate as shown in Fig. 1�c�. The dimensions of the

plate change with position along the cochlea. The width of
the plate is oriented along the radial direction �x� of the
cochlea. The length of the plate is oriented along the length
�y� of the cochlear spiral.

The BM plate is composed of two components: �a� An
isotropic plate of BM ground substance; and �b� two sets of
fiber bundles, which travel along the top and bottom of the
plate in order to preferentially reinforce the plate along its
width. Due to the preferential reinforcement by the fiber
bundles along the y direction, the plate is anisotropic,
whereby it has different mechanical properties along its
width and length.

A. Assumptions

The tension is calculated at multiple locations along the
cochlea. The following simplifying assumptions are used in
the model to describe the BM locally at each given location.

�1� The organ of Corti �OC� is neglected.
�2� The plate is rectangular. Therefore, the variation in BM

width across the length of the plate is neglected. The
curvature of the BM along the cochlear spiral is ne-
glected.

�3� The plate is simply supported at its edges. As a result of
this edge condition, the deflection of the plate must de-
crease to zero at the edges while the slope of the deflec-
tion profile is not constrained to be zero at zero deflec-
tion. Additionally, the moment about the edge of the
plate is zero.

�4� The thickness of the plate is constant along its length and
width.

�5� The tension is distributed uniformly along the thickness
of the plate. Therefore, the tension is carried by the en-
tire plate and not by the BM fiber bundles alone.

�6� The separation of fiber bundles in the arcuate zone is
neglected. Instead, the bundles traverse the entire width
of the plate.

�7� The fiber bundles are rectangular in cross section. The
top and bottom fiber bundles are of equal cross section.

B. Determination of BM plate dimensions

At a given position, x, along the cochlea, the dimensions
of the plate are determined as follows. The width of the
plate, a, is equal to the width of the BM, w�x�. The length of
the plate, b, is calculated as

b�x� = 5�c�x� , �1�

where �c�x� is the space constant that describes the amount
of BM longitudinal coupling �Naidu and Mountain, 2001�.
The length of the plate in Eq. �1� is determined as follows.
The deflection profile of the BM in response to the applica-
tion of a local force decreases exponentially with increasing
distance from the excitation as shown in Fig. 2 �Naidu and
Mountain, 2001�. The space constant, �c�x�, characterizes the
rate of exponential decrease of displacement along the co-
chlea. As the deflection falls to less than 10% of the maxi-
mum deflection within a distance of 2.5 �c�x� on either side
of the point of excitation, we assume that deflections smaller

FIG. 1. �a� BM underlying the OC. �b� Microscope view of the BM from an
excised cochlea. The fiber bundles traverse the pectinate zone �PZ�. In the
arcuate zone �AZ�, the bundles separate into individual fibers that enter the
spiral lamina �Iurato, 1962�. �c� Equivalent plate model of the basilar mem-
brane with stiffeners that represent the fiber bundles, oriented along the y
direction. The plate has a length a, width b, thickness h, and is under ten-
sion, Ny, along its width. The fiber bundles have a height hf, thickness tf, and
a spacing d.
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than 10% of the maximum deflection can be neglected in our
calculations. Therefore, the effective length of BM that de-
termines the mechanics at a given location along the cochlea
is 5 �c�x�. Therefore, we choose the length b�x� of the plate
to equal 5 �c�x�.

The effective thickness, h�x�, of the plate is calculated as
the cross-sectional area of the BM divided by its width.

C. Determination of BM plate material
properties

The deflection equation of a plate is determined by its
flexural rigidities, Dx, Dy, and H, which are functions of the
plate architecture, the elasticity of the fibers, and the elastic-
ity of the ground substance. Given the preferential reinforce-
ment of the plate along the radial �x� direction, the flexural
rigidities, Dx, Dy, and H, of the plate can be calculated �Ti-
moshenko and Woinowsky-Kreiger, 1959� to be

Dx�x� =
Egh3�x�

12�1 − �2�
, �2�

Dy�x� =
Egh3�x�

12�1 − �2�
+

EfIf�x�
df�x�

, �3�

H�x� = Dx�x� , �4�

where Eg and Ef represent the elasticity moduli of the ground
substance and fiber bundles, respectively, � is Poisson’s ratio
of the ground substance, h�x� is the thickness of the BM
plate, df�x� is the spacing between fiber bundles, and If�x� is
the moment of inertia of each set of fiber bundles �top and
bottom� with respect to the middle axis of the cross section
of the plate calculated as

If�x� =
1

12
tf�x�h3�x��1 − �1 − 2

hf�x�
h�x�

�3�
	

1

2
tf�x�h2�x�hf�x� , �5�

where hf�x� is the height of fiber bundles and tf�x� is the
thickness of fiber bundles.

D. Parameter estimation

The model was used to determine BM tension at six
locations along the cochlea. Table I lists the experimental
measurements which were used to calculate the model di-
mensions and mechanical properties.

Anatomical dimensions of the BM and OC along the
cochlea were obtained from Schweitzer et al. �1996� and
Edge et al. �1998�. Note that an extra distance of 0.86 mm
was added to the longitudinal distances measured by Edge et
al. �1998� to include the length of the hook region, which is
the extreme basal end of the BM. The corrected distances are
marked using asterisks �*�. The height of the BM was ob-
tained by dividing the measured cross-sectional area of the
BM by the measured width of the BM. At each given co-
chlear location, anatomical dimensions that were unavailable
were estimated �shown by italics� using linear regression
lines fit through the data that were measured at other loca-
tions. The length of the gerbil cochlea was determined to be
1.3 cm �Plassmann et al., 1987�.

Anatomical dimensions of the fiber bundles were ob-
tained as follows. The thickness and height of the fiber
bundles were determined from Schweitzer et al. �1996�. At

FIG. 2. BM deflection decreases exponentially with increasing distance
from the site of excitation along the cochlea due to longitudinal coupling.
The effective length of the BM plate is, therefore, determined from the space
constant, 8c, that characterizes the decay to be 58c as shown.

TABLE I. Model parameters used to calculate BM tension at several locations along the cochlea. The distances marked with asterisks have been corrected to
include the length of the hook region. The values in italics were determined using regression fits to the data in the unshaded cells. References used: A:
Measured by the authors. �1� Edge et al. �1998�; �2� Schweitzer et al. �1996�; �3� Naidu and Mountain �2001�; �4� Naidu and Mountain �1998b�; �5� Lai-fook
et al. �1976�.

Parameter Symbol Value Reference mm

Location from base x 1.3 3.61* 4.55 6.86* 7.54 11.26* 1* ,2 mm
BM width a 149 168 194 211 231 259 A, 2 �m
Coupled length b 54 67 83 96 110 136 3 �m
BM height h 8.54 12.5 13.1 15.0 15.9 17.7 1 �m
Bundle thickness hf 1.5 1.02 0.77 0.57 0.59 0.28 2 �m
Bundle width tf 1.37 1.13 1.03 0.80 0.73 0.35 2 �m
Bundle spacing df 1.58 1.60 1.61 1.62 1.63 1.67 A �m
Point stiffness kp 1.98 1.26 0.72 0.46 0.28 0.12 4 N/m
Poisson’s ratio � 0.4 0.4 0.4 0.4 0.4 0.4 5 N/m
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each location of interest, the average thickness of the fiber
bundles was calculated as the mean of the measured thick-
ness of the upper and lower fiber bundles. We measured the
spacing of the fiber bundles at locations in the three turns
using digitized images of the BM in excised turns of gerbil
cochlea.

The stiffness at the center of the BM was estimated from
the measurements of Naidu and Mountain �1998b� as being
equal to one-half the stiffness of the OC as measured under
the outer hair cell region. The stiffness was experimentally
measured at a BM deflection of zo approximately equal to
5 �m. Measurements of longitudinal coupling of the BM
were obtained from Naidu and Mountain �2001�. Poisson’s
ratio of the ground substance of the BM was estimated to be
0.4 from measurements on dog lung tissue by Lai-Fook et al.
�1976�.

The ratio of the elasticity of the fibers to the elasticity of
the ground substance was estimated to be 100. As discussed
in Sec. IV, this ratio value makes the BM weakly anisotropic
in the apex, which is consistent with the experimental mea-
surements of Naidu and Mountain �1998a�.

E. Model solution

An overview of the model solution is presented in this
section. The relevant mathematical equations are presented
in the Appendix. The model is used to calculate BM tension
by simulating the experimental measurements of BM stiff-
ness �Naidu and Mountain, 1998b�. An analytical expression
is derived for the deflection profile of the plate in response to
a concentrated force, which is applied at the center of the
BM. The deflection profile is a function of the elasticity of
the fibers and ground substance, and the radial tension. Since
the ratio of the elasticity of the fibers and ground substance is
assumed to be 100, the deflection profile is only a function of
two unknown variables, the elasticity of the ground sub-
stance and the radial tension. Therefore, only two equations,
instead of three, are required to solve the tension of the BM.

The two equations are determined as follows. The first
equation is obtained by equating the calculated stiffness to
the stiffness as measured experimentally. The second equa-
tion is derived from the constraint that edges of the BM are
not observed to move towards each other when the BM is
deflected during the experimental stiffness measurement.
Mathematically, the constraint is equivalent to balancing the
strain developed in the BM due to deflection by the strain
developed in the BM due to tension. The two equations for-
mulated as described above are solved simultaneously to cal-
culate the tension in the BM.

F. Model results

Figure 3�a� shows the calculated BM tension Ny�x� plot-
ted as a function of position along the length of the cochlea.
The tension decreases by about two orders of magnitude
from a value of about 0.76 N/m at the base to about
0.001 N/m at the apex. The continuous variation in tension,
in units of N/m, with distance x along the cochlea is de-
scribed by a regression fit to the predicted values, which is
given by the function

Ny�x� = 1.51e−0.58x, �6�

where x is specified in units of mm.
The corresponding tensile stress �y�x� acting on the BM

was calculated by dividing Ny�x� by the effective height,
h�x�, of the BM plate. Figure 3�b� shows the calculated ten-
sile stress as a function of position along the length of the
cochlea. The continuous variation in tensile stress, in units of
N/m2, with distance x along the cochlea is described by a
regression fit to the predicted values, which is given by the
function

�y�x� = 1.671 66 � 105e−0.65x, �7�

where x is specified in units of mm.
The predicted flexural rigidities of the plate, Dx and Dy,

are plotted as a function of position along the cochlea in Fig.
4. The continuous variation in Dx and Dy, in units of Nm,
with distance x along the cochlea are described by the regres-
sion fit to the predicted values, which are given by the func-
tions

Dx�x� = 3 � 10−11e−0.01x, �8�

Dy�x� = 3.3 � 10−9e−0.33x, �9�

where x is specified in units of mm.

III. EXPERIMENTS

A. Preparation of excised cochleae

Experiments were performed to study whether BM ten-
sion is maintained by the spiral ligament. Specifically, we
studied whether BM stiffness changed as a result of damage

FIG. 3. �a� The variation of tension as a function of position along the
cochlea. �b� Variation of BM tensile stress along the cochlea. The tensile
stress is compared with stress developed in other physiological systems.
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to the spiral ligament. The experiments were performed in
morphologically stable excised preparations of the basal turn
of the gerbil cochlea according to the protocol described in
Naidu and Mountain �1998b�.

A total of five excised basal turns were prepared using
the following experimental procedure. Mongolian gerbils
were deeply anaesthetized using a mixture of ketamine
�0.16 mg/g� and xylazine �0.008 mg/g� and decapitated.
The temporal bone was excised and placed in cold oxygen-
ated culture medium �Leibovitz L-15�. The bulla was opened
to expose the cochlea. The cochlea was carefully opened by
scoring a thin line above the basal turn. The higher turns
were then removed to isolate basal turn. The round window
membrane was opened to access the underside of the BM.
Reissner’s membrane was opened at the location of interest.
The OC was mechanically removed using a fine micro-hook.
The preparation was mounted on the stage of an inverted
microscope. The experimental location was viewed through a
CCD camera �Hamamatsu�, which was mounted on the in-
verted microscope.

B. Stiffness measurements

Stiffness of the BM was measured using the protocol
described in Naidu and Mountain �1998b� at several loca-
tions along its width as shown in Fig. 5�a�. The measure-
ments were performed with the force probe described in Ol-
son and Mountain �1991� using a flat tip with a circular cross
section 10 �m in diameter. The view from the camera was
used to record the location of the probe and to measure the
distance of each measurement location with respect to the
spiral lamina. Two sets of measurements were performed as
follows. In the first set of measurements, BM stiffness was
measured before the spiral ligament was damaged. Follow-
ing the first set of measurements, the spiral ligament was
damaged by mechanical abrasion using a fine micro-hook at
the location shown by the arrow in Fig. 5�a�. A second set of
measurements was then performed wherein the stiffness of
the BM was remeasured at the locations at which stiffness
was measured during the first set of measurements.

The stiffness at each experimental location was deter-
mined using the following procedure as described in Olson
and Mountain �1991� and Naidu and Mountain �1998b�. The
experimental data obtained at each measurement location
consisted of stiffness measurements measured for deflec-
tions, z, of the BM between 0 and 15 �m. The data were fit
to the parabolic function ko+k2�z−zo�2. The constant term,
ko, determined from the fit was chosen as the stiffness of the
measurement location.

C. Experimental results

Representative results from experiment 110 598 are pre-
sented in Fig. 5. Figure 5�a� shows the schematic cross sec-
tion of the OC during the measurements. Figure 5�c� shows
the measured stiffness plotted as a function of radial position

FIG. 4. Predicted flexural rigidities, Dx and Dy, plotted as a function of
distance along the cochlea.

FIG. 5. �a� Schematic diagram of the measurement of BM stiffness using
the force probe. The arrow shows the site of damage to the spiral ligament.
�b� Microscope view of the experimental location during the measurements
taken from the side of the organ of Corti. The force probe is visible as a dark
shadow at the center of the basilar membrane. �c� Stiffness values measured
at several locations along the width of the BM before and after damage to
the spiral ligament in experiment 110598. The x-axis represents the distance
of each measurement location from the spiral lamina.
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along the BM. The filled squares show the stiffness of the
BM measured before the spiral ligament was damaged. The
unfilled squares show the stiffness of the BM measured after
the spiral ligament was damaged. In both cases, the mea-
sured stiffness increases towards the spiral ligament. How-
ever, the magnitude of the measured stiffness of the BM
decreases after damage to the spiral ligament.

Table II lists the mean and standard deviation of the
stiffness measured at the center of the BM before and after
damage to the spiral ligament. The mean and standard devia-
tion were determined from the results of five experiments.

IV. DISCUSSION

A. Model validity

The BM is modeled as a plate for the following reasons.
In response to the application of a local force, the BM de-
flects in a two-dimensional pattern along its width as well as
along the length of the cochlea �Naidu and Mountain, 2001�.
The deflection profile decreases gradually along the length of
the cochlea because the BM is longitudinally coupled. From
a structural mechanics perspective, the deflection is consis-
tent with plate-like behavior �Timoshenko and Woinowsky-
Krieger, 1959�.

We have neglected nonlinear effects in our model for the
following reason. The stiffness measurements are obtained
according to the procedure described by Olson and Mountain
�1991�. The stiffness is measured as a function of BM de-
flection and the data are fit to a parabolic function. The con-
stant term from the parabolic fit is chosen as the stiffness of
the BM. The constant term is the stiffness of BM when the
deflection measured in response to a force is linear. Since,
our model calculated tension using the stiffness as deter-
mined above, the BM deflection model is chosen to be linear.
Therefore, we assume that nonlinear effects associated with
stretching the BM can be neglected.

In order to simplify the model, we have assumed that the
BM is uniform in thickness along its width at any given
location along the cochlea. Therefore, we neglect the effects
of any variations in thickness with a radial position along the
BM. For the gerbil, we note that this assumption may be less
accurate towards the apex of the cochlea where the pectinate
zone of the basilar membrane shows a large radial variation
in the thickness �Plassmann et al., 1987�.

B. Choice of Ef /Eg

The ratio Ef /Eg was estimated to be equal to 100. The
ratio was fixed based on the following argument. Naidu and
Mountain �1998a� have previously studied the pattern of BM

deflection along the cochlea and shown that the BM is nearly
isotropic at the apex. For the BM to be nearly isotropic, the
ratio of the flexural rigidities, Dy /Dx, must be close to unity.
Equations �6�–�8� can be combined to calculate Dy /Dx as a
function of Ef /Eg given by

Dy�x�
Dx�x�

= 1 + �Ef

Eg
�G�x� , �10�

where G�x� is a geometry term, given by

G�x� = �6�1 − �2�tf�x�hf�x�
h�x�df�x�

� . �11�

The value of G�x� was calculated at the cochlear locations
listed in Table I. The variation of G�x� with x was fit using
the function

G�x� = 1.26e−0.387x. �12�

The BM in the gerbil is about 13 mm long �Plassmann et
al., 1987�. At x=13 mm, G�x� is equal to 0.81. Therefore,
�Ef /Eg� was chosen to be 100 so that the ratio Dy /Dx was
evaluated to equal 1.81.

C. Range of values

Figure 3�b� compares the predicted tensile stress in the
BM with the tensile stress generated in other physiological
environments. The large tensile stress at the base of the co-
chlea is almost comparable with the stress generated by the
walls of a pulsating artery �Herlih and Murphy, 1973�. The
tensile stress at the apex, though smaller than the stress de-
veloped in a contracting skin wound �Higton and James,
1964�, is still much larger than the stress generated by indi-
vidual cells �Wang and Ingber, 1994�. The comparison indi-
cates that the model predicts values of tensile stress that are
of the same magnitude as the stress developed in other envi-
ronments. The comparison also indicates that the tension is
probably maintained by groups of cells rather than by indi-
vidual cells.

D. Will the BM retract when cut?

Von Békésy �1960� reported that when small slits were
made in the BM, the slit edges did not draw apart. We used
the BM plate model to predict the outcome of von Békésy’s
experiments by calculating the expected retraction of the cut
BM using the procedure described by Gummer and
Johnstone �1983�. Before the BM is cut, its measured width,
w�x�, is equal to its strained width. Let the strain �y�x� result
from an extension e�x� caused by the tension. When the BM
is cut, the strain is reduced to zero. Therefore, the cut edges
should retract so that the BM returns to its unstretched width,
w�x�−e�x�. The strain in the BM due to tension can then be
calculated by using Eq. �A7� in the Appendix. The extension,
e�x�, may then be determined using the expression

�y�x� =
e�x�

w�x� − e�x�
. �13�

Table III lists the calculated strain and the predicted retrac-
tion along the cochlea. The predicted magnitude of the re-

TABLE II. Variability of stiffness measured at the center of the BM deter-
mined from the results of five experiments performed in the basal turn of the
gerbil cochlea.

Experimental
condition

Mean
���

Standard
deviation ���

Before damage 2.41 0.49
After damage 1.31 0.24
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traction is less than 1 �m. It is very difficult to detect a
retraction of this magnitude with a light microscope, even at
high magnification, unless the cut is exceptionally clean
without ragged edges. We, therefore, believe that von
Békésy would not have been able to detect the expected re-
traction and that his experiments cannot be used to prove the
absence or presence of BM tension.

E. Elasticity moduli of the BM fibers and ground
substance

The modulus of elasticity, Eg, of the ground substance
was determined from Eq. �6� to be 1.4�105 Pa. Since Ef /Eg

was chosen to be equal to 100, the elasticity modulus for the
fiber bundles is calculated to be 1.4�107 Pa. This value lies
in the range between the moduli determined for elastin �6
�105 Pa� and collagen �1�109 Pa� �Fung, 1993�.

In the BM plate model, the elasticity of the ground sub-
stance and the fibers are constant with position along the
cochlea since elasticity is an intrinsic property of the tissue.
However, the resulting flexural rigidities, Dx and Dy, change
with position along the cochlea because they depend not only
upon the elasticity but also upon the dimensions of the BM
and the fiber bundles �see Appendix�. The changing stiffness
is, therefore, produced by the synergistic combination of the
changing tension and the changing dimensions of the BM.

F. Source of BM tension

Henson and Henson �1988� have proposed, on the basis
of extensive anatomical studies, that the spiral ligament is
responsible for generating and maintaining tension in the
BM. Our experimental measurements show that the mea-
sured stiffness of the BM decreases when the spiral ligament
is damaged. Since our model assumes that the stiffness of the
BM is a function of the radial tension, the decrease in mea-
sured stiffness is consistent with a decrease in existing ten-
sion. Therefore, the experimental results support the hypoth-
esis that the spiral ligament is involved in maintaining the
BM tension.

One may argue that the decrease in stiffness produced
by damage to the spiral ligament can be explained by a
change in the boundary condition. If the boundary condition
changed from being simply supported to a free boundary
condition, the measured stiffness would decrease with prox-
imity to the ligament. However, our experiments show that,
while the magnitude of the stiffness decreases after damage
to the ligament, the measured stiffness shows the same radial

variation as the stiffness measured before damage and con-
tinues to increase with proximity to the spiral ligament.
Therefore, we believe that the decrease in stiffness following
damage to the spiral ligament is not caused by a change in
the boundary condition on the edge of the plate.

We also predicted the change in stiffness that is caused
by a loss of BM tension without changing the boundary con-
ditions. The reduced stiffness is calculated by setting the ten-
sion term � in Eq. �A6� to zero. The results are shown in Fig.
6. At the base of the cochlea, a loss of tension results in a
35% decrease in stiffness, which agrees with the measured
45% decrease in stiffness calculated using Table II. In the
middle of the cochlea, the loss of tension results in a 10%–
15% decease in stiffness. At the apex of the cochlea, we
predict only a 3% decrease in stiffness due to a loss of ten-
sion. These results show that the contribution of the BM
tension in determining the stiffness is largest in the base of
the cochlea.

G. Implications for cochlear mechanics

Results from the model and experiments can be used to
speculate on the role of BM tension and the spiral ligament
in cochlea mechanics. The model results show that BM ten-
sion decreases from base to apex. The experimental results
suggest that the spiral ligament is involved in maintaining
BM tension. Combining the model and experimental results,
we derive that changes in the spiral ligament alter BM ten-
sion, which in turn alters BM stiffness. Specifically, changes
that strengthen the spiral ligament are expected to increase
BM tension and thereby increase BM stiffness and vice
versa. The characteristic frequency of the OC is a function of
the BM stiffness. Therefore, an increase in BM stiffness will
increase the resonant frequency of the OC. During develop-
ment, changes that strengthen the spiral ligament occur when
the cochlea matures �Henson and Rubsamen, 1996�. Such
changes imply that the tension gradient must also increase.
The resulting increase in the stiffness gradient will cause the

TABLE III. Calculated strain in the BM and predicted retraction in BM
length when the BM is cut.

Location from base
�mm�

Calculated strain
�%�

Predicted retraction
��m�

1.3 0.28 0.41
3.61 0.22 0.37
4.55 0.16 0.32
6.86 0.14 0.29
7.54 0.12 0.27

11.26 0.09 0.24

FIG. 6. Predicted changes in BM stiffness caused by loss of radial tension.
The unfilled squares show the stiffness as measured along the cochlea. The
filled circles show the predicted stiffness associated with a loss of tension at
each location.
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frequency map to expand to encompass a larger frequency
range in a manner that is consistent with the observed shift in
the frequency map as the cochlea matures.

APPENDIX: CALCULATION OF THE BM TENSION

This Appendix describes the equations that are used to
calculate the tension at a location x along the cochlea. All of
the parameters and results are functions of x. Therefore, for
simplicity of presentation, the dependence of each variable
on x is omitted.

The general equation describing the deflection, z�x ,y�,
of the anisotropic BM plate in response to a generalized load,
q�x ,y�, and tension, Ny, along the y direction is given by

Dx
�4z�x,y�

�x4 + 2H
�4z�x,y�
�x2�y2 + Dy

�4z�x,y�
�y4 − Ny

�2z�x,y�
�y2

= q�x,y� , �A1�

where the flexural rigidities Dx, Dy, and H are given by Eqs.
�2�–�4�.

The deflection in response to a concentrated force, P,
applied at the center of the plate may be then obtained from
Eq. �A1� in the form of a trigonometric series �Timoshenko
and Woinowsky-Krieger, 1959�.

z�x,y� =
4P

ab�4

� 

n=1,3. . .

	



m=1,3. . .

	 sin
m�

2
sin

n�

2

�Dx
m4

b4 + 2Dx
m2n2

a2b2 + Dy
n4

a4 +
Nxm

2

�2a2 �
� sin

m�x

b
sin

n�y

a
, �A2�

where H has been substituted by Dx using Eq. �4�. For sim-
plicity, we approximate the series by the largest term. The
deflection profile is then given by the expression

z�x,y� =
4Pab

K�4Dx

1

�1 + ��
sin

�x

a
sin

�y

b
, �A3�

where

K = �Dy

Dx

b2

a2 + 2 +
a2

b2� �A4�

and

� =
Nyb

2

�2DxK
. �A5�

Two constraints are then applied to calculate the BM
tension. First, the physiological stiffness, kp, is measured ex-
perimentally at the center of the BM at a deflection, zo in
response to a force, P. The measured stiffness must be equal
to the stiffness at the center of the plate calculated from the
deflection profile using Eq. �A3� as follows:

1

kp
=�dz�a/2,b/2�

dP
�

zp

=
zo�a/2,b/2�

P
=

4ab

K�4Dx

1

�1 + ��
.

�A6�

Second, during deflection, the tensile strain must balance
the strain due to deflection. The strain, �y, generated in the
plate by the tensile stress, �y, is then

�y =
�y

Ey
=

Ny�1 − �2�
hEy

, �A7�

where Ey represents the equivalent elasticity modulus along
the y direction, which is related to the flexural rigidity Dy by

Dy =
Eyh

3�x�
12

. �A8�

The strain, �d, due to deflection is given by

�d =
1

2a
�

0

a �dz�b/2,y�
dy

�2

dy , �A9�

where the right hand side of the equation is the ratio of the
plate extension produced by deflection to the width a of the
plate �Timoshenko, 1955�. The plate extension is approxi-
mated by the difference between the arc length of the deflec-
tion profile and a.

Equating the tensile strain and strain due to deflection,
we get

Ny�1 − �2�
hEy

=
1

2a
�

0

a �dz�b/2,y�
dy

�2

dy . �A10�

Substituting for z�b /2 ,y� using Eq. �A3�, and substituting for
Ey using Eq. �A8�, Eq. �A10� becomes

Nyh
2

3Dy
= �� 4Pab

k�4Dx
�� 1

1 + �
��2��

a
�2

. �A11�

By dividing Eq. �A11� by Eq. �A6� and substituting for Ny

using Eq. �A5�, the value of � is calculated as

� =
3

Kh2zo
2�b

a
�2�Dy

Dx
� . �A12�

The tension, Ny is then be obtained from � by dividing Eq.
�A5� by Eq. �A6�

Ny =
4a

�2b

�

�1 + ��
kp. �A13�

Dx and Dy may then be calculated from Eqs. �A5�, �3�, and
�4�.

J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 R. Naidu and D. C. Mountain: Basilar membrane tension calculations 1001



NOMENCLATURE

x 
 coordinate along the longitudinal direction
of the cochlea

y 
 coordinate along the radial direction of the
cochlea

a�x� 
 length of BM plate
b�x� 
 width of BM plate

df�x� 
 distance between fiber bundles
e�x� 
 extension of the BM at location x
h�x� 
 thickness of BM plate

hf�x� 
 height of fibers
Dx�x� 
 flexural rigidity along x
Dy�x� 
 flexural rigidity along y
Ef�x� 
 modulus of elasticity of the BM fibers
Eg�x� 
 modulus of elasticity of the BM ground

substance
Ey�x� 
 effective modulus of elasticity along y
G�x� 
 geometry factor
If�x� 
 moment of inertia of the fiber bundles
kp�x� 
 point stiffness of the BM
Ny�x� 
 radial tension

q�x ,y� 
 applied force
tf�x� 
 thickness of fibers
w�x� 
 width of the BM at location x

z�x ,y� 
 plate deflection at �x ,y�
zo 
 deflection at which experimental stiffness is

measured
�x 
 stress along x
�y 
 stress along y

�c�x� 
 longitudinal coupling space constant
� 
 poisson’s ratio of the ground substance
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Originally developed to estimate the power gain of the cochlear amplifier, so-called “Allen–Fahey”
and related experiments have proved invaluable for probing the mechanisms of wave generation and
propagation within the cochlea. The experimental protocol requires simultaneous measurement of
intracochlear distortion products �DPs� and ear-canal otoacoustic emissions �DPOAEs� under tightly
controlled conditions. To calibrate the intracochlear response to the DP, Allen–Fahey experiments
traditionally employ invasive procedures such as recording from auditory-nerve fibers or measuring
basilar-membrane velocity. This paper describes an alternative method that allows the intracochlear
distortion source to be calibrated noninvasively. In addition to the standard pair of primary tones
used to generate the principal DP, the noninvasive method employs a third, fixed tone to create a
secondary DPOAE whose amplitude and phase provide a sensitive assay of the intracochlear value
of the principal DP near its characteristic place. The method is used to perform noninvasive Allen–
Fahey experiments in cat and shown to yield results in quantitative agreement with the original,
auditory-nerve-based paradigm performed in the same animal. Data obtained using a
suppression-compensated variation of the noninvasive method demonstrate that neither
traveling-wave amplification nor two-tone suppression constitutes the controlling influence in
DPOAE generation at close frequency ratios. Rather, the dominant factor governing the emission
magnitude appears to be the variable directionality of the waves radiated by the distortion-source
region, which acts as a distortion beamformer tuned by the primary frequency ratio. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2404620�

PACS number�s�: 43.64.Kc, 43.64.Jb, 43.64.Yp, 43.58.Ry �BLM� Pages: 1003–1016

I. INTRODUCTION

Allen–Fahey and related paradigms use cochlear nonlin-
earities to create a calibrated intracochlear distortion source
that can be moved along the organ of Corti by varying the
frequencies of the stimulus tones. The power of the paradigm
derives from the calibration of the distortion source—that is,
from the ability to hold the distortion-source output constant
within the cochlea while simultaneously measuring the
sound produced in the external ear canal, where the distor-
tion appears as an evoked otoacoustic emission �a DPOAE�.
Because of this tight control, the Allen–Fahey paradigm has
been used extensively to probe the nonlinear mechanisms of
wave generation, propagation, and amplification within the
cochlea �e.g., Fahey and Allen, 1985; Allen and Fahey, 1992;
Kanis and de Boer, 1993; Shera, 2003; de Boer et al., 2005;
Ren and Nuttall, 2006; Shera et al., 2007�.

In their original experiments, Allen and Fahey calibrated
the intracochlear distortion product �DP� by using an auditor-
nerve fiber �ANF� tuned to the DP frequency �Fahey and
Allen, 1985; Allen and Fahey, 1992�. More recently, de Boer
and colleagues have extended the procedure by using laser
interferometry to measure and control the DP component of

basilar-membrane �BM� velocity at the DP place �de Boer et
al., 2005�, and one can imagine other variations on the
theme, such as measuring DP components of intracochlear
pressure �Dong and Olson, 2005�. Unfortunately, these meth-
ods all employ invasive procedures that largely preclude
their application in human and other subjects for whom the
necessary surgeries are prohibitive. In this paper we describe
an alternative method that allows the intracochlear distortion
source to be calibrated noninvasively.

Interpretation of Allen–Fahey or other experiments per-
formed using calibrated intracochlear distortion sources re-
quires controlling for effects such as two-tone suppression
that influence the result. For example, the original and most
extensively discussed application of the Allen–Fahey para-
digm is the estimation of the power gain of the cochlear
amplifier at the DP frequency. Interpreting the results as a
measure of power gain, however, is complicated by suppres-
sion. In particular, the primary tones used to produce the
distortion source suppress the DP amplifier. Since it reduces
the gain of the amplifier, suppression has been hypothesized
to explain what is perhaps the most unexpected result of the
Allen–Fahey experiment: The downturn in the measured
DPOAE—suggesting strong power absorption, rather than
amplification—in the region just basal to the peak of the
traveling wave. Needless to say, it is precisely this region
basal to the peak where other measures of cochlear amplifi-a�Electronic mail: shera@epl.meei.harvard.edu
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cation �most tellingly, solutions the cochlear inverse problem
�e.g., Zweig, 1991; de Boer, 1995; de Boer and Nuttall,
2001�� indicate that cochlear power amplification is stron-
gest.

Broadly speaking, the paper has three parts.1 In the first
part, we briefly outline the noninvasive method and illustrate
its application to Allen–Fahey experiments in cat. In the sec-
ond part, we validate the noninvasive method by comparing
its results to invasive, auditory-nerve experiments performed
in the same animal. We find that the two methods are in
strong quantitative agreement. Finally, in the third part, we
apply the noninvasive method to explore the role of two-tone
suppression in producing the decrease in ear-canal DPOAEs
characteristic of Allen–Fahey experiments at close ratios. Al-
though suppression appears strong, our results establish that
neither suppression nor traveling-wave amplification consti-
tutes the dominant factor shaping the response.

II. THE NONINVASIVE METHOD IN A NUTSHELL

Figure 1�A� shows a schematic of the stimulus tones
widely used to generate sources of intracochlear distortion.
When the ear is driven by two primary tones P1 and P2 with
frequencies f2� f1, intermodulation distortion products �e.g.,
fdp=2f1− f2� are generated within the cochlea in a region
near the f2 place, where the overlap between the stimulus

excitation patterns is greatest. Although most distortion ex-
periments measure the output of the distortion source at only
a single location �usually in the ear canal, where the signal is
most accessible�, Allen–Fahey and related paradigms provide
an additional level of experimental control by simultaneously
calibrating the distortion-product level inside the cochlea
�e.g., at its characteristic place, xdp�. Until now, invasive
methods such as auditory-nerve recording or laser interfer-
ometry have been needed to calibrate the DP response within
the cochlea �Fahey and Allen, 1985; Allen and Fahey, 1992;
de Boer et al., 2005�.

The noninvasive calibration procedure is illustrated in
Fig. 1�B�. Rather than using a microelectrode or laser, the
method employs a “secondary” distortion product to monitor
the intracochlear excitation at frequency fdp near xdp.

2 More
specifically, the noninvasive method assumes that the re-
sponse to fdp near xdp can be calibrated by using it to gener-
ate a secondary DP at frequency fdp� =2f3− fdp through the
interaction of fdp with a third primary tone of fixed frequency
�f3� fdp� and level. Because fdp acts as the high-frequency
“primary” for the generation of fdp� , the peak of the fdp exci-
tation pattern locates the approximate center of the fdp� gen-
eration region. The level of the secondary DPOAE �Ldp� �
therefore provides a measure of the amplitude of fdp near its
characteristic place. In particular, by monitoring the second-
ary DPOAE in the ear canal and adjusting the primaries P1

and P2 appropriately, one can keep the amplitude and phase
of the fdp traveling wave constant near xdp. We write “near”
here because the secondary DPOAE is generated over a re-
gion straddling xdp, not at xdp exclusively; as a result the
noninvasive method is less tightly controlled than the ANF-
or BM-based methods.

As an important caveat, we note that the uncontrolled
introduction of additional primary tones can create a frightful
cascade of “catalyzed” distortion products and other con-
taminating interactions �e.g., Fahey et al., 2000�. For ex-
ample, since the frequency fdp� =2f3− fdp=2f3−2f1+ f2 can be
written in the form �3f3−2f1�+ �f2− f3�, the secondary
DPOAE at 2f3− fdp can in principle be contaminated by con-
tributions from the even-order sum tone that arises from non-
linear interactions between the fifth-order DP at 3f3−2f1 and
the second-order DP at f2− f3. Fortunately, at low and mod-
erate levels most of these contaminating combination tones
are small and appear to make little if any significant contri-
bution to the measured DPOAE unless the additional “inter-
fering” tones �in this case, they would be the primaries f1

and f2 themselves� are an octave or more above the DP fre-
quency �Fahey et al., 2000�. For this reason, we generally
restrict our attention to frequencies within an octave of fdp� ,
avoiding high-frequency “lobes” whenever possible.

For simplicity, our nutshell description of the noninva-
sive method has ignored complications arising from the mix-
ing of distortion and reflection components in the measured
DPOAEs �reviewed in Shera and Guinan, 1999�. For ex-
ample, the secondary DPOAE monitored in the ear canal
presumably contains not only distortion components origi-
nating near xdp �i.e., within the principal generation region�,
but also reflection components arising via subsequent scat-

FIG. 1. Schematics showing the primary tones and distortion products em-
ployed for generating and calibrating intracochlear distortion sources. Both
panels show stylized BM excitation patterns arrayed along the cochlear
tonotopic axis. The solid lines show stimulus tones presented using ear-
phones; dashed lines show distortion products created within the cochlea.
Crossed double arrows � � indicate stimulus tones whose amplitude and
frequency are varied during the measurement; the other stimulus tones are
held fixed. Inverted daggers � � mark the peak of the fdp excitation pattern
�xdp� where the response is calibrated �e.g., held constant during Allen–
Fahey experiments�. �A� Stimulus paradigm used in the invasive calibration
procedure. Intermodulation distortion between primary tones at frequencies
f1 and f2 produces the distortion product fdp=2f1− f2 whose amplitude is
measured at xdp using auditory-nerve recordings or laser interferometry. �B�
Stimulus paradigm used in the noninvasive calibration procedure. The dis-
tortion product fdp combines with the fixed primary f3 to produce the sec-
ondary DP at frequency fdp� =2f3− fdp. In this case, the peak of the fdp exci-
tation pattern � � locates the approximate center of the fdp� generation
region; the level of the secondary DPOAE �Ldp� � therefore provides a mea-
sure of the amplitude of fdp near its characteristic place.
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tering near xdp� �e.g., Kalluri and Shera, 2001�. Although the
measurements reported here were performed in cat, a species
for which the relative amplitude of contaminating reflection
components generally appears small, DPOAE source mixing
may play a more significant role in humans and other species
with large DPOAE microstructure. We note, however, that
even when mixing is strong, both of the two fdp� components
depend on the amplitude of the fdp wave near its peak. We
therefore expect that complications due to mixing will not
significantly compromise the utility of using Ldp� as an assay
of intracochlear DP excitation near xdp.

III. APPLICATION TO NONINVASIVE ALLEN–FAHEY
EXPERIMENTS

The noninvasive method of calibrating the intracochlear
distortion source is perhaps best illustrated by an example
application: the Allen–Fahey experiment. Allen–Fahey ex-
periments consist of measuring the ear-canal DPOAE as a
function of the primary frequency ratio r� f2 / f1 while the
intracochlear DP response is held constant at xdp �the DP
frequency fdp remains fixed throughout the measurement�.
We denote the DPOAE sound-pressure level measured under
these conditions by Ldp

† �r�, where the superscripted dagger
signifies the microelectrode originally employed to monitor
the intracochlear distortion product. For clarity, we some-
times write Ldp

† �r�, which we will refer to as the “Allen–
Fahey function,” in the form Ldp

† �r ;C�, where the parameter
C represents the imposed iso-response constraint. The pa-
rameter C will typically be either a constant value of Ldp�
�denoted Ldp�

†� or a constant increase in neural firing rate
��R†�.

A. Mapping out the territory

Figure 2 shows typical data collected while using the
method to perform a noninvasive Allen–Fahey experiment in
cat. Similar experiments were performed at seven fdp fre-
quencies ranging from 2.5 to 8 kHz in two cats with good
hearing. Additional experiments in four cats were used to
develop the methods. Except when there were obvious prob-
lems with the acoustic calibrations, qualitatively similar re-
sults were found in all cases.

Although Allen–Fahey experiments are traditionally per-
formed using a real-time feedback loop to maintain a con-
stant response at xdp, we took advantage of the additional
freedom offered by the noninvasive method to “map out” the
territory under open-loop conditions.3 The data are displayed
in the form of DPOAE level maps4 that show the dependence
of Ldp and Ldp� on the frequency ratio and level of the prima-
ries. We thus regard the maps as functions of ���r ,L1�,
which represents an ordered pair of independent variables
that together define the “� plane.” The maps were con-
structed by interpolation from data collected by randomized
sampling on a rectangular grid �50 frequencies, 17 levels�.
For reference, iso-DPOAE level contours are spaced at inter-
vals of 5 dB SPL.

The map Ldp��� evinces a characteristically snout-
shaped main lobe that peaks at a primary frequency ratio
ropt�1.2 �panel �A��. Note, however, that the value of ropt is
clearly level dependent, ranging from ropt�1.13 at 35 dB
SPL to ropt�1.28 at 70 dB SPL. At higher ratios �r�1.35�,
the first in a series of notches and lobes appears, perhaps as
the result of wave interference effects. Although overall lev-
els are reduced, the map Ldp� ��� is qualitatively similar in
form �panel �B��.

FIG. 2. DPOAE level maps measured using the noninvasive method in cat. The stimulus protocol is illustrated in Fig. 1�B�. Each panel gives the primary
frequency ratio r along the abscissa and the level L1 along the ordinate. DPOAE level is coded using the gray scale indicated by the bar adjacent to each panel;
contour lines are spaced at intervals of 5 dB SPL. Both r and f1 increase along the abscissa �with f1= fdp/ �2−r��. In all measurements, the frequency fdp was
fixed at 7 kHz, corresponding to r=1 � �. �A� Principal DPOAE level map Ldp��� measured by varying the primary frequencies and intensities. The primary
level L2 was varied according to L2=L1−15 dB SPL. The data were obtained in the presence of a third primary, P3, defined so that fdp/ f3=1.15 and L3

=45 dB SPL. Contour lines corresponding to DPOAE levels of �30,35,40� dB SPL are labeled along the top margin. �B� Secondary DPOAE level map Ldp� ���
measured simultaneously with the principal level map Ldp��� shown in �A�. Triangles along the right margin mark iso-Ldp� contours corresponding to �5,0 ,
−5� dB SPL.
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B. Allen–Fahey experiments by inspection

The big-picture view provided by the maps Ldp��� and
Ldp� ��� in Fig. 2 frees us from the tyranny of the feedback
loop—we can impose any auxiliary conditions we chose
�e.g., the constant-response criterion mandated by the Allen–
Fahey paradigm� after all measurements have been collected.
Indeed, the level maps allow noninvasive Allen–Fahey ex-
periments to be performed almost by inspection.

One begins by choosing a constant criterion value of
Ldp� , which we will call Ldp�

†. The value Ldp�
† defines an iso-

Ldp� contour, C0�Ldp�
†�, in the � plane. Contours C0 correspond-

ing to three different values of Ldp�
† are shown marked by

triangles in Fig. 2�B�. For each value of Ldp�
†, the correspond-

ing Allen–Fahey function Ldp
† �r ;Ldp

† �� can be obtained simply
by extracting values from the map Ldp��� �Fig. 2�A�� along
the contour C0�Ldp�

†�:

Ldp
† �r;Ldp�

†� = Ldp�C�Ldp�
†�� . �1�

The function Ldp
† �r ;Ldp

† �� obtained in this way represents
the level of the principal DPOAE �at frequency fdp� when
the level of the secondary DPOAE �at fdp� � is held constant
�at Ldp� =Ldp�

†�. According to the premise of the noninvasive
method, holding Ldp� constant in the ear canal approxi-
mates holding the intracochlear response to fdp constant
near its characteristic place.

Figure 3 shows Allen–Fahey functions Ldp
† �r ;Ldp�

†� ob-
tained by evaluating Ldp��� from Fig. 2�A� along the three
marked iso-Ldp� contours from Fig. 2�B�; the three contours
correspond to Ldp�

†= �5,0 ,−5� dB SPL. Over most of the
measured frequency range, the three different criterion val-
ues of Ldp�

† all yield functions Ldp
† �r ;Ldp�

†� with a “bandpass”
shape whose qualitative form is not especially sensitive to
the value of Ldp�

†. As r decreases towards 1, the ear-canal
amplitude of Ldp

† �r ;Ldp�
†� generally increases to a maximum

and then decreases as r falls below ropt�1.2. Note, however,
that at the two higher values of Ldp�

† the decrease at close

ratios is cut short because the corresponding iso-Ldp� contours
turn back on themselves at values of r less than ropt �Fig.
2�B��. For these values of Ldp�

†, the function Ldp
† �r ;Ldp�

†� re-
mains undefined at close ratios.

Before exploring the origins of the bandpass form of
Ldp

† �r ;Ldp�
†�—and of the undefined values at higher values of

Ldp�
†—we first compare the results obtained with the nonin-

vasive method to those obtained using the original, auditory-
nerve-based paradigm.

IV. COMPARISON WITH THE AUDITORY-NERVE-
BASED METHOD

To test the validity of the noninvasive method, we also
performed Allen–Fahey experiments using the original ANF-
based paradigm. Figure 4 shows the ANF-derived
Ldp

† �r ;�R†� measured at the same frequency and in the same
cat employed for the noninvasive experiments shown in Fig.
3. In the invasive version of the experiment, the DP response
at xdp was adjusted to produce a threshold-level change, �R†,
in the firing rate of an auditory-nerve fiber with CF matching
the DP frequency. Note that the ANF-based method cannot
measure Ldp

† �r ;�R†� at close ratios: Once the primary P1

crosses the tuning curve into the fiber’s response area, the
primaries drive the fiber and the constant-DP condition can
no longer reliably be maintained.5 Nevertheless, within their
overlapping domains the invasive and noninvasive methods
give qualitatively similar results. In particular, the two meth-
ods agree on the overall bandpass shape of Ldp

† �r�, as well as
on some of the microstructural details �e.g., the peak loca-
tion�.

FIG. 3. Results for the noninvasive Allen–Fahey experiment. The lines
show measured Allen–Fahey functions, Ldp

† �r ;Ldp�
†� defined as the level of

the principal DPOAE �at fdp� measured when the secondary DPOAE �at fdp� �
is held constant at Ldp�

†. The Allen–Fahey functions were obtained by evalu-
ating Ldp��� from Fig. 2�A� along the three iso-Ldp� contours marked with
triangles ��� in Fig. 2�B� �Ldp�

†= �5,0 ,−5� dB SPL�. The inverted dagger � �
denotes the constant value of fdp corresponding to r=1. The dotted lines
show secondary branches of Ldp

† �r ;Ldp�
†� obtained when an iso-Ldp� contour

loop backs on itself at r�ropt.

FIG. 4. Allen–Fahey experiment performed using the ANF-based method.
The data are from the same animal and use the same fdp frequency as the
noninvasive results shown in Fig. 3. The figure shows measurements of the
Allen–Fahey function, Ldp

† �r ;�R†�, defined as the level of the principal
DPOAE �at fdp� measured when the DP response response at xdp was held at
neural threshold ��R†=20 spikes/s above the spontaneous rate� using the
auditory-nerve fiber whose threshold tuning curve �TC� is shown; the DP
frequency fdp was fixed at the fiber’s CF � �. The data are plotted versus f1

�on a log scale� rather than r so that the tuning curve has its conventional
form. For reference, the f1 tick-mark frequencies �7,8 ,9 ,10� correspond to
r values of approximately �1,1.125,1.22,1.3�, respectively. The curve la-
beled L1

† shows the corresponding level of the f1 primary �with L2=L1−15
dB SPL�. The dashed vertical line indicates the frequency below which the
f1 primary drives the fiber so that the constant-DP condition cannot reliably
be maintained. The acoustic noise floor was approximately −20 dB SPL.
Multiple traces illustrate the reproducibility of the measurements.
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A. Compensating for changes in distortion-source
output

To provide a more quantitative comparison between the
two methods, the data need to be corrected for differences in
the physiological state of the ear, as manifest through the
effective strength of the distortion source. Although the mea-
surements in Figs. 3 and 4 were performed at the same fre-
quency and in the same animal, the data were collected at
different times. During the interval between the two mea-
surements �approximately 17 h�, noninvasive level maps
were measured at other frequencies, the animal was prepared
for neural recording by surgically exposing the auditory
nerve, and recordings were made on about 30 fibers. These
activities were accompanied by slow but significant changes
in the state of the cochlea, as assayed using distortion-
product “audiograms” �DP-grams�. Meaningful quantitative
comparisons between the two methods require that we “cor-
rect” the ANF-based results from Fig. 4 in order to estimate
the value of Ldp

† �r ;�R†� we would have measured had the
neural recordings been made simultaneously with the nonin-
vasive measurements of Fig. 3.

Fortunately, two independent means of performing the
needed correction are available. The most straightforward
approach is to adjust the ANF-based amplitude of
Ldp

† �r ;�R†� up or down by an amount equal to the measured
shift in the DP-gram. The dashed lines in Fig. 5 show the
results of applying this frequency-dependent adjustment for
distortion-source output. As indicated by the size and direc-
tion of the shifts, the change in the DP-gram varied consid-
erably across the measured range. Whereas for f1�11 kHz,
the distortion-source output decreased over time �the upward
shift reflects the stronger DP generation at the earlier time�,
at higher frequencies the effective DPOAE source output in-

creased slightly during the interval �and the corrected curve
shifts down�. Because our standard DP-grams were recorded
at a primary frequency ratio and level �r=1.2 and �L1 ,L2�
= �50,40� dB SPL� roughly comparable to those that pertain
near the peak of Ldp

† �r ;Ldp�
†� measured along the Ldp�

†

=5 dB SPL contour, the correction should be most reliable in
this region.

The second strategy for correcting the ANF result is to
evaluate Ldp��� using the noninvasive map in Fig. 2�A� along
the “primary-level-trajectory” measured during the ANF ex-
periment �i.e., along the curve labeled L1

† in Fig. 4�. Hence-
forth we refer to this curve simply as the “L1-trajectory,”
since the primary levels L1 and L2 vary together. The solid
lines in Fig. 5 show the resulting values of Ldp

† �r ;L1
†�, where

L1
†=L1

†�r ;�R†� is the L1 trajectory. This approach assumes
that although the distortion-source output level may vary
somewhat during the experiment �e.g., according to the sta-
tus of the outer hair cells�, the shape of the iso-response
contours varies much less. In other words, the correction
presumes that despite an ongoing modulation in the overall
level of intracochlear distortion, contours that produced con-
stant distortion early in the experiment continue to yield con-
stant �albeit usually reduced� distortion as the state of the
cochlea varies �usually deteriorates� with time.

Figure 5 shows that the two correction methods yield
very nearly the same results. Agreement is especially good
near the peak of Ldp

† �r�, where we expect the DP-gram cor-
rection to be most reliable.

B. Comparison between the methods

The compensation for intervening changes in distortion-
source output allows us to compare the noninvasive and
ANF-based results more quantitatively. Figure 6 directly
overlays values of Ldp

† �r� measured using the two methods.
The noninvasive values were obtained using iso-Ldp� contours
of Ldp�

†=4±1 dB SPL; the ANF values correspond to the
range of corrected results from Fig. 5.

The noninvasive contours used in the comparison �Ldp�
†

=4±1 dB SPL� were chosen with reference to Fig. 7, which

FIG. 5. ANF-based Allen–Fahey functions compensated for changes in the
strength of the intracochlear distortion source. The curves show measured
and corrected values of Ldp

† �r ;�R†� versus the primary frequency f1. The
dotted lines show the measured Allen–Fahey functions from Fig. 4; the
dashed lines show the same measurements adjusted for frequency-dependent
changes in the DP-gram that occurred during the interval between the non-
invasive and ANF-based measurements. The multiple traces illustrate the
reproducibility of the measurements. Solid lines show values from the non-
invasive map Ldp��� �Fig. 2�A�� extracted along the ANF-based trajectory
L1

†�r� �Fig. 4�. For reference, the f1 tick-mark frequencies
�7,8 ,9 ,10,11,12,13� correspond to r values of approximately
�1,1.125,1.22,1.3,1.36,1.42,1.46�, respectively.

FIG. 6. Comparison of noninvasive and ANF-based Allen–Fahey functions.
The solid line and flanking dotted uncertainties give Allen–Fahey functions
Ldp

† �r ;Ldp�
†� measured using the noninvasive method with iso-Ldp� contours of

Ldp�
†=4±1 dB SPL. The shaded region shows the range of corrected ANF

values from Fig. 5.
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shows the ANF-derived L1
† curve �Fig. 4� overlaid on the

noninvasive Ldp� map �Fig. 2�B��. Except at the largest and
smallest ratios, the L1

† curve closely parallels the iso-Ldp� con-
tours, with the value Ldp�

†�4 dB SPL providing a good over-
all match. The matching value Ldp�

† depends on the threshold
and rate response function of the auditory-nerve fiber. The L1

†

curve for a more sensitive �lower threshold� fiber would pre-
sumably track iso-Ldp� contours corresponding to smaller val-
ues of Ldp�

†. �Unfortunately, we did not encounter a more
sensitive 7 kHz CF fiber in this cat and are therefore unable
to test this expectation directly.�

Although the invasive and noninvasive Allen–Fahey
functions Ldp

† �r�—and their corresponding iso-response
contours—differ at high frequencies, where the higher-order
lobes in the map Ldp��� reside, the agreement within the
main lobe is quite respectable. �Both methods yield functions
that remain undefined at close ratios: The noninvasive curve
terminates at ratios below r�1.13 where the best matching
Ldp�

† contour turns back on itself; the ANF curve terminates
near r�1.1 where the trajectory L1

† crosses the tuning curve.�
Thus, within the main lobe, the noninvasive criterion of con-
stant Ldp� yields results in strong quantitative agreement with
the invasive criterion of constant ANF response.

We performed similar ANF-based Allen–Fahey experi-
ments in five cats and measured Allen–Fahey functions on
approximately 27 fibers �partial results were obtained on
many other fibers with which electrode contact was lost be-
fore data collection was complete�. In two of the five cats,
noninvasive methods were also employed. Although the data
and control experiments required for full, CF-matched com-
parisons between the invasive and noninvasive methods exist
for only a single fiber �see above�, the data from other fibers
appear consistent with at least a good qualitative match be-
tween the two methods. Taken together, our comparisons
demonstrate a good correspondence between the methods
and indicate that possible complications arising from the in-
troduction of a third primary tone are small, at least within
the main lobe of the response. Our results therefore support

the basic assumption of the noninvasive method, namely that
the secondary DPOAE provides a useful assay of the ampli-
tude of the principal DP near its characteristic place.

V. THE ROLE OF SUPPRESSION IN ALLEN–FAHEY
EXPERIMENTS

We now apply the noninvasive method to probe the
mechanisms responsible for the shape of the Allen–Fahey
function, Ldp

† �r�. The assumptions underlying Allen and Fa-
hey’s �1992� analysis imply that the shape of Ldp

† �r� reflects
the spatial variation of the integrated power gain of the co-
chlear amplifier at frequency fdp. In this interpretation, seg-
ments along the abscissa in which Ldp

† �r� increases as one
moves left toward r=1 correspond to regions of net power
gain �i.e., amplification by the organ of Corti� and segments
in which Ldp

† �r� decreases correspond to regions of net power
loss �absorption by the organ of Corti�. Interpreted in this
way, the location of the maxima in the Ldp

† �r� curves �Figs.
3–6� indicates that the integrated power gain of the amplifier
peaks at a location almost 2 mm basal to the peak of the fdp

excitation pattern, a distance equivalent to about one-half
octave of CF.6 Furthermore, the downward trend in Ldp

† �r� at
values r�ropt implies that strong power absorption—rather
than amplification—occurs in the region just basal to the
peak of the traveling wave. This conclusion conflicts with
solutions to the cochlear inverse problem �e.g., Zweig, 1991;
de Boer, 1995; de Boer and Nuttall, 2001�, which indicate
�based on different data and assumptions� that the integrated
power gain peaks are much closer to xdp.

7

Other than the possibility that the emperor has no
clothes �i.e., that the cochlear amplifier has negative gain�,
the most frequently cited explanation for the downturn in
Ldp

† �r� at close ratios involves the suppressive influence of
the primaries �e.g., Allen and Fahey, 1992; Kanis and de
Boer, 1993; de Boer et al., 2005�. The idea is that at close
ratios the primaries powerfully suppress the fdp amplifier,
causing the apparent gain measured by the Allen–Fahey
function to plummet. In this section we apply the noninva-
sive method to test this explanation for the downturn in
Ldp

† �r�.

A. Measuring suppression by the primaries

To explore the role of suppression in shaping the Allen–
Fahey function we devised a measurement paradigm that al-
lows us to quantify the effects of suppression. In Allen and
Fahey’s analysis, varying the primary frequency ratio r has
only one effect: It moves the DP source around inside the
cochlea, allowing the experiment to probe different parts of
the DP amplification region. In principle, however, changing
r also changes the amount of suppression of the DP amplifier
by the primaries. Our strategy was to separate these two �and
perhaps other� effects of changing r by producing the stimu-
lus for BM motion at the DP frequency outside the cochlea
�i.e., by using an earphone�. When the DP sound is generated
in the ear canal, the only effect of changing the primary
frequencies on the DP-frequency BM motion is to change the
amount of suppression.

FIG. 7. Comparison between iso-Ldp� and ANF-derived constant-response
contours. The L1

† curves from Fig. 4 �thick solid lines� are shown overlaid on
the map Ldp� ��� from Fig. 2�B�. For reference, the dashed line marked with a
triangle ��� shows the contour Ldp=4 dB SPL.
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To quantify the role of suppression in our noninvasive
Allen–Fahey experiment, we adopted the stimulus protocol
shown in Fig. 8. We measured the suppressive influence of
the f1 primary on the generation of the secondary DP by
removing the intracochlear DP source at frequency fdp �by
turning off P2� and presenting fdp as an external tone.8By
presenting fdp as an external tone we hold the location of the
fdp source constant �i.e., in the ear canal� and therefore fix
the �unsuppressed� amplification of the fdp traveling wave.
We denote the level of the secondary DPOAE measured un-

der these conditions by L̂dp� .
Figure 9 shows the substantial suppressive effect of the

primary P1 on the secondary DPOAE. As expected, the data
show that suppression by P1 increases both at higher inten-
sities and at closer frequencies �as r decreases, f1 draws
closer to fdp�. Although observed here in the secondary
DPOAE at frequency fdp� , the suppression we measure in Fig.
9 presumably arises predominantly through the suppressive

action of P1 on the fdp excitation pattern �recall that fdp is the
high-frequency “primary” for the generation of fdp� �. As such,
similar suppression would occur in any method of perform-
ing the Allen–Fahey experiment. Suppressive effects unique
to the noninvasive method �such as direct suppression of P3,
or of fdp� itself, by P1� are likely to be weaker but must also
contribute.

B. Compensating for suppression

Now that we have quantified suppression and found it to
be strong at close ratios, we would like to understand its
contribution to the Allen–Fahey function, Ldp

† �r�. Our ap-
proach will be to remove the effects of suppression from
Ldp

† �r� by adjusting the constant-response criterion to com-
pensate for the measured tuning of suppression. Compensa-
tion is necessary because the same cochlear nonlinearities
that generate the DP also affect the sensitivity of the “detec-
tor” �i.e., the ANF fiber or the secondary DPOAE� used to
monitor its intracochlear level. Rather than adopting a con-
stant criterion, Ldp�

†, we seek instead to adjust the criterion
with r in such a way that the effects of suppression on the
calibration of the intracochlear detector are subtracted out.

1. The suppression reference point

We begin by selecting �ref�Ldp�
†�, a suppression reference

point along the iso-Ldp� contour C0�Ldp�
†� in the � plane. The

suppression reference point defines the location with respect
to which changes due to suppression will be measured. In the
examples that follow, we take �ref�Ldp�

†� to be the r=1.36
point of the contour C0�Ldp�

†� �i.e., the point where C0�Ldp�
†�

intersects the line r=1.36; for fdp=7 kHz, this ratio occurs at
f1=11 kHz�. A glance at Fig. 2�B� shows that �ref�Ldp�

†�
��1.36,64 dB SPL� for the Ldp�

†=5 dB SPL contour and
�ref�Ldp�

†���1.36,60 dB SPL� for the Ldp�
†=0 dB SPL con-

tour. Although none of our conclusions depend on the value
of �ref�Ldp�

†�, our choice is convenient because it resides
within the main lobe of Ldp��� �Fig. 2�A�� but is sufficiently
far from r=1 not to manifest strong suppression �Fig. 9�.

Relative to its value at �ref�Ldp�
†�, the suppression of the

secondary DPOAE can be found from the map

Sdp� ��� � L̂dp� ��ref� − L̂dp� ��� . �2�

The suppression map Sdp� ��� is 0 at �ref �by definition� and
its value generally increases as one moves closer to r=1
along C0�Ldp�

†�. Evaluating Ldp��� along the contour
C0�Ldp�

†�—defined by the constant response criterion
Ldp� �C0�=Ldp�

†—includes effects due both to changes in DP
source location �e.g., to changes in the amplification of
forward and reverse DP waves� and to changes in the
amount of suppression by the primaries.

2. Contour iteration

To approximate a suppression-compensated Allen–
Fahey function, one might begin by evaluating Ldp��� along
the modified contour C1, defined as the curve along which

FIG. 8. Schematic showing the stimulus paradigm employed in the suppres-
sion measurements. The format is described in the caption to Fig. 1. The
measurements determine the suppressive influence of the f1 primary on the
generation of the secondary DP at frequency fdp� . The f1 and f3 primaries are
identical to those used in the noninvasive method �Fig. 1�B��, but the f2

primary has been turned off. Rather than being generated inside the cochlea,
the excitation at frequency fdp is produced in the ear canal using the ear-
phone that previously generated f2.

FIG. 9. Level map L̂dp� ��� showing suppression of the secondary DPOAE by
the f1 primary. Shown in the same format as the maps Ldp��� and Ldp� ��� in

Fig. 2, the map L̂dp� ��� was measured using the stimulus protocol illustrated
in Fig. 8 by varying the frequency and level of P1, which acts here as a
suppressor tone. The primary P2 was turned off, and the tone at frequency
fdp was presented in the ear canal at a fixed level �25 dB SPL� chosen so that
the secondary DPOAE near rmax had a level similar to Ldp� �see Fig. 2�B��.
The primary P3 was the same used during the measurement of Ldp��� and
Ldp� ���.
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Ldp� �C1� = Ldp�
† − Sdp� �C0� . �3�

The quantity on the right-hand side represents an adjusted
�r-dependent� criterion from which changes in Ldp� ��� due to
suppression along the original contour, C0, have been
“subtracted out.” Although certainly an improvement, this
approximation remains imperfect because the suppression
along the modified contour C1 generally differs from the
suppression along C0 that we subtracted out. To improve
the approximation further we could iterate the process,
subtracting out changes in suppression along C1 to obtain
another new contour, C2:

Ldp� �C2� = Ldp�
† − Sdp� �C1� . �4�

By iterating in this way ad infinitum we obtain a sequence of
contours �C0 ,C1 ,C2 ,C3 , . . . � whose limit, C�, satisfies

Ldp� �C�� = Ldp�
† − Sdp� �C�� . �5�

The limiting contour C� is fully “suppression-compensated”
in the sense that its defining criterion �the right-hand side of
Eq. �5�� varies in just the right way so that changes in sup-
pression along its path are removed.9

By using the definition of Sdp��� from Eq. �2� one can
prove by algebra that the limiting contour satisfies

�Ldp� − L̂dp� ��C�� = Ldp�
† − L̂dp� ��ref� , �6�

where the right-hand side is constant. Thus, the suppression-
compensated contour C� is simply the contour along which

�Ldp� �C�� = �Ldp�
† where 	�Ldp� ��� � Ldp� ��� − L̂dp� ���

�Ldp�
† � Ldp�

† − L̂dp� ��ref� .
�7�

In other words, suppression-compensated contours C� are
just iso-level contours of the difference map, �Ldp� ���; dif-
ferent contour lines correspond to different values of Ldp�

†

and �ref�Ldp�
†�.

Figure 10 shows the difference map �Ldp� ��� computed

from the maps Ldp� ��� and L̂dp� ��� �Figs. 2�B� and 9�. The

difference map �Ldp� ��� is noisy in the upper-left and lower-

right corners �corresponding to small values of L̂dp� ��� and
Ldp� ���, respectively� but is well determined along the inter-
vening diagonal. The terminal triangles mark iso-�Ldp� con-
tours corresponding to the three iso-�Ldp� contours marked in
Fig. 2�B� �i.e., Ldp�

†= �5,0 ,−5� dB SPL�.
Note that unlike many of the iso-Ldp� contours in Fig.

2�B�, the iso-�Ldp� contours C� do not turn back on them-
selves at close ratios. Functions evaluated along the
suppression-compensated contours are therefore well defined
at all values of r. We interpret this difference between the
original and suppression-compensated contours as indicating
that at close ratios suppression is sufficiently strong that an
iso-Ldp� criterion cannot always be maintained: Compensating
for suppression is then the only way to obtain a solution.10

C. Suppression-compensated Allen–Fahey
experiments

Figure 11 compares Allen–Fahey functions at three dif-
ferent response criteria before and after compensating for
suppression. The dotted lines show the three uncompensated
�“original”� functions Ldp

† �r ;Ldp�
†� from Fig. 3; the solid lines

show the corresponding functions Ldp
† �r ;�Ldp�

†� compensated
for suppression by evaluating Ldp��� �Fig. 2�A�� along the
marked iso-�Ldp� contours from Fig. 10. Because suppression
reference points �ref�Ldp�

†� were located at r=1.36, each pair
of functions intersects at this ratio.

The comparison in Fig. 11 demonstrates that removing
suppression decreases the function Ldp

† �r� at values of r be-
low the suppression reference point and increases it above
the reference. Thus, the contribution of suppression to Allen–
Fahey experiments is not to decrease the apparent gain mea-
sured by the paradigm, but to increase it. This is, of course,
exactly the opposite of the intuitive and predicted result �e.g.,
Allen and Fahey, 1992; Kanis and de Boer, 1993; de Boer et
al., 2005�—it demonstrates that the downturn at close ratios
in Ldp

† �r� generally seen in Allen–Fahey experiments is not

FIG. 10. Difference map �Ldp� ����Ldp� ���− L̂dp� ��� computed from the maps
in Figs. 2�B� and 9. The solid lines marked with triangles ��� are contours
C� along which �Ldp� ���=�Ldp�

†, where �Ldp�
†= �−0.75,−5.6,

−12.9� dB SPL. The ratio r of the reference point �ref�Ldp�
†� is fixed at 1.36

�or f1=11 kHz�. For this choice of reference ratio, the three contours corre-
spond to the marked contours at Ldp�

†= �5,0 ,−5� dB SPL from Fig. 2�B�.

FIG. 11. Noninvasive Allen–Fahey functions with and without compensat-
ing for suppression. The solid lines show suppression-compensated func-
tions Ldp

† �r ;�Ldp�
†� obtained by evaluating Ldp��� from Fig. 2�A� along the

three marked iso-�Ldp� contours from Fig. 10. For comparison, the dotted
lines show “original” �uncompensated� values of Ldp

† �r ;Ldp�
†� reproduced

from Fig. 3. The corresponding values of Ldp� are given on the right margin.
Each pair of functions intersect at r=1.36, the frequency ratio of the sup-
pression reference points, �ref�Ldp�

†�.
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due to suppression. Indeed, removing contributions from
suppression evidently makes the downturn even more pro-
nounced.

VI. DISCUSSION

We have shown that secondary distortion products can
be used to calibrate an intracochlear distortion source. The
method allows experiments that measure both intracochlear
DPs and ear-canal DPOAEs �e.g., Allen–Fahey and related
paradigms� to be performed noninvasively. We validated the
method by using it to perform noninvasive Allen–Fahey ex-
periments in cat, comparing the results with measurements
made using the original, auditory-nerve based paradigm at
the same frequency and in the same animal. Although the
comparison has so far been made rigorously in only a single
preparation, the quantitative similarity between the results—
together with the strong qualitative similarities observed in
other preparations—supports the assumption that the second-
ary DPOAE provides a useful assay of the principal DP near
its characteristic place.

A. Pros and cons of noninvasive calibration

Because the noninvasive calibration method employs
secondary distortion products, which arise from a region
straddling xdp, rather than at xdp alone, the method is inher-
ently less tightly controlled than methods based on ANF or
BM measurements. Nevertheless, the noninvasive method
has several nice features that help compensate for the lack of
precise control. First and foremost, the procedure is—as its
name implies—entirely noninvasive and can therefore be
performed in a wide variety of species, including humans.
Second, the procedure can be performed at any frequency
�unlike, for example, the BM method which can be em-
ployed only at a rather limited number of surgically acces-
sible locations within the cochlea�. In addition, unlike the
ANF-based method, the noninvasive method can be applied
at primary-frequency ratios close to 1. Furthermore, the non-
invasive method obviates the need to maintain contact with
single neurons and therefore affords one the luxury of “map-
ping out” the territory under open-loop conditions �cf. Fig.
2�. Consequently, the noninvasive method can provide a
“big-picture” view: Mapping out the global structure permits
the exploration of alternative constraints and greatly en-
hances the interpretive power.

B. Suppression in Allen–Fahey experiments

Contrary to intuitive expectations, our results indicate
that suppression actually increases the apparent gain mea-
sured by the Allen–Fahey paradigm �Fig. 11�. To understand
why this is so, we need briefly to review Allen and Fahey’s
�1992� argument that Ldp

† ��� measures the integrated power
gain of the cochlear amplifier at frequency fdp.

The argument goes as follows: The DP source generates
waves that propagate away in both directions. As r decreases
toward 1 the DP source moves apically toward xdp and fur-
ther into the region of presumed DP amplification. As the
source advances further into the amplifier, the size of the
amplification region for the forward wave shrinks, and the

amplitude of the DP at xdp decreases. Since the DP amplitude
is falling at xdp, the source strength must be boosted corre-
spondingly �e.g., by increasing the primary levels� in order to
maintain the constant criterion response at xdp. Now, as the
amplification region for the forward wave shrinks, the am-
plification region for the reverse wave grows, and the reverse
wave therefore propagates through ever larger regions of the
amplifier on its way to the stapes. Thus, whereas the inte-
grated amplification of the forward-traveling DP decreases as
r→1, the integrated amplification of the reverse DP in-
creases. Two effects therefore combine to increase the
DPOAE amplitude as r→1: �a� the boost in source strength
necessary to maintain a constant response at xdp and �b� the
increased amplification of the reverse wave. The net result is
that Ldp

† ��� varies as the square of the power gain experi-
enced by a wave traveling between the stapes and the DP
source location �near x2�. This conclusion that Ldp

† ��� varies
as the square of the gain presumes isotropic wave propaga-
tion within the cochlea, ignores suppression and internal re-
flections, and assumes that the intracochlear distortion source
can be approximated as a point source whose “radiation
field” is independent of r �Allen and Fahey, 1992; Shera and
Zweig, 1992; Shera, 2003�.

How does suppression modify this result? One might
expect suppression to reduce the effective gain measured by
the experiment �e.g., Allen and Fahey, 1992�, in which case
the variation of Ldp

† �r� would underestimate the actual, un-
suppressed gain. But this intuitive analysis ignores the fre-
quency dependence �tuning� of suppression. Moving the DP
source region apically moves the primaries toward xdp, in-
creasing their suppressive effect on the forward-traveling DP
wave. At xdp the monitored response to the DP therefore
decreases not only because the forward-traveling DP now
travels through a smaller region of amplification, but also
because suppression by the primaries has increased. Conse-
quently, in order to maintain a constant response at xdp, the
DP source strength must be boosted even more than is nec-
essary in the absence of suppression. Since boosting the
source strength increases the ear-canal DPOAE, suppression
of the DP response by the primaries increases the value of
Ldp

† �r�. In the Allen–Fahey paradigm, tuned suppression mas-
querades as power gain; unless controlled for, two-tone sup-
pression actually increases the apparent gain.

By adopting an adjusted response criterion from which
the effects of suppression have been subtracted out, we veri-
fied this counterintuitive result experimentally. In addition,
our results demonstrate that suppression is not the cause of
the pronounced downturn in Ldp

† �r� seen at close ratios. Nei-
ther, of course, is the downturn due to amplification; acting
alone, amplification causes the curve to rise. If the behavior
of Ldp

† �r� at close ratios results neither from amplification nor
from suppression �both of which go the wrong way�, how
does the downturn arise?

C. Distortion beamforming and the Allen–Fahey
function

We conjecture that the downturn in the Allen–Fahey
function results from the emergence of a pronounced “direc-
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tionality” to the waves radiated by the DP source �Shera,
2003; de Boer et al., 2005�. Contrary to the simplifying as-
sumptions employed in the Allen–Fahey analysis of Ldp

† �r�,
the “DP source” cannot be a simple point source but must, in
effect, consist of many point sources spread out over a region
almost certainly a large fraction of a wavelength or more in
extent. Because the source region is distributed, substantial
phase differences can develop among the many sources ar-
rayed along its length; these phase differences, which are
created by and largely mirror the phase lags of the primary
tones, vary with r and become especially large at close ra-
tios. As r→1, the phase lag of the induced distortion sources
increases significantly over the region of strong distortion; as
a result of these spatial phase changes, the distortion-source
region “radiates” much more in the forward direction than it
does in the reverse �Shera and Guinan, 2007�. The source
region acts as a phased array or beamformer whose phasing,
and therefore dominant beam direction �forward or reverse�,
is determined by the f2 / f1 ratio.11

1. Simulated distortion beamforming

By way of illustration, Fig. 12 shows an example of
source directionality induced by wave interference effects in
a simple model example: a uniform transmission line �Shera
and Guinan, 2007�. As detailed in Appendix B, the line is
assumed to contain a distributed source region �i.e., a spatial
array of point sources� that radiates waves in both directions.
The wave amplitudes radiated in the two directions can be
found by summing the wavelets generated by all the sources
in the region, taking care to account for phase changes due to
propagation. Whereas the source strength �per unit length� is
assumed constant, the source phase is made to vary system-
atically over the source region. Variations in source phase are
expected when the sources themselves are induced by a
stimulus wave �or waves� propagating along the line. Figure
12 shows the magnitudes of the forward and reverse waves

radiated by the source region as a function of its size �spatial
extent�. When the source region is small �i.e., much less than
a wavelength�, the forward and reverse wave amplitudes are
nearly the same: the source region radiates equally in the two
directions. But as the source region grows in size, and the
total phase variation along its length increases, a pronounced
asymmetry develops. In the forward direction, the individual
wavelets from the many sources in the region always com-
bine in phase, and the amplitude of the net forward wave
grows rapidly. But in the reverse direction, destructive inter-
ference among the constituent wavelets causes strong cancel-
lation within the source region, and the amplitude of the net
reverse wave remains small. �Indeed, whenever the source
length matches an integral number of half wavelengths, in-
ternal cancellation is complete and the net reverse wave is
zero.� Although each individual source within the distribu-
tion radiates equally in the two directions, phase interactions
induce a strong directionality on the distribution as a whole.

Model calculations performed using a simple quasilinear
model of DP generation �e.g., Kanis and de Boer, 1997; Tal-
madge et al., 1998; Shera, 2003� suggest that analogous
beamforming takes place within the cochlea. Figure 13
shows DP magnitudes in the ear canal and at xdp computed as
a function of the primary frequency ratio using constant in-
tensity primary tones �see Appendix B for details�. Note that
the curves have been grouped and offset vertically for clar-

FIG. 12. The emergence of source directionality from phase interactions in
a transmission line. The magnitudes of the waves radiated in the forward
and reverse directions from a distributed source of uniform amplitude are
shown. Although the source strength is uniform �constant per unit length�,
the source phase varies linearly with position, mirroring the phase of a plane
wave traveling along the transmission line �i.e., as e−2�ix/� where � is the
wavelength of the waves propagating in the line�. The radiated wave mag-
nitudes are plotted as a function of the size of the source region, whose
length �relative to the wavelength� is given along the abscissa. Except when
the source region is much smaller than a wavelength, the distributed source
is highly directional, radiating much more in the forward direction than in
the reverse.

FIG. 13. Distortion beamforming simulated in the cat. DP magnitudes at xdp

�top pair of solid lines� and DPOAEs in the ear canal �middle pair of dashed
lines� computed in a one-dimensional transmission-line model of the cat
cochlea are shown. Stimulus intensities were held constant and the DP fre-
quency was fixed at 7 kHz; responses were computed as a function of the
primary frequency ratio, whose value increases along the abscissa. The top
scale bar applies to both solid and dashed lines. The corresponding Allen–
Fahey functions are shown on a slightly expanded vertical scale �bottom pair
of dotted lines and secondary scale bar�. The model was customized for cat
by solving the inverse problem �Shera et al., 2005� using ANF-derived
measurements of the amplitude and phase of cochlear tuning �van der
Heijden and Joris, 2003�. Each pair of curves shows model results based on
tuning measurements at CFs of 6 and 9 kHz �� and �, respectively�. All
model responses have been offset vertically and grouped for clarity.
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ity; only their shapes have physical significance. To make the
model computations as realistic as possible, we based them
on BM mechanical responses estimated for the cat using
ANF-derived measurements of the amplitude and phase of
cochlear tuning �van der Heijden and Joris, 2003�. To high-
light effects due to wave interference, mutual and self-
suppression among the primaries and the DP have been ne-
glected. Because both the amplitude and the phase of the DP
sources vary with position, the cochlear computation is
rather more complicated than the transmission-line example
discussed earlier. Nevertheless, the directional effects of
phased beamforming are clearly evident at close ratios.
Whereas the forward-radiated DP at xdp plateaus or decreases
only slightly for r�1.1, the reverse-radiated DPOAE falls
sharply, a decrease due almost entirely to destructive inter-
ference among wavelets emanating from the distributed
generators.12 Since suppression is neglected in this example,
the Allen–Fahey function can be obtained simply by comput-
ing the ratio of the DPOAE and DP curves evaluated at con-
stant intensity. The resulting functions Ldp

† �r� are shown as
the bottom pair of curves in Fig. 13. As conjectured, destruc-
tive interference creates the fall-off evident in the Allen–
Fahey function at close ratios.

2. Beamforming and the “DP filter”

As our measurements and simulations indicate, Allen–
Fahey experiments are closely related to the so-called DP
filter, which also has a characteristic bandpass shape �Brown
et al., 1992; Allen and Fahey, 1993�. As Fig. 2�A� makes
clear, the DPOAE level along almost any single-valued con-
tour that traverses the map Ldp��� from left to right will
manifest an approximately bandpass form—the DP filter
function, typically measured using a procedure that amounts
to evaluating Ldp��� along a horizontal �constant-level� con-
tour, is just an especially simple case. Our beamforming ex-
planation for the shape of Ldp

† �r� is thus consistent with a
number of theoretical studies that trace the form of the DP
filter to interference effects within the distributed source re-
gion �van Hengel, 1996; Talmadge et al., 1998; Kemp and
Knight, 1999; Shera, 2003�. Fahey et al. �2006� have re-
cently provided experimental evidence supporting the sug-
gestion that the decrease in DPOAE amplitude as r→1
arises primarily from vector cancellation among multiple
sources. In addition, measurements of the relative amplitudes
of the distortion and reflection components of DPOAEs �e.g.,
Knight and Kemp, 2000� provide additional experimental
evidence for changes in distortion-source “directionality” as
a function of r �reviewed in Shera and Guinan, 2007�. Thus,
neither amplification nor suppression, but the shape of the
DP radiation field and its variation with r may well be the
most important determinant of the DP filter and the results of
the Allen–Fahey experiment.
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APPENDIX A: EXPERIMENTAL METHODS

This Appendix details the experimental methods used
for performing the experiments described in the text. All pro-
cedures were conducted in accordance with National Insti-
tutes of Health guidelines and were approved by the animal
care committees at the Massachusetts Eye and Ear Infirmary
and the Massachusetts Institute of Technology.

1. Animal care and preparation

All measurements were in Dial-anesthetized cats; details
of the surgery and auditory-nerve recording have been de-
scribed elsewhere �e.g., Guinan and Gifford, 1988; Guinan
and Stanković, 1996�. The physiological condition of the ani-
mals �including body temperature, heart rate, breath rate, ex-
pirated CO2 levels, and EEG� was monitored continually
throughout the experiment. Tone-evoked compound-action-
potential �CAP� thresholds recorded with a silver-wire elec-
trode near the round window and distortion-product “audio-
grams” �DP-grams� recorded from the ear canal were
measured at regular intervals as assays of hearing function.

2. Stimulus generation and acquisition

Stimulus wave forms were generated and responses ac-
quired and averaged digitally using a Spectrum Signal Pro-
cessing PC/C31 DSP Board with two Burr-Brown analog
daughter modules providing eight channels of 16 bit syn-
chronized analog I/O �four in/four out�. We used sampling
rates of approximately 59.94 kHz. Output wave forms were
filtered using 8-pole butterworth low-pass filters with corner
frequencies of 30 kHz. Input signals were high- and low-
pass filtered using a Rockland “brick-wall” filter. The hard-
ware was computer controlled using a custom designed data-
acquisition system implemented in LabVIEW and
supplemented with hand-coded time-domain artifact-
rejection and synchronous-averaging routines �Shera and
Guinan, 1999�. All measurements were performed in a
sound- and vibration-isolated, electrically shielded chamber
�Ver et al., 1975�.

The ear was driven by up to four simultaneous signals.
To minimize spurious intermodulation distortion, each signal
was presented through a separate earphone. Acoustic signals
were transduced using calibrated Etymōtic Research ER10c
DPOAE Probe systems with earpieces adapted to allow si-
multaneous presentation of the four independent stimulus
wave forms. In addition to the two earphone channels in the
ER-10c, a pair of ER-3 earphones drove the two additional
output channels employed by the noninvasive method. Con-
trol experiments in a small cavity indicate that the
measurement-system distortion was at or below the noise
floor, which was typically less than −20 dB SPL.
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Absolute sound-level calibrations were performed prior
to each experiment, and in-the-ear calibrations were per-
formed frequently throughout in order to detect and control
for changes in the acoustic calibrations caused, e.g., by pos-
sible fluid build-up in the ear canal.

3. Auditory-nerve recording

Tuning curves were measured using the standard Kiang-
Moxon paradigm �Liberman, 1978�, thereby determining the
unit’s threshold and characteristic frequency �CF�. In addi-
tion, spontaneous rate was recorded over an interval of
15–30 s.

4. Measurement of distortion products

Stimuli were windowed acoustic tone bursts consisting
of two primary frequencies, f1 and f2, with f2� f1. Frequen-
cies were quantized �typically with a resolution of roughly
29 Hz� so that the analysis window contained an integral
number of stimulus periods. The pressures P1 , P2, and Pdp

were extracted from the measured ear-canal pressure using
2048-point discrete Fourier transforms. Values at neighbor-
ing frequencies were recorded to provide an estimate of the
noise floor. Measurements were made at frequency intervals
small enough to resolve any standing-wave patterns due to
interference effects. To maximize the overall level of distor-
tion and minimize possible suppression by P2 we used un-
equal primaries �L2=L1−15 dB SPL�. Our standard DP-
grams, measured at the frequency ratio r=1.2 using primary
levels �L1 ,L2�= �50,40� dB SPL, were an exception to this
rule.

In the auditory-nerve paradigm, the primary frequencies
were chosen so that fdp�CF, where fdp�2f1− f2. Spike
times were recorded and used to control a computer-
automated feedback loop based on a modified Kiang-Moxon
paradigm that adjusted the primary levels until the estab-
lished neural criterion, defined with respect to the response
during surrounding intervals of silence, was satisfied.

In the noninvasive paradigm, DPOAE level and suppres-
sion maps were measured using the stimulus paradigms il-
lustrated in Figs. 1 and 8. Data were collected by randomized
sampling on a rectangular grid �50 frequencies, 17 levels�.
Each data point in the map represents the average of 64
response buffers for a total averaging time of about 2.2 s per
point. Measurement of the level maps shown in Figs. 2 and 9
took a combined total of roughly 90 min. The maps were
gently smoothed using Savitzky-Golay filters �e.g., Press et
al., 1992� and then interpolated to find values along any
desired contour �e.g., C��.

APPENDIX B: SIMULATED BEAMFORMING

1. Beamforming in a uniform transmission line

Figure 12 illustrates simple beamforming by showing
the magnitude of the total voltage at both ends of a section of
uniform transmission line produced by an array of distrib-
uted ac voltage sources whose relative phases vary system-

atically with position. Since a more systematic derivation can
be found elsewhere �Shera and Guinan, 2007�, we only
briefly summarize the key steps here.

We begin by denoting the complex source strength per
unit length by ṽsrc�x�. If the source region resides on the
interval x� �0,L�, the net forward wave at x=L is

forward wave at L � 

0

L

ṽsrc�x�G�x�L�dx , �B1�

where the complex function G�x �L� acts to “propagate” each
generated wavelet from its point of origin �i.e., x� to the point
of observation �i.e., x=L�. Similarly, the net reverse wave at
x=0 is

reverse wave at 0 � 

0

L

ṽsrc�x�G�x�0�dx . �B2�

For a uniform transmission line, the propagator has the form
G�x �x��=e−ik�x�−x�, where k=2� /� and � is the wavelength of
the waves propagating in the line at the ac driving frequency.

We now evaluate the integrals, assuming that ṽsrc�x�
=v0e−ikx �i.e., constant amplitude and linear phase�. For the
forward wave we find that

forward wave at L � v0L , �B3�

whose amplitude grows linearly with L. For the reverse
wave, by contrast,

reverse wave at 0 �
v0

2ik
�1 − e−2ikL� , �B4�

whose amplitude remains bounded with L, oscillating with a
period � /2. The waves radiated in the two directions are of
comparable magnitude only when the source size, L, is small
compared to the wavelength �L�� /4��.

2. Distortion beamforming in the cat

Figure 13 illustrates distortion beamforming in the co-
chlea by showing the magnitude of the total distortion prod-
uct at both ends of a section of cochlear transmission line.
The cochlea is assumed to contain an array of distributed DP
sources whose relative amplitudes and phases are determined
by those of the primary traveling waves and therefore vary
systematically with position. Although the computations dif-
fer somewhat in detail, closely related calculations and fur-
ther discussion can be found elsewhere �e.g., Talmadge et al.,
1998; Shera, 2003�.

The cochlea was modeled as a one-dimensional hydro-
mechanical transmission line containing an array of
stimulus-dependent DP sources �e.g., Kanis and de Boer,
1997; Talmadge et al., 1998; Shera, 2003�. At each point x
the complex-valued pressure-difference source at frequency
fdp=2f1− f2 was assumed proportional to the product

ZBM�x ; fdp�V˜dp�x ; f1 , f2�, where ZBM�x ; f� is the impedance of

the cochlear partition, V˜dp�x ; f1 , f2��VBM
2 �x ; f1�VBM

* �x ; f2�,
and VBM�x , f� is basilar-membrane velocity �the traveling
wave� at the indicated frequency. Stimulus intensities were
assumed low enough that the nonlinearity could be approxi-
mated by the cubic term in a power-series expansion in the
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local BM velocity. Suppression between the primaries was
neglected and the DP, once generated, was assumed to propa-
gate without further interaction with the primaries.

Using these assumptions, we calculated the DP at xdp by
evaluating the integral

DP at xdp � 

0

xdp

V˜dp�x; f1, f2�G�x�xdp�dx , �B5�

where G�x �xdp� is the cochlear traveling-wave pressure
propagator at the DP frequency �e.g., Shera et al., 2005�.
The DPOAE was calculated as the integral

DPOAE � 

0

�

V˜dp�x; f1, f2�G�x�0�dx , �B6�

where the upper limit of integration indicates that the sum-
mation extends throughout the cochlea. In both calculations,
overall constants of proportionality and slowly varying fac-
tors that do not appreciably affect the final result �e.g., fil-
tering by the middle ear� were neglected for simplicity.
When reflections from the stapes are ignored, the traveling-
wave pressure propagator G�x �x�� is given by

G�x�x�� � Wl�x��Wr�x�� , �B7�

where x��min�x ,x�� and x��max�x ,x��. The Wr,l�x� are
the forward- and reverse-traveling pressure basis waves at
the DP frequency �Shera et al., 2005�; they are analogous
to the complex exponentials e±ikx in the uniform transmis-
sion line. Note that our notation intentionally camouflages
much of the complicating detail in order to highlight the
close formal similarity between Eqs. �B5� and �B6� and
their counterparts for the uniform transmission line �Eqs.
�B1� and �B2��.

To simulate the cat cochlea as faithfully as possible, we
estimated BM traveling waves �e.g., VBM�x ; f1� and
VBM�x ; f2�� by converting ANF-derived measurements of the
amplitude and phase of cochlear tuning �van der Heijden and
Joris, 2003� to spatial responses using the assumption of lo-
cal scaling �e.g., Zweig, 1976�. The pressure basis waves
were obtained using formulas derived from the Wentzel-
Kramers–Brillouin approximation �Shera et al., 2005�:

Wr�x; f� � k2�x; f�VBM�x; f� �B8�

and

Wl�x; f� � k−3�x; f�VBM
−1 �x; f� . �B9�

In these equations, k�x ; f� represents the complex wave num-
ber of the traveling wave; it was obtained from a slightly
smoothed version of VBM�x ; f� using the wave number in-
version formula derived elsewhere �Shera et al., 2005�.

1A preliminary account of this work was presented at the 20th Midwinter
Meeting of the Association for Research in Otolaryngology �Shera and
Guinan, 1997�.

2Secondary distortion products have been used by others to establish that
distortion products propagate within the cochlea much like traveling waves
excited by external tones �e.g., Goldstein et al., 1978; Whitehead et al.,
1993�.

3Before appreciating the value of measuring the maps Ldp��� and Ldp� ���, we
took the traditional route and implemented a feedback control loop that
automatically adjusted the primary levels to maintain a constant criterion

value of Ldp� . The results were similar to those obtained using the maps,
albeit somewhat noisier because of the additional uncertainty introduced by
the adaptive search routine.

4Although we neither show nor discuss them here, each level map has a
corresponding “phase map.”

5This restriction might be circumvented at DP frequencies in the phase-
locking range by using a synchrony- rather than a rate-based measure of
neural activity to distinguish the response to the DP from the responses to
the primaries using Fourier analysis �Goldstein and Kiang, 1968�. The use
of a synchrony criterion has additional advantages: It permits measurement
of the phase of the response at xdp, rather than just the amplitude, and it
allows the use of lower primary levels, since neural synchrony thresholds
are typically 20 dB lower than rate thresholds �Evans, 1975�. Using lower
primary levels would help reduce the magnitude of two-tone suppression
between the primaries and the distortion product and would sharpen the
primary response envelopes, thereby more tightly localizing the distortion-
product source along the organ of Corti.

6Since Ldp
† �r� peaks near ropt, the distance is approximately −l ln�2/ropt−1�,

where l=5 mm is the exponential “space constant” of the cat cochlear map
�Liberman, 1982�.

7Although the conclusion also conflicts with other estimates of the location
of the amplifier �e.g., Cody, 1992� inverse solutions provide the strongest
evidence for actual power gain in the mammalian cochlea.

8We turned off P2 and focused on suppression by P1 because we expected
P1 to have the greater effect: P1 is both closer to the DP frequency and
higher in level than P2. By removing the intracochlear DP source using
another method that did not require us to turn off P2, we verified that any
additional suppression caused by P2 is small. Specifically, we removed the
intracochlear source at fdp by shifting f2 slightly in frequency so that fdp

�2f1− f2. We found that removing the intracochlear fdp source by changing
the P2 frequency produced results almost identical to turning off P2 com-
pletely. This result differs from that of de Boer et al. �2005�, who found that
the two primaries together produced significantly greater suppression than
either one alone. The difference, we suspect, can be traced to the different
primary levels used in the two studies: Whereas de Boer et al. used equi-
level primaries �L1=L2�, we used an L2 significantly lower than L1 �L2

=L1−15 dB SPL� in an attempt to maximize the overall level of distortion
at low and moderate intensities.

9The “suppression-compensated” contour C� is only compensated for sup-
pression relative to �ref�Ldp�

†�; it is not “free of suppression” because the net
suppression at �ref�Ldp�

†� is generally nonzero.
10The possibility of multiple-valued solutions raises a little discussed com-

plication in the Allen–Fahey paradigm: For any given iso-response con-
straint there is no guarantee that a unique solution �or indeed any solution�
exists for all interesting values of r. Since multiple solution “branches”
may exist, once the desired branch has been located it is imperative that
the experiment proceed by taking relatively small steps in the � plane,
especially when using adaptive procedures to apply the iso-response con-
straint in real-time under closed-loop conditions. For example, when using
the automated feedback loop we occasionally observed “bizarre” values of
Ldp

† �r� that we now suspect reflect the multiple-valued nature of the
solution.

11For an early discussion of “directional coupling,” written before DPOAEs
had even been discovered, see Schroeder �1975�.

12Approximately 1 dB of the decrease at close ratios can be attributed to
r-dependent changes in the strength with which DPs have been assumed to
couple into the propagating pressure-difference wave.
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Auditory evoked cortical responses to changes in the interaural phase difference �IPD� were
recorded using magnetoencephalography �MEG�. Twelve normal-hearing young adults were tested
with amplitude-modulated tones with carrier frequencies of 500, 1000, 1250, and 1500 Hz. The
onset of the stimuli evoked P1m-N1m-P2m cortical responses, as did the changes in the interaural
phase. Significant responses to IPD changes were identified at 500 and 1000 Hz in all subjects and
at 1250 Hz in nine subjects, whereas responses were absent in all subjects at 1500 Hz, indicating a
group mean threshold for detecting IPDs of 1250 Hz. Behavioral thresholds were found at 1200 Hz
using an adaptive two alternative forced choice procedure. Because the physiological responses
require phase information, through synchronous bilateral inputs at the level of the auditory
brainstem, physiological “change” detection thresholds likely reflect the upper limit of phase
synchronous activity in the brainstem. The procedure has potential applications in investigating
impaired binaural processing because phase statistic applied to single epoch MEG data allowed
individual thresholds to be obtained. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2404915�

PACS number�s�: 43.64.Ri, 43.66.Pn, 43.66.Nm �WPS� Pages: 1017–1027

I. INTRODUCTION

Localization of sound sources in the horizontal plane is
mainly based on neural comparison of the sounds arriving at
each ear, with the primary cues being interaural time and
intensity differences. Other binaural cues used for sound lo-
calization include interaural spectral differences associated
with head transfer functions and changes in the sound field
observed with small head movements. The acoustic cues are
likely analyzed in separate neural networks in the brain �Yin,
2002�, with some species having particular specializations in
these networks.

The ability to localize sound is highly dependent on the
ability to detect interaural time differences �ITD� for low
frequencies, and interaural intensity differences �IID� for
higher frequencies �Stevens, 1936�. For steady signals, such
as pure tones, the ITD is equivalent to the interaural phase
difference �IPD�. When presented in free field sound local-
ization becomes ambiguous if the wavelength of the sound is
equal to or smaller than the distance between the ears �i.e.,
IPD�2��. For instance, the distance between ears in adult
humans is less than 20 cm. Given this distance, maximum
ITD is 0.7–0.9 ms �depending on frequency and distance of
the sound� �Brungart and Rabinowitz, 1999� which corre-
sponds to the period of 1100–1400 Hz tones.

According to behavioral studies, the upper frequency
limit for IPD detection is between 1100 and 1300 Hz. For
example, Garner and Wertheimer �1951� reported that the
upper frequency limit for IPD detection was 1100 Hz for
tones presented at 50 dB and 1300 Hz for tones presented at
90 dB. Zwislocki and Feldman �1956� found the upper fre-
quency limit for perceiving IPDs to be 1300 Hz for pure
tones presented at 75 dB SL. Schiano et al. �1986� reported
that the sensitivity for sound lateralization decreases rapidly
above 1100 Hz.

IPD processing requires that the phase information of
the acoustical signal is preserved in the neural activity at the
place of processing. However, phase locked encoding de-
grades along the ascending auditory pathway. Therefore,
neural networks in the early part of the auditory brainstem
that receive bilateral input are candidates for processing
IPDs. The medial part of the superior olivary complex
�MSO� is a likely candidate because it is the first station in
the ascending mammalian auditory system that receives bi-
lateral input from both ears. It is believed that MSO neurons
likely act as coincidence detectors proposed in Jeffress’
model for binaural hearing �Jeffress, 1948�. A requirement of
this model, that the bipolar MSO cells receive phase-locked
input from both ears, seems fulfilled, at least for low fre-
quencies. For example, auditory nerve fibers tuned to low
frequencies fire synchronized with particular phases of the
sine wave cycle, often at intervals of several cycles �Rose et
al., 1967�. This phase-locked response to low frequencies is
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enhanced in those cells of the cochlear nucleus that project to
the MSO �Joris et al., 1994�. When the IPD of pure tones is
varied, MSO neurons respond best to a specific IPD. The
specialization of MSO neurons to certain IPDs is expressed
in highly facilitated responses to favorable IPDs with spike
rates significantly exceeding the sum of separate ipsilateral
and contralateral stimulation. Additionally, the responses to
these IPDs exhibit a far higher degree of phase-locking than
to unfavorable IPDs �Batra et al., 1997�. As the auditory
information is processed beyond the superior olive to the
nuclei of the lateral lemniscus and the inferior colliculus, the
relative timing information is preserved, but the ability of the
neurons to phase lock to the tones decreases �Kuwada et al.,
2006�.

The aim of our study was to learn more about the en-
coding of binaural information in the auditory system and
how this is reflected in auditory evoked responses. We devel-
oped a procedure for the recording of evoked responses to
changes in IPD and used these responses to find individual
physiological thresholds for the frequency in which binaural
information can be processed based on IPD. We used mag-
netoencephalography �MEG� to record evoked cortical activ-
ity in response to binaural stimuli containing phase changes.
Our aims were to determine whether IPD transitions evoke
physiological “change” responses, and how well physiologi-
cal IPD thresholds correspond with behavioral thresholds.
Discriminating IPD changes would clearly be related to
sound localization. Furthermore, our hypothesis was that the
responses to IPD changes are limited to the frequency range
of phase locked representation of the acoustical input in the
auditory brainstem. Thus, the upper frequency limit for pro-
cessing IPD in dichotic sound could give an indirect measure
for phase locking in the auditory pathway. During normal
aging or as a result of brain dysfunction phase locked neural
encoding may be degraded. In general this threshold may
indicate the upper frequency limit for phase locked process-
ing in hearing. The obtained threshold could be an important
indicator for the performance in sound localization and for
other auditory processes requiring rapid waveform identifi-
cation for the perception of speech and music.

II. METHODS

A. Subjects

Twelve healthy subjects �seven females�, with a mean
age of 26.8 years �std dev. 3.1 yrs�, provided their informed
consent before participating in the study, which was ap-
proved by the Research Ethics Board at Baycrest Center.
Each participant had normal hearing, defined as thresholds
�20 dB HL. For frequencies below 2000 Hz absolute
threshold differences between left and right ear were less
than or equal to 10 dB �mean absolute difference 3.5 dB�.

B. Auditory stimuli for the physiological test

A specific stimulus signal was developed for recording
auditory evoked responses to transitions in the IPD. Sinu-
soidal amplitude modulated tones were repeatedly presented
for 4.0 s duration with stimulus onset asynchrony uniformly
randomized between 7.5 and 8.5 s �Fig. 1�a��. At 2.0 s after

stimulus onset, sudden phase shifts in the carrier signal of
+90° in the left and −90° in the right ear, equivalent to 180°
IPD, were introduced. Thus, during the first two seconds
both ears received the identical tones, but during the last two
seconds of stimulation the tones were of opposite polarity in
the two ears �Fig. 1�b��. Participants described the diotic por-
tion of the stimulus during the first two seconds as sound
arising from a single source in the center of the head. In
contrast, the dichotic portion of the stimulus during the last
two seconds was described as sound from separate sources in
space without specific localization. A similar method of pre-
senting sounds with different phases from two loudspeakers
was used in the early days of sound reproduction to create
the illusion of spatially distributed sound sources from a
single audio signal and was termed quasi-stereophony
�Schroeder, 1961�.

To prevent the subject from perceiving a discontinuity in
the sound at the moment of the phase-shift, the tones were
amplitude modulated and the phase-shift was set to occur at
the minimum point of modulation �Figs. 1�c� and 1�d��. In a
previous study we demonstrated that 90° diotic phase-shifts
�in the same direction in both ears� at the minimum of the
AM, did not elicit an evoked response �Ross et al., 2004�.
Only when the dichotic phase-shift caused a change in the
IPD, an evoked response was elicited. In addition, the
12.5 ms onset slope of the modulation envelope eliminates
any differences in the onset time as a possible binaural cue.
The modulation frequency of 40 Hz was chosen in order to

FIG. 1. Description of the auditory stimuli used during MEG testing. �a�
The stimulus sequence was comprised of tonebursts �4 s in duration� pre-
sented dichotically with a SOA of 7.5–8.5 s. The arrow at 2 s after stimulus
onset indicates the time point of the change in the IPD. �b� The 90 degree
phase shifts, opposite in direction, result in a polarity reversal between left
�L� and right �R� ears. �The time scale is adjusted to the phase shift.� �c� The
phase shift occurs at the minimum point of the 40 Hz amplitude modulation
�d� The 40 Hz AM envelope defines the shape of stimulus onset, the phase
shift, and the stimulus offset.
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elicit the strongest auditory steady-state responses. The effect
of IPD changes on the steady-state responses will be reported
separately.

The experimental parameter in the current study was the
carrier frequency of the stimulus, which was set to 500,
1000, 1250, and 1500 Hz. Since the phase change was al-
ways half a period, the introduced ITD was 1.0, 0.5, 0.4, and
0.33 ms, respectively. The frequencies were chosen being
clearly below �500 and 1000 Hz� and around �1250 and
1500 Hz� the expected frequency threshold. One hundred
stimuli with the same carrier frequency were presented in
each experimental block of 13 min duration, and each block
was repeated once. The eight experimental blocks were ran-
domly presented across two experimental sessions of about
one hour duration each on two subsequent days.

Stimuli were presented through Etymotic ER3A trans-
ducers connected with 1.5 m of length matched plastic tub-
ing and foam earplugs to the subject’s ears. The sound trans-
ducer had to be placed in sufficient distance to the MEG
sensor in order to avoid any interference between the stimu-
lus signal and the recorded brain activity. Below 2000 Hz the
frequency characteristic of the sound transmission system
was relatively flat �±6 dB� and the phase characteristic was
linear. The stimuli in the current study were defined on a
narrow frequency band and, thus, were not distorted by the
sound transmission tubes. The phase relation between acous-
tical signals at both earplugs was tested using a 2 cc coupler.

The stimulus intensity was set to 60 dB above individual
sensation thresholds, which were measured immediately be-
fore each MEG recording. Insert-earphones provide typically
interaural attenuation of more than 75 dB at the frequencies
used in this study �Sklare and Denenberg, 1987�. Thus, no
effects of interaural cross talk were expected.

C. MEG data acquisition and analysis

MEG recordings were performed in a quiet, magneti-
cally shielded room using a 151-channel whole-head neuro-
magnetometer �VSM-Medtech, Port Coquitlam, BC,
Canada�. The detection coils of this MEG device are almost
equally spaced on the helmet shaped surface and are config-
ured as axial first-order gradiometers �Vrba and Robinson,
2001�. After low-pass filtering at 200 Hz, the magnetic field
data were sampled at the rate of 625 Hz and stored continu-
ously.

MEG data were collected during passive listening,
meaning, that the subjects did not need to attend to the
stimuli or execute a task. In order to control for confounding
changes in vigilance, the subjects watched a closed captioned
movie of their choice, while the auditory stimuli were being
presented. Compliance was verified using video monitoring.
The subjects were in supine position with the head resting
inside the helmet shaped MEG sensor. Head movements
were verified to be less than 8 mm during each recording
block using three detection coils attached to the subject’s
nasion and the pre-auricular points. No data had to be re-
jected because of excessive head movements.

D. MEG data analysis

Each block of continuously recorded MEG data was
subdivided into 100 stimulus related epochs of 6000 ms du-
ration including 1000 ms pre- and post-stimulus intervals.
For artifact rejection, a principal component analysis was
performed on each epoch of magnetic field data. This ap-
proach is effective for removing artifacts with amplitudes
larger than the brain signals of interest �Lagerlund et al.,
1997�. Principal components, which exceeded the threshold
of 2 pT in at least one channel, were subtracted from the
data. This procedure removed artifact primarily related to
dental metal and eye-blinks, which are substantially larger
than the brain activity �Bardouille et al., 2006�. After artifact
removal, the magnetic field data were averaged and magnetic
source analysis was applied to the ±10 ms time interval
around the maximum of the N1m wave, the most prominent
response 100 ms after stimulus onset. Source analysis was
based on the model of spatio-temporal equivalent current
dipoles �ECD� in a spherical volume conductor. A head
based Cartesian coordinate system was established by the
x-axis pointing from the midpoint between the pre-auricular
points to the nasion, the y-axis running from right to left in
the plane formed by the three fiducials and the z-axis point-
ing in superior direction.

Single dipoles in both hemispheres were fit simulta-
neously to the 151-channel magnetic field distribution. First,
the data were modeled with a mirror symmetric pair of di-
poles. The resulting source coordinates were then used as
starting points to fit the dipole in one hemisphere while the
coordinates in the other hemisphere remained fixed. We then
switched between hemispheres and repeated the last step un-
til the source coordinates showed no further change. Dipole
fits were accepted if their calculated fields explained at least
85% of the variance of the measured magnetic field. Eight
estimates �four stimulus frequencies times two repetitions� of
the N1m source location were obtained for each subject. The
mean spatial coordinates and orientations were used as indi-
vidual models to measure the source waveforms for the au-
ditory evoked responses. The transient P1m-N1m-P2m com-
ponents and sustained responses were obtained from source-
space projection based on the source coordinates of the N1m
“onset” response. To evaluate the validity of this approach,
the linear regression of the actual magnetic field at each time
point versus the magnetic field observed at the time of the
N1m “onset” response was performed on the grand averaged
data. This analysis tested how well the magnetic field distri-
bution, at any time point, could be explained with the field
distribution of the N1m onset response.

Data were analyzed primarily on dipole moment wave-
forms representing the source activity in the auditory corti-
ces. MEG responses were modeled by single dipoles in left
and right auditory cortices. Previous analyses, using a beam-
former approach �Vrba and Robinson, 2001� with no a priori
assumptions about the source configuration, demonstrated
that single dipoles are sufficient to describe the activation of
the auditory cortex �Herdman et al., 2003�. In this case, mag-
netic field waveforms of cortical source activity q�t� are de-
tected by each of the 151 sensors with a distinct sensitivity
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depending on the orientations and distances between the
source and the sensors. If the sensitivities of all sensors at
position R for the source activity at location r are given in
matrix notation by the lead-field matrix L�r ,R� �Sarvas,
1987� the detected magnetic field B�R , t� can be described
by B�R , t�=q�r , t� ·L�r ,R�. The pseudo-inverse of the lead-
field matrix can then be used to obtain the cortical source
activity from the measured magnetic field: q�r , t�
=B�R , t� ·L−1�r ,R�. This operation, termed source space
projection �Ross et al., 2000; Tesche et al., 1995�, combines
the 151 waveforms of magnetic field strength into a single
waveform of a magnetic dipole moment measured in
nanoAmpere-meter �nAm�. The dipole moment is most sen-
sitive for the localized area in the brain and less sensitive to
electro-magnetic sources at other locations. Furthermore, this
method of source space projection results in waveforms with
higher signal-to-noise ratio than the magnetic field wave-
forms �Ross et al., 2000�.

A further advantage of analysis in source domain is that
the dipole moment is independent of the sensor position. The
position of the subject’s head relative to the MEG sensor can
change between sessions and will also be different between
subjects. Combination of magnetic field data for group
analysis is, therefore, not feasible. In contrast, the waveforms
of cortical source activity can be combined across repeated
sessions for a subject and across the group of subjects.

Statistical tests for detecting response components were
based on the phase distribution of a Morlet wavelet trans-
form with half-maximum-width corresponding to 2.5 periods
of the test frequency applied to single trial source waveforms
for each subject. The null hypothesis was that the signal
phase is uniformly distributed across all trials if the signal
contains no stimulus-related components. An evoked re-
sponse either caused by an additive time-locked signal or by
time-locked phase-synchronization is reflected as deviation
from uniformly distributed signal phase. The Rayleigh test
statistic Rij was calculated for each point in time �i� and
frequency �j� as Rij =abs��cij / �cij � �� were c is the complex
coefficients obtained from the wavelet transform, c divided
by its absolute value gives sine and cosine of the phase, and
�� denotes calculation of the mean across all trials. Because
the distribution of the Rayleigh statistic is known, p-values
could be calculated by numerical approximation for all time-
frequency coefficients �Fisher, 1993�. This method has been
successfully used to detect cortical evoked near threshold
responses in objective audiometry �Ross et al., 1999�. Also,
studies have demonstrated that phase tests may be more sen-
sitive than amplitude tests �Sturzebecher and Cebulla, 1997�.
The minimum p-value for all coefficients in the time interval
between 2.0 and 2.4 s and the frequency range from 3 to
10 Hz obtainedfrom left and right hemisphere responses
served as the test statistic for detecting a response to the
change in the IPD. The selected time-frequency interval con-
tained 1000 coefficients �25 frequencies �40 time points�.

To correct the p-values for the multiple tests, we needed
to estimate the degrees of freedom �the maximum number of
independent time-frequency components�. The frequency
resolution of the Morlet transform was largest at 3 Hz with
�f =1.25 Hz and the temporal resolution at 10 Hz with a

sample interval of �t=50.0 ms. Therefore, the total degrees
of freedom were estimated as 44.8 ��10−3� /1 .25*400/50�.
Being conservative we estimated the degree of freedom as 50
and rejected the null hypothesis �absence of a response� on
the nominal level of 0.1% corresponding to the corrected �
=5% level.

E. Behavioral stimuli and procedure

An adaptive two-alternative forced choice �2AFC� pro-
cedure was used for psycho-acoustical testing. Stimuli were
sinusoidal amplitude modulated �AM� tones presented
through Etymotic ER3A transducers. Two 40 Hz AM tones,
1.0 s in duration, either in phase or out of phase, were pre-
sented to both ears with 900 ms inter-stimulus interval. Dur-
ing an initial training phase the subjects learned that the two
stimuli could be perceived as sound from a single source
�diotic sound with the same interaural phase� or spacious
sound in both ears �dichotic sound with different interaural
phase�. The order of stimuli was randomized during the test
and the subjects were asked to identify if the first or the
second stimulus sounded like two stimuli in separate ears.
Immediately after the subject responded with a button press
the next pair of stimuli was presented.

Initially the carrier frequency was 250 Hz; however, the
carrier frequency increased by a quarter octave if two re-
sponses in a row were correct and decreased if a single re-
sponse was incorrect �two-down, one-up procedure, Levitt,
1970�. Visual feedback was provided, in the form of a green
�correct� or red �incorrect� square on the computer screen.
One hundred trials were presented in each run, lasting about
10 min. Each run was repeated once.

III. RESULTS

A. Behavioral results

The group mean behavioral threshold was 1203 Hz with
a standard deviation of 313 Hz. The distribution of obtained
thresholds can be found in Fig. 2. Figure 3�a� shows the
time-course of threshold changes, for two individuals, using
the adaptive 2AFC procedure. For subject 1, the time-course
of frequency threshold changes stabilized immediately after
the initial slope, and then oscillated around the assumed
threshold. Figure 3�b� illustrates the estimated threshold for
this subject �e.g., 1682 Hz�. The solid line connecting the
black squares denotes the cumulative percentage of down-
ward steps in the graph of Fig. 3�a�. The observed curve was

FIG. 2. Distribution of behavioral thresholds �n=12�. The mean threshold
was 1203 Hz, with standard deviation of 313 Hz.
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approximated by a cumulative normal distribution function
�CDF� defined by the mean and standard deviation. The
mean, equivalent to the 50% of the CDF, was accepted as an
estimate for the threshold. When threshold is defined in this
manner, it corresponds to the 70% point on the subject’s
psychometric function �Levitt, 1970�.

The second subject in Fig. 3�a� was much more variable
than the first subject. Although a relatively consistent thresh-
old was observed in the first block, the performance deterio-
rated substantially during the second half of the second
block. This might have been an effect of fatigue or decreased
concentration. Therefore, in this instance, the last 60 trials
were excluded from further analysis �shaded in gray in Fig.
3�a��.

B. Auditory evoked fields

Auditory evoked responses, from a sample individual
subject, are shown in Fig. 4. Group results are shown in Fig.

5. At all stimulus frequencies, clear P1m-N1m-P2m “onset”
and “offset” waveforms are evident. The presence of a P1m-
N1m-P2m response signals the physiological detection of a
change in the acoustical environment. In this experiment, the
response waveforms indicate the onset from silence to sound,
the change in IPD, and the offset from sound to silence. Of
particular importance is that the presence of the P1m-N1m-
P2m “change” response, signaling the physiological detec-
tion of phase changes, is absent at 1500 Hz but present at all
lower frequencies. For example, on top of the sustained re-
sponse an additional P1m-N1m-P2m response occurred after
the sudden change in the IPD, at 2.0 s after stimulus onset.
This change response has about the same amplitude as the
onset response at 500 Hz. However, the amplitude of the IPD
change response becomes smaller at 1000 Hz and is barely
visible at 1250 Hz. Note there is no change response, for this
subject, in the 1500 Hz frequency condition.

FIG. 3. Behavioral results for two sample subjects. �a� The time course of the test frequency using an adaptive procedure. Both subjects performed two blocks
of 100 trials each. The initial phase, before the first reversal �gray line�, was excluded from analysis. Whereas subject 1 performed consistently throughout the
whole test, subject 10 showed larger fluctuations. Decreases in performance, toward the end of the test, may have resulted from fatigue or reduced alertness.
Thus, trials 140–200 �gray line� were not included in the data analysis. �b� Cumulative percentage of downward steps during the adaptive procedure. The
observed characteristics were approximated by a normal CDF and the threshold was defined as the 50% value of the CDF.

FIG. 4. Individual waveforms of
24 Hz lowpass filtered auditory
evoked responses in the left and right
hemisphere for each frequency tested.
The response waveform at 500 Hz ex-
hibits clear P1m-N1m-P2m responses
to the stimulus onset and IPD change
�at 2.0 s�. Also sustained responses,
continuing for the stimulus duration,
and N1-P2 offset responses can be
seen. Whereas the onset responses are
fairly consistent across all stimulus
frequencies, the phase change re-
sponse clearly diminishes with in-
creasing stimulus frequencies and is
absent at 1500 Hz.
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Grand averaged waveforms of the onset and change re-
sponses are also shown in Fig. 6�a�. This figure shows that
the latencies for P1m, N1m, and P2m onset responses did not
change across frequency conditions. In contrast, latencies of
the change response increased, and amplitudes decreased,
when higher frequency stimuli were used to evoked P1m,
N1m, and P2m responses. At 500 Hz, the change response
was similar in amplitude to the onset response but slightly
delayed. For example, P1m latencies of the change response
were delayed by about 14 ms when compared to the corre-
sponding onset responses. Detailed information about peak
latencies and amplitudes of the P1m-N1m-P2m onset and
change responses at 500 Hz stimulus frequency are given in
Table I. Differences in the group mean values of the onset
and IPD change response peak amplitudes were not signifi-
cant because of inter subject variability. However, the ampli-
tude ratio of change versus onset response was larger in the
left �1.6� than in the right hemisphere �0.6� �t�11�=2.5, p
�0.03� indicating that the IPD “change” response was more
left lateralized compared to the onset response.

A summary of N1m amplitude results, as a function of
stimulus frequency, is provided in Fig. 6�b�. Whereas, ampli-

tudes of the N1m IPD change response decreased monotoni-
cally with increasing stimulus frequency; the N1m onset re-
sponse showed an inverse u-shaped characteristic. From 500
to 1000 Hz the N1m onset response increased significantly
�t�11�=2.87, p�0.015�. The onset N1m amplitude decreased
significantly between 1000 and 1500 Hz �t�11�=2.56, p
�0.027� and between 1250 and 1500 Hz �t�11�=3.52, p
�0.005�.

C. Source coordinates

Sources of N1m onset responses were localized in all
subjects with a goodness of fit larger than 85% �mean square
difference between measured and modeled magnetic field�.
Group mean N1m source locations were converted into Ta-
lairach coordinates. N1m sources were found in left and right
Planum temporale at �x=49.2, y=−21.5, z=5.8 mm� in the
right and at �x=−47.1, y=−26.4, z=6.3 mm� in the left hemi-
sphere with 95% confidence limits for the group means of
less than 4 mm in any direction. The source locations repre-
sent centers of activity. Because of limited spatial resolution
of MEG for simultaneous active sources, the possibility of

FIG. 5. Grand averaged �n=12� wave-
forms of 24 Hz lowpass filtered audi-
tory evoked responses in the left and
right hemisphere for four different
stimulus frequencies.

FIG. 6. �a� Averaged waveforms,
across left and right hemispheres, for
the P1m-N1m-P2m onset �left� and
change �right� responses for the four
stimulus frequencies. �b� N1m ampli-
tude of the phase change response is
affected by stimulus frequency.
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additional contributions from sources in Heschl’s gyrus can-
not be excluded. The hemispheric asymmetry of a 5 mm
more anterior N1m source in the right hemisphere was sig-
nificant in the group �t�11�=2.7, p�0.02�. Source locations
for the N1m phase change responses were not different from
the onset responses suggesting generation of both response
types in common or overlapping neural populations. The lin-
ear regression analysis applied to the grand averaged mag-
netic field data revealed that the field variance of the N1m
change response could be explained with r2=0.956 by the
magnetic field at the maximum of N1m onset response.

D. Individual thresholds

A time-frequency representation of the p-values result-
ing from the Rayleigh test, applied to all time-frequency co-
efficients, is shown in Fig. 7. Gray shaded areas in the graph-
ics denote time-frequency regions with p-values less than
0.1% �corrected �5%�.

Characteristic patterns in the time-frequency maps can
be related to corresponding time intervals in the response
waveforms from the same subject shown in Fig. 4. For in-
stance, the triangular area at the zero time-point �on the
x-axis� represents the onset response. The triangular shape is
partially caused by the temporal resolution of the wavelet
transform, which decreases toward low frequencies. A simi-
lar pattern can be identified for the offset response at 4.0 s.
For this particular subject the offset response is larger in the
right than left hemisphere, consistent with the response
waveforms shown in Fig. 4. The horizontal bar around 40 Hz
reflects the frequency content of the auditory steady-state
response evoked by the 40 Hz amplitude modulation. Once
again it is more prominent over the right hemisphere, a find-
ing that was consistent across subjects. The 40 Hz steady
state response is not seen in Fig. 4, because the waveforms in
Fig. 4 were low-pass filtered.

Consistent with the IPD change response shown in Fig.
4, significant time-frequency coefficients are seen at 500 and
1000 Hz stimulus frequency. At 1250 Hz, a smaller but sig-
nificant set of response coefficients is seen. Upon further
analysis, the phase change response was restricted to the 2.0–
2.4 s time and 3–10 Hz frequency interval �rectangular
boxes in Fig. 7�. The boxes in the 1500 Hz region indicate
that there was no significant response detected at this stimu-
lus frequency.

The Rayleigh test results in these time-frequency boxes
are summarized for all subjects in Fig. 8. Here, the results
from left and right auditory cortices have been combined by
showing the minimum of the two p-values for each time-
frequency coefficient. At 500 and 1000 Hz, all twelve sub-
jects showed clearly significant IPD change responses. At
1250 Hz nine subjects showed significant responses and no
responses were detected at 1500 Hz. That means that for the
subjects 6, 8, and 11, thresholds were above 1000 and below
1250 Hz. For the other nine subjects, thresholds were above
1250 and below 1500 Hz.

A comparison between the physiological and behavioral
thresholds is given in Fig. 9. The histogram for the physi-
ological thresholds contains four points on the x-axis because
four frequencies were tested. The physiologic CDF approxi-
mation shows a group mean threshold close to 1250 Hz. The
cumulative histogram of behavioral thresholds demonstrates
the larger range of individual thresholds. Thresholds fell be-
tween 770 and 1682 Hz. The CDF approximation corre-
sponds to the distribution given in Fig. 2, with a group mean
of 1203 Hz.

IV. DISCUSSION

We recorded cortical evoked auditory responses to sud-
den changes in IPD and found the group mean upper fre-
quency limit at 1250 Hz. This physiological threshold corre-
sponded well with the group mean behavioral threshold of
1203 Hz. Both thresholds fall within the 1100–1300 Hz
range, commonly reported in the literature as upper fre-
quency limit for ITD/IPD detection.

Cortical responses to changes in ITD have been re-
corded in EEG studies using noise stimuli �Jones et al.,

TABLE I. Latencies and Amplitudes of onset and phase change responses at
500 Hz.

Latency �ms� Amplitude �nAm�

onset phase change onset phase-change

P1m right 53±7 65±9* 8.5±4.4 7.0±6.0
P1m left 58±6 74±15* 10.7±3.0 5.9±4.2
N1m right 106±4 129±12* 23.4±9.6 22.4±9.2
N1m left 107±5 133±16* 15.6±6.5 21.4±10.6
P2m right 185±3 219±26* 10.5±9.5 10.4±9.4
P2m left 200±25 214±25 15.2±2.8 15.5±4.8

*Denotes a significant �p�0.05� difference between onset and phase change
response.

FIG. 7. Individual results of the Rayleigh test applied to the coefficients of
a time-frequency decomposition of the response waveforms. The gray
shaded areas denote p-values less than 0.1%. At 500 Hz, the most prominent
response contributions are: the onset, the phase change, and the offset re-
sponse. Also seen is the 40 Hz steady-state response, seen as a horizontal
band of activity at 40 Hz. Rectangular boxes in the 2.0–2.4 s and 3–10 Hz
region indicate the range of coefficients used to test for a response to the
IPD change.
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1991; McEvoy et al., 1991a, b; McEvoy et al., 1990; Picton
et al., 1991�. Like in our study, cortical responses were found
for interaural changes between noncoherent and fully coher-
ent noise sounds �Chait et al., 2005; Dajani and Picton, 2006;
Jones et al., 1991�. Several parallels exist between the re-
sponses elicited by changes in interaural coherence or ITD
and changes in IPD in our study. In all cases the evoked
P1-N1-P2 complex was several tens of milliseconds delayed
compared to the response to sound onset; suggesting that
discriminating changes in interaural disparity requires addi-
tional processing time than the mere detection of sound on-
set. Regardless of stimulus type, strongest effects were found
at low frequencies.

A. Possible neural mechanisms underlying
the IPD processing

The classical model for processing of ITDs, as proposed
by Jeffress �1948�, consists of an array of neurons that act as
coincidence detectors, responding maximally to synchronous
bilateral inputs. Furthermore, the model requires that the
neurons receive delayed input from both ears. Such a net-
work creates a topographical representation of the ITD. Re-
cently, an alternative model of sound localization had been

proposed, which uses broadly tuned networks of ITD sensi-
tive neurons in the left and right hemisphere and coding of
neural firing rate instead of a place code �Harper and
McAlpine, 2004; McAlpine, 2005�. Common to all models is
that they require phase locked bilateral input at the place of
binaural computation.

Our MEG data do not directly answer the question of
underlying structure and cannot directly tell us where or how
IPD cues are processed in the brain. Localizing IPD change
responses in the auditory cortex could have formally pro-
vided evidence for cortical processing of binaural input.
However, the upper frequency limit for IPD processing
seems too high for a cortical network that directly compares
phase information from bilateral auditory inputs. We assume
that the IPDs are processed most likely in medial �Yin and
Chan, 1990� and lateral �Tollin and Yin, 2005� superior oli-
vary nuclei. Outputs are then projected along the afferent
auditory pathway to the cortex. We further speculate that the
limitation of useful frequency range for IPD processing oc-
curs at or below the point where bilateral phase locked neural
activity converges. An explanation for the upper frequency
limit is that phase locked neural activity has a limited tem-
poral acuity. Thus, the thresholds we obtained may reflect the
limited phase locking ability in the auditory brainstem or
below.

B. Common generators for the change
and onset response

The dependency of the N1m onset amplitudes on the
stimulus frequency was affected by the presence of a change
response. In general we would expect monotonic decrease in
N1m amplitude with increasing stimulus frequency �Anti-
noro et al., 1969; Naatanen and Picton, 1987�. In contrast,
the N1m amplitude increased between 500 and 1000 Hz
�where the change response was largest� and decreased at
higher frequencies. A possible explanation is that the onset
and change responses share common neural resources. The
500 Hz stimulus elicited the largest IPD change response and
could incur increased refractoriness in neural population
common for onset and change response. Thus, reduced re-
sources were available for the following onset response. This

FIG. 8. P-values obtained with the Rayleigh test for time-frequency coefficients 3–10 Hz, 0–500 ms after the phase change. Data from subject 1, at 1250 Hz,
is shown in the right enlarged panel, as an example. All subjects showed a significant phase change response at 500 and 1000 Hz, nine of twelve subjects
showed a response at 1250 Hz and no subject responded to the phase change in the 1500 Hz tone.

FIG. 9. Cumulative number of responses obtained with the physiological
�top� and behavioral �bottom� tests.
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situation changed for higher stimulus frequencies where
smaller change responses were elicited and the generation of
the onset response was unaffected. Thus, we interpret the
observed frequency dependency of the onset response as evi-
dence for common neural populations generating both types
of responses. The finding that the magnetic field distribution
at the peak of the N1m onset response could explain 95% of
the variance in the magnetic field at the peak of the change
response supports this interpretation.

C. Alternative interpretations

Stimulus frequency was the independent variable in our
study. Because the phase change was always a half period,
the ITD varied from 1.0 ms at 500 Hz to 0.4 ms at 1250 Hz.
It is, therefore, reasonable to question whether the observed
threshold reflects the shortest detectable ITD or an upper
frequency limit for binaural processing based on ITDs. The
ITDs in our study were at least one magnitude larger than
those reported in literature for sound localization at corre-
sponding frequencies. According to Zwislocki and Feldman
�1956�, the threshold for a noticeable change in the ITD of a
1000 Hz pure tone is 20 �s, when tones are presented close
to the midline in the horizontal plane. Because of those large
differences it seems unreasonable to explain the observed
frequency thresholds with the threshold for ITD discrimina-
tion. Consequently, we interpret our results as limits for the
frequency range that is usable for IPD detection in steady
tones.

We should also acknowledge that the current study did
not evaluate the effect of stimulus intensity on the detection
of IPD changes, because it was not feasible. Therefore, all
tests �physiological and behavioral� were conducted using
stimulus presentation levels of 60 dB SL. It is reasonable,
however, to question if the thresholds obtained in our study
would differ with different stimulus intensity levels. Because
behavioral performance in sound localization has been
shown to be similar, with stimulus intensities between 40 and
90 dB SL, and the upper frequency limit did not change
�Zwislocki and Feldman, 1956�, we expect that our behav-
ioral thresholds do not depend strongly on intensity. Simi-
larly, McEvoy et al. �1991a� showed that EEG responses to
changes in the ITD of noise do not change when the stimulus
intensity is varied between 55 and 75 dB SL. Thus it is likely
that the observed IPD change response is widely independent
of the stimulus intensity.

D. Physiological approaches to studying
binaural hearing

Two main points should be emphasized. First is the
small inter-subject variability in the physiological data, rela-
tive to the behavioral data. Second is the good agreement
between the group mean results in physiological and behav-
ioral tests even though different stimuli were used. The MEG
portion of the study did not involve a behavioral task and
instead examined the physiological detection of IPD change
contained within the ongoing stimulus. The intention behind
using a shorter stimulus, during the behavioral test, was to
shorten the test time and prevent subject fatigue. However, a

psychoacoustic test that involves discriminating a short tone
with or without a change in IPD would be another approach
for future studies.

The behavioral threshold data were much more variable
than the physiological data. Large inter subject variability in
the behavioral data might be explained by the different strat-
egies used by different subjects; individual motivation levels;
or varying abilities to attend to the task. Performance vari-
ability might have been reduced if we had used highly
trained subjects, as is commonly practiced in many psychoa-
coustical studies. However, we were interested in testing na-
ive listeners under conditions comparable to those that would
occur in a clinical test situation. Because physiological re-
sults can be less variable, there is interest in developing new
techniques for assessing binaural processing in clinical popu-
lations with various types of hearing disorders.

Physiological tests, such as the one used in this study,
are largely unaffected by the subject’s motivation or attention
span. For this reason, physiological procedures for assessing
binaural interaction components �BIC�, in populations with
auditory disorders, have been described in the literature.
Most BIC tests use auditory evoked brainstem responses to
compute the difference between binaurally evoked responses
and the sum of left and right monaurally evoked responses
�Dobie and Berlin, 1979�. The BIC reflects physiological
processes underlying ITDs for click stimuli �Furst et al.,
1990, 1985� and has been used to assess children with central
auditory processing disorders �CAPD� �Delb et al., 2003�.
However, the brainstem BIC is small and often difficult to
record �Stollman et al., 1996�. Furthermore, the BIC is de-
rived from responses to click stimuli and likely related to a
specific subsystem of binaural processing in the auditory
pathway. For these reasons, recording cortical evoked re-
sponses to IPDs using low frequency tones, could improve
the assessment of central sound processing.

Formally, the BIC could be derived from middle- and
long-latency cortical responses and those BIC have larger
amplitudes than the brainstem BIC �McPherson and Starr,
1993�. However, cortical responses are reasonably well acti-
vated by either left or right ear input alone and do not in-
crease to almost twice the size with binaural stimulation
�Picton et al., 1985�. Thus, it is questionable whether the
underlying assumption of linearity for calculating the BIC is
valid and cortical BIC could truly represent binaural process-
ing. Because no assumptions about linearity were made,
paradigms like the one used in this study might be advanta-
geous for investigating binaural hearing.

The presented method could potentially be used to as-
sess central hearing abilities in individual subjects. One im-
portant step toward such application was to demonstrate a
statistical test for the significance of individual responses.
Another necessary step for clinical application of the para-
digm is to demonstrate correlation between individual behav-
ioral and physiological thresholds. Such regression analysis
would require larger variation of individual thresholds than
those reported in our study. Testing a broad range of indi-
viduals with different types of hearing disorders would also
permit the opportunity to determine the sensitivity and speci-
ficity of this technique. For these reasons, a goal of future
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studies is to investigate the physiological detection of IPD in
people with various age groups, and with different types of
hearing disorders.

V. CONCLUSIONS

Using cortical evoked potentials �P1m-N1m-P2m�, we
were able to record physiological change responses reflecting
IPD processing. The responses could be recorded with stimu-
lus frequencies below an upper limit, which closely approxi-
mated the behavioral threshold. Because the physiological
responses require phase information through synchronous bi-
lateral inputs at the level of the auditory brainstem, physi-
ological change detection thresholds likely reflect the upper
limit of phase synchrony in the brainstem. Therefore, this
new approach to studying IPD holds promise for studying
normal and disordered physiological processes underlying
binaural hearing.
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Tone complexes with positive �m+ � and negative �m− � Schroeder phase show large differences in
masking efficiency. This study investigated whether the different phase characteristics also affect
loudness. Loudness matches between m+ and m− complexes were measured as a function of �1� the
fundamental frequency �f0� for different frequency bands in normal-hearing and hearing-impaired
subjects, and �2� intensity level in normal-hearing subjects. In normal-hearing subjects, the level of
the m+ stimulus was up to 10 dB higher than that of the corresponding m− stimulus at the point of
equal loudness. The largest differences in loudness were found for levels between 20 and 60 dB SL.
In hearing-impaired listeners, the difference was reduced, indicating the relevance of active cochlear
mechanisms. Loudness matches of m+ and m− stimuli to a common noise reference �experiment 3�
showed differences as a function of f0 that were in line with direct comparisons from experiment 1
and indicated additionally that the effect is mainly due to the specific internal processing of m+. The
findings are roughly consistent with studies pertaining to masking efficiency and can probably not
be explained by current loudness models, supporting the need for incorporating more realistic
cochlea simulations in future loudness models. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2409772�

PACS number�s�: 43.66.Cb, 43.66.Nm �AJO� Pages: 1028–1039

I. INTRODUCTION

For a long time our understanding of auditory process-
ing was dominated by spectral analysis, while the influence
of the phase characteristics of auditory filters was neglected.
More recently, the influence of temporal properties and phase
characteristics of the stimuli on perception and the interac-
tion of the phase characteristics of stimuli and auditory filters
has been investigated in a number of studies. Many experi-
ments in this field have investigated the masking effective-
ness of Schroeder-phase tone complexes �Schroeder, 1970�.
In the current study, the influence of the phase characteristics
of those tone complexes on loudness perception is investi-
gated in some detail. Schroeder-phase tone complexes can be
seen as trains of linear frequency sweeps with falling �m+ �
or rising �m− � instantaneous frequency with a very flat Hil-
bert envelope. Corresponding m+ and m− tone complexes
have the same power spectrum and the same Hilbert enve-
lope. Their waveforms are time-reversed and inverted ver-
sions of each other. Nevertheless, they can produce differ-
ences in masking of up to 20 dB �e.g., Smith et al., 1986;
Kohlrausch and Sander, 1995�. Typically m+ stimuli are less
effective maskers than m− tone complexes. Also, masked
thresholds of short tone pulses in an m+ masker can differ by
as much as 20 dB depending on the position of the test tone

within the masker period, while the masking by the m−
stimuli varies only slightly with the test tone position.

Differences in the masking produced by m+ and m−
complexes have been explained in terms of an interaction
between the phase characteristics of the masking stimulus
and the phase characteristics of the response at the respective
place on the basilar membrane �BM�, i.e., in the respective
auditory filter �e.g., Kohlrausch and Sander, 1995; Oxenham
and Dau, 2001�.

Briefly, the negative phase curvature of the basilar mem-
brane is thought to counteract the positive phase curvature of
the m+ stimulus to produce a complex where all components
are in phase, leading to a highly modulated, or peaky wave-
form. These assumptions, based on psychoacoustical data,
are supported by recent physiological measurements of BM
motion in chinchillas �Recio and Rhode, 2000� and guinea
pigs �Summers et al., 2003�. In both studies the BM dis-
placement or velocity response envelopes were peakier for
m+ than for m− tone complexes. Furthermore, Recio and
Rhode �2000� found a higher energy output of the BM re-
sponses for m− stimuli than for the m+ stimuli. This may
indicate that the peakier BM responses associated with m+
stimuli obtain less gain from the compressive cochlear non-
linearity than m− stimuli. If loudness reflects the overall en-
ergy of BM vibration, the differences observed by Recio and
Rhode �2000� should be reflected in loudness differences be-
tween m+ and m− stimuli. There is some evidence that loud-
ness is affected by the temporal properties and phase charac-
teristics of the stimulating sounds. For instance, recent
studies demonstrate that amplitude-modulated narrowband
sounds are slightly softer than their unmodulated counter-

a�Parts of this study were presented at the Meeting of the Deutsche Gesell-
schaft für Audiologie �DGA�, 2005 in Göttingen, Germany, and at the
149th meeting of the Acoustical Society of America 2005 in Vancouver,
Canada �J. Acoust. Soc. Am. �2005�, 117�4�, p. 2597�A��.

b�Author to whom correspondence should be addressed. Electronic mail:
manfred.mauermann@uni-oldenburg.de
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parts �Grimm et al., 2002�. For broadband stimuli amplitude
modulation at medium rates increases the loudness slightly
�Zhang and Zeng, 1997; Moore et al., 1999; Grimm et al.,
2002�. The differences in loudness in these studies corre-
spond to changes in level of about 1 dB.

Gockel et al. �2003� compared the loudness of broad-
band cosine-phase tone complexes with the loudness of
random-phase tone complexes possessing the same power
spectrum, as well as with the loudness of Gaussian noise that
was filtered in the same way as the tone complexes. The
random-phase tone complexes and the noise have a relatively
flat temporal envelope, or low crest factor, while the cosine-
phase tone complexes have a high crest factor and are ex-
pected to produce a highly modulated output over a wide
frequency range on the BM. If BM compression were an
important factor it would be predicted that the “peaky” �in
the stimulus waveform as well as on the BM excitation�
cosine-phase tone complexes are perceived as softer than the
random-phase tone complexes or the noise. In contrast to this
prediction, the cosine-phase tone complexes were perceived
as being louder than both the random-phase-tone complexes
and the Gaussian noise. Gockel et al. �2003� observed differ-
ences in loudness for a fundamental frequency �f0� of the
tone complexes of 62.5 Hz that corresponded to changes in
level of approximately 7 dB. These data suggest that a large
crest factor can lead to an increase in the loudness of broad-
band stimuli. Such results, that stimuli associated with a
more peaky BM excitation are perceived as louder, is incon-
sistent with the findings of Carlyon and Datta �1997�. Car-
lyon and Datta compared, qualitatively, the loudness of a
subset of frequency components around 1100 Hz within tone
complexes with m− and m+. The tone complexes ranged
from 200 to 2000 Hz with a fundamental frequency f0 of
100 Hz. The subset of frequency components, whose loud-
ness were judged, covered the frequency range between 900
and 1300 Hz. The frequency components within the m−
stimuli were perceived as louder than those within the m+
tone complexes. Thus, the results of Carlyon and Datta
�1997� are in agreement with the idea that peaky BM re-
sponses associated with m+ stimuli obtain less gain from the
compressive cochlear nonlinearity relative to the m− stimuli.

In the current study we investigated the influence of the
stimulus-phase curvature on loudness perception. In experi-
ment 1 the differences in loudness between m+ and the cor-
responding m− stimuli were investigated in four different
frequency bands as a function of the phase curvature. The
phase curvature was altered by varying the f0 of the tone
complexes. The same measurements were done in hearing-
impaired subjects with loudness recruitment �Steinberg and
Gardner, 1937; Fowler, 1950� to investigate the role of co-
chlear compression, which may affect the BM excitation
produced by the Schroeder-phase tone complexes. In
experiment 2 the level dependence of the level difference at
the point of equal loudness �PEL� between m+ and m−
stimuli was investigated in normal-hearing subjects. Finally,
in experiment 3, the loudness of all m+ and m− stimuli with
different phase curvatures were matched with the same noise
as a reference stimulus in three normal-hearing subjects. The
experiment was performed as an additional test of the hy-

pothesis that the differences in loudness between m+ and
m− stimuli are associated with a higher peakiness of m+
stimuli at certain f0, as is generally assumed to be a reason
for the differences in masking efficiency between m+ and m−
maskers.

II. EXPERIMENT 1: LOUDNESS MATCHING OF TONE
COMPLEXES WITH POSITIVE AND NEGATIVE
SCHROEDER PHASE

A. Rationale

Several studies have demonstrated the relevance of
phase curvature for the effectiveness of tone complex
maskers �e.g., Lentz and Leek, 2001; Oxenham and Dau,
2001�. In the current experiment we investigated whether
loudness differences between m+ and m− stimuli are ob-
served for different phase curvatures in normal-hearing sub-
jects. We also determined the absolute phase curvature for
which the loudness differences are maximum. Loudness
matches between m+ and the corresponding m− stimuli were
performed in four frequency bands �geometric mean frequen-
cies 665, 1330, 2660, and 5320 Hz� with a bandwidth of 1.6
octaves. The same loudness matches were also performed in
hearing-impaired subjects with loudness recruitment, to in-
vestigate the relevance of compression in more detail. In the
current study f0 was varied in order to systematically change
the phase curvature of the tone complexes.

In masking experiments using a sinusoidal test tone �tar-
get�, target detection is mainly determined by the auditory
filter centered at the frequency of the test tone, whereas the
loudness of a stimulus with a bandwidth of about 1.6 oc-
taves, as used here, is determined by the output of several
adjacent auditory filters. However, the phase curvature is
thought to vary only slowly across adjacent filters.

In line with widely accepted explanations for the differ-
ent masking capabilities of m+ /m− stimuli �e.g., Kohlrausch
and Sander, 1995; Oxenham and Dau, 2001�, an m+ stimulus
is expected to be perceived as softer than the corresponding
m− stimulus, if the respective f0 is related to a phase curva-
ture that has compensated for the phase curvature of the co-
chlear traveling wave. In turn, the loudness between m+ and
m− is expected to be similar if the phase curvature of the m+
stimulus does not compensate for the curvature in excited
auditory filters.1

A potential difference in loudness between m+ and m−
could be caused by the compressive nonlinearity of the au-
ditory system differentially affecting the variety of peaky
responses on the BM. Cochlear compression is thought to
become manifest at stimulus levels of about 35 dB SPL in
normal-hearing subjects, as indicated by physiological stud-
ies �for review see, e.g., Robles and Ruggero, 2001; Cooper,
2004�, psychoacoustical studies �Plack and Oxenham, 1998�,
and otoacoustic emission measurements �Epstein and Floren-
tine, 2005�. In the current study, the loudness of the m+
stimuli was matched to the corresponding reference m−
stimulus, which was kept fixed in level. The reference levels
Lr, i.e., the levels of the respective m− reference stimuli,
were adjusted individually to equal loudness across subjects
to allow a comparison between normal-hearing and subjects
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with mild-to-moderate hearing loss at a common reference.
At the same loudness, a comparable BM excitation is ex-
pected across subjects if no loss of inner hair cells is as-
sumed.

An adaptive categorical loudness scaling procedure
called ACALOS �Brand and Hohmann, 2002� was used to
determine the reference level for each subject and frequency
band individually. As reference levels in the loudness-
matching procedures, those levels were taken for which the
loudness of noise-like stimuli—with identical bandwidths
and windowing as the respective m+ /m− stimuli—were
scaled as “soft” �15 categorical units—cu�.2 In addition, the
results of the loudness scaling indicate a frequency-specific
loudness recruitment in the hearing-impaired subjects. A
slope of the loudness growth function in the low-to-moderate
level range �including the level corresponding to the loud-
ness category soft� that is higher than typically observed in
normal-hearing subjects provides a fairly good indicator of
the loss of compression �Brand and Hohmann, 2002�. That
means that in frequency bands with an increased slope of the
loudness growth function, we would expect reduced effects
of active cochlear mechanisms in comparison to normal-
hearing subjects.

B. Setup

A PC/MATLAB �Ver. 6.5, Math Works� controlled setup
was used for the loudness matching measurements. The sig-
nals were generated digitally with a word length of 32 bits
and a sampling rate of 48 kHz, and were sent through a RME
Digi96/8 PAD digital I/O card to a RME ADI8 Pro 24 bit DA
converter. After amplification �Tucker Davies Technologies
headphone buffer HB7�, the signals were presented monau-
rally via Sennheiser HD580 headphones. The output levels
of the headphones were calibrated for each frequency band
investigated in the study using an artificial ear �Type 4152,
Bruel and Kjaer�. Since the HD580 shows a sufficiently flat
frequency response �on the artificial ear� within each of the
frequency bands, no frequency specific correction was per-
formed. The same hardware setup was used for the categori-
cal loudness scaling which was performed with the Olden-
burg measurement software OMA �HörTech�.

C. Subjects

The measurements were carried out in the left ears of
eight subjects with normal-hearing �6 male, 2 female�. Seven
subjects had thresholds in quiet of 15 dB HL or better at all
audiometric frequencies �125–8 kHz�, and one subject
�MM� had a slightly increased hearing threshold of 25 dB
HL at 8 kHz but no recruitment detected in the loudness
scaling. The subjects ranged in age from 22 to 41 years. In
addition, three hearing-impaired subjects, between 52 and 72
years of age participated in the study. All had a hearing loss
of at least 25 dB at all audiometric frequencies, at least one
frequency with a hearing loss of 50 dB or more and a clear
indication of recruitment as quantified by categorical loud-
ness scaling in at least one of the investigated frequency
bands.

Most of the normal-hearing subjects had previous expe-
rience in loudness matching and scaling measurements. All

hearing-impaired subjects had taken part in previous psy-
choacoustical studies and had at least basic experience in
loudness scaling procedures.

D. Stimuli

All tone complexes used for loudness matching were
generated digitally as the sum of equal-amplitude sinusoids
with a common fundamental frequency f0. The starting phase
�n of each frequency component was computed according to
Eq. �1�, either with positive �C=1� or negative �C=−1�
Schroeder phase �Schroeder, 1970; see also Lentz and Leek,
2001; Oxenham and Dau, 2001�,

�n = C�
n�n − 1�

N
, C = ± 1, �1�

where N is the total number of frequency components, n is
the index, and �n is the starting phase of the nth frequency
component of the tone complex. The phase curvature of the
tone complex is given by the second derivative with respect
to the frequency of Eq. �1� �see also Lentz and Leek, 2001;
Oxenham and Dau, 2001�

d2�

df2 = C
2�

Nf0
2 . �2�

The stimuli were generated for four different frequency
bands with the geometric mean frequencies at 665, 1330,
2660, and 5320 Hz, respectively, and a bandwidth of about
1.6 octaves �i.e., about the same bandwidth that Oxenham
and Dau �2001� used for their maskers�. The exact param-
eters of the stimuli are listed in Table I. With increasing
mean frequency the f0 was varied from 2 up to 192, 384,
768, or 1536 Hz, respectively. The phase curvature for a
fixed frequency range is nearly doubled when halving the
fundamental frequency, since the number of frequency com-
ponents is nearly doubled as well.

For the categorical loudness scaling procedure, low-
noise noise �LNN� with the same spectral bandwidth as the
tone complexes was used.3 Each stimulus had a total dura-
tion of 500 ms including 5 ms Hanning-shaped ramps.

E. Procedures

Loudness matching between the m+ and m− stimuli was
performed using a two-alternative forced-choice paradigm.
The measurements for each frequency band were performed
in blocks of seven to ten interleaved tracks �e.g., Verhey and
Kollmeier, 2002� with different f0. The number of tracks in
each block increased with the geometric mean frequency of
the respective frequency band �see Table I�, since in the
higher frequency bands an increasing number of different f0s
were measured. The order of the tracks with different f0 was
randomized in each block as well as the order of test and
reference stimulus in each trial. The m− stimulus was always
used as a reference signal. The reference and test stimuli �or
vice versa� were presented in consecutive intervals separated
by an interstimulus interval of 500 ms. Each presentation
interval was marked visually on the computer screen. The
subject had to decide which of the two stimulus intervals was
louder. The reference stimuli were held fixed in level while
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the test stimuli followed an adaptive 1-up, 1-down proce-
dure. The measurements for each m+ /m− pair with the same
f0 started with level steps of 6 dB, which were decreased to
4, 2, and finally 1 dB steps at each upper reversal. The me-
dian of the final eight reversals �with constant level changes
of 1 dB� of the overall 15–16 reversals was taken as the
preliminary estimate of equal loudness. Within one session,
each block was repeated three times with different starting
levels �Lr and Lr±8 dB, respectively� of the test stimuli. The
mean of the resulting three median values was taken as the
final estimate for the level of equal loudness. The duration of
each measurement block was about 10–20 min. Thus, the
duration of a complete session for a single frequency band
was about 60–75 min, including breaks. Each subject per-
formed at least one training block before the regular mea-
surements. A session was discarded if the results led to an
average standard deviation of 1.2 dB or higher for the re-

peated measurement points. In all these cases the subjects
reported lacking concentration during the measurement. The
data from one normal-hearing subject �MMW� were ex-
cluded from further analysis because he failed the 1.2 dB
standard deviation criterion for three of the four frequency
bands and there was no time to repeat the sessions within the
project’s time scope.

The categorical loudness scaling was performed by each
subject using an interleaved procedure �Brand and Hohmann,
2002� for the four frequency bands investigated in the cur-
rent study.4 The subjects judged the loudness of the presented
stimulus on a scale of 11 categories from “inaudible” �0 cu�
to “too loud” �50 cu� after hearing the stimulus. The loud-
ness scaling data were fitted by a model function �see Fig. 1
for an example�, which consists of two linear parts with in-
dependent slope values ml �low to moderate level range� and
mh �high level range� and a transition region smoothed by a
Bezier fit �for details see Brand and Hohmann, 2002; Brand,
2000�. The slope ml, which is typically increased in hearing-
impaired subjects in comparison to the slope found in
normal-hearing subjects, is used as an indicator for a loss of
compression in the auditory system �compare Figs. 1�a� and
1�b� for a comparison of typical results from a normal-
hearing and a hearing-impaired subject�. The levels Lr that
correspond to the loudness category soft �15 cu� in the fitted
model function were used as individual reference levels of
the m− tone complex in the loudness matching measure-
ments �see the dotted lines in Fig. 1�.

TABLE I. Properties of the Schroeder-phase tone complexes. Frequency
range and geometric mean frequency in Hz, fundamental frequency f0, num-
ber of frequency components N, phase curvature in rad/Hz2, and dimension-
less or normalized curvature related to the respective geometric mean fre-
quency.

Bandwidth
geometric

mean
�Hz�

f0

�Hz� N

Phase
curvature
�rad/Hz2�

Normalized
phase

curvature

384-1152
665

192 5 3.41E−05 2.40
96 9 7.58E−05 5.33
48 17 1.60E−04 11.29
24 33 3.31E−04 23.27
12 65 6.71E−04 47.26
6 129 1.35E−03 95.26
2 385 4.08E−03 287.25

1536-4608
2660

768 5 2.13E−06 2.40
384 9 4.73E−06 5.33
192 17 1.00E−05 11.29
96 33 2.07E−05 23.27
48 65 4.20E−05 47.26
24 129 8.46E−05 95.26
12 257 1.70E−04 191.25
6 513 3.40E−04 383.25
2 1537 1.02E−03 1151.25

768-2304
1330

384 5 8.52E−06 2.40
192 9 1.89E−05 5.33
96 17 4.01E−05 11.29
48 33 8.26E−05 23.27
24 65 1.68E−04 47.26
12 129 3.38E−04 95.26
6 257 6.79E−04 191.25
2 769 2.04E−03 575.25

3072-9216
5320

1536 5 5.33E−07 2.40
768 9 1.18E−06 5.33
384 17 2.51E−06 11.29
192 33 5.16E−06 23.27
96 65 1.05E−05 47.26
48 129 2.11E−05 95.26
24 257 4.24E−05 191.25
12 513 8.51E−05 383.25
6 1025 1.70E−04 767.25
2 3073 5.11E−04 2303.25

FIG. 1. Categorical loudness scaling—examples for typical results from the
categorical loudness scaling, �a� from a normal-hearing subject �subject KW,
at the 665 Hz frequency band� and �b� from a hearing-impaired subject
�subject SK, at the 665 Hz frequency band�. The gray circles indicate the
individual loudness judgments given by the subjects during the adaptive
procedure. The data points are fitted by the solid black line. The fit consists
of two linear parts with independent slope values ml and mh and a transition
region smoothed by a Bezier fit. The slopes are indicated in the plots in
categorical units �cu� per dB. The ml values are given in Table II as an
indicator of loudness recruitment for all subjects. The reference level for the
loudness matches was derived individually from the loudness scaling data as
the level which corresponds to 15 cu indicated by the dotted black line.
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F. Results and discussion

Table II shows the relevant results from categorical
loudness scaling for all subjects in each tested frequency
band. The reference levels Lr �derived as the presentation
level producing a loudness of 15 cu� varies over a range of
37–60 dB SPL in the normal-hearing subjects and between
60 and 81 dB SPL in the hearing-impaired subjects. This
corresponds to about a 9 dB lower level within 1/3
octave—as an approximation for the effective level within
one auditory filter. In all normal-hearing subjects we see a
slope ml of 0.3 cu/dB or lower with two exceptions. The
subjects DB and MG show a slope of 0.4 cu/dB at 5320 and
665 Hz, respectively. The three hearing-impaired subjects
typically show a slope of 0.5 cu/dB or higher except for the
subject MR at 5320 Hz �0.4 cu/dB� and the subject SK at
1330 and 2660 Hz �0.4 and 0.3 cu/dB, respectively�. We
would expect some remaining auditory compression for
these hearing-impaired subjects in the frequency bands with
these “normal” slopes while for the other subjects and fre-
quency bands it can be assumed that effects of active co-
chlear mechanisms are clearly reduced.

Figures 2 �individual data� and 3 �averaged data� show
the results of loudness matches associated with m+ /m− sig-
nals as a function of f0 and frequency bands �665, 1320,
2640, and 5320 Hz, respectively� for seven normal-hearing
subjects. Positive level differences indicate that the level of

the m+ stimulus was higher than the level of the reference
stimulus m− at the PEL. The observed level differences be-
tween the m+ and m− tone complexes at the PEL show a
characteristic hump as a function of f0 in all of the normal-
hearing subjects. This result means that the level of the m+
tone complexes for these f0s had to be adjusted to higher
levels than the m− stimuli to be perceived as equally loud,
i.e., the m+ stimuli were perceived as softer at the same
overall rms level. The maximum level differences between
m+ and m− are about 4 dB in the frequency band around
665 Hz and about 5–6 dB in the three higher frequency
bands �see Fig. 2�. In individual cases the level differences
can be as much as 10 dB. A one-way analysis of variance
�ANOVA� was calculated separately for each frequency band
with the factor f0 for the seven normal-hearing subjects in-
cluded in the analysis. The ANOVA indicates that the loud-
ness differences are not identical for all f0s, i.e., there is an
effect of f0 �p�0.01�. The data points in Fig. 3 that are
marked with circles are significantly different �p�0.05�
from the data point that is closest to 0 dB level difference
�indicated by a post hoc LSD test�. The data points in Fig. 3
marked with closed circles show a significant difference �p
�0.05� from the data point with the maximum level differ-
ence at the PEL. The open circles indicate those level differ-

TABLE II. Individual reference levels Lr �in dB SPL� for loudness matches and slopes ml �in cu/dB� as recruitment indicator. Boldface subject labels indicate
the subjects shown in Fig. 2. Italic subject labels indicate hearing-impaired subjects.

Subject

DB JF MM KW RD MG MMW RP FL MR SK

Frequency Lr ml Lr ml Lr ml Lr ml Lr ml Lr ml Lr ml Lr ml Lr ml Lr ml Lr ml

665 53 0.3 38 0.3 52 0.3 48 0.3 46 0.3 54 0.4 52 0.2 53 0.3 65 0.5 67 0.6 60 0.5
1330 50 0.3 37 0.3 48 0.3 47 0.3 45 0.3 56 0.3 48 0.3 50 0.3 69 0.5 71 0.6 61 0.3
2660 50 0.3 38 0.3 51 0.3 40 0.3 49 0.3 55 0.3 51 0.2 51 0.3 70 0.6 65 0.6 67 0.4
5320 60 0.4 47 0.3 59 0.3 49 0.3 57 0.3 60 0.3 59 0.3 55 0.2 76 0.6 65 0.4 81 0.5

FIG. 2. Experiment 1—individual data of four normal-hearing subjects. The panels in the first to fourth rows show the results from loudness matching of
m+ /m− stimuli in different frequency bands �the respective center frequencies of each row are indicated in the upper left corner of each panel in the first
column�. Positive differences indicate that the level of the test stimulus �m+ � was higher than the level of the reference stimulus �m− � at the PEL. The
individually determined reference levels of the m− stimuli are given in the upper right corners of the panels �see also Table II�. The error bars give the standard
deviation of three repetitions of the measurements with different start levels of the test stimuli. Note the different scaling of the ordinate for subject MM �third
column� at 1330 Hz and KW �fourth column� at 5320 Hz.
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ences that cannot be distinguished from the maximum level
difference. The level differences decrease at higher and
lower f0s.5

The maximum level difference for the averaged data
�see Fig. 3� was found for a fundamental frequency f0 of
24 Hz in the 665 Hz band and shifts to higher f0 �48, 96, and
96 Hz� for the higher frequency ranges �1330, 2660, and
5320 Hz�. The f0 of the individual level-difference maxi-
mum in each frequency band varies across subjects. There-
fore, the mean over the f0s corresponding to the maxima
from the individual curves may provide a better indicator for
the shift of the level-difference maxima than the f0s obtained
from the maxima of the averaged curves. The computation of
the mean of the f0s indicates that the level-difference maxi-
mum of the 665 Hz frequency band is at an f0 of 26 Hz, and
for the frequency bands around 1330, 2660, and 5320 Hz at
a f0 of 50, 75, and 110 Hz, respectively.6 The estimated
phase curvatures for these f0s vary between −3.31
�10−4 rad/Hz2 for the filters in the frequency band around
665 Hz �f0=26 Hz� and −9.3�10−6 rad/Hz2 for the fre-
quency band around 5320 Hz �f0=110 Hz�. Oxenham and

Dau compared data from different studies by comparing the
dimensionless phase curvature as suggested by Shera �2001�.
The dimensionless phase curvature is defined as the phase
curvature originally in units of rad/Hz2 multiplied by fs

2 /2�
�Shera, 2001�, where fs is the stimulus frequency. Since there
is no specific stimulus frequency available in the current
loudness experiment we used the geometric mean frequen-
cies of the tone complexes as a coarse guess for the “stimu-
lus frequencies” fs. In a scaling invariant cochlea the dimen-
sionless phase curvature is expected to be constant.
Oxenham and Dau found dimensionless phase curvatures of
the auditory filters changing from about −20 at 8 kHz to −8
at 1 kHz. They found a steeper slope of change toward lower
stimulus frequencies �up to −4 at 500 Hz and close to 0 at
125 Hz�. Other authors found comparable estimates for the
dimensionless phase curvature. Kohlrausch and Sander
�1995� found values between −4.5 and −6.3 at 1100 Hz. Es-
timates of dimensionless curvature obtained from the find-
ings by Lentz and Leek �2001� are in the range of −7 and
−12 at 2000 Hz or between −16 and −26 at 4000 Hz, respec-
tively. The dimensionless phase curvatures estimated from
the loudness data obtained in the current study changes from
about −42 at 5320 Hz, to −31, −23, and −22 at 2660, 1330,
and 665 Hz, respectively. Above 1 kHz these values differ
by a factor of 2 to 3 from the estimates obtained by masking
experiments in previous studies. The dimensionless phase
curvature estimated from the loudness matching data for the
frequency band around 665 Hz is −22, i.e., it does not show
the distinct increase found in the estimates from masking
experiments. Furthermore, in comparison to the findings of
Oxenham and Dau �2001� at 500 Hz �estimate of dimension-
less phase curvature: −4�, the dimensionless phase curvature
found here differs by more than a factor of 5. Oxenham and
Dau �2001� assumed a factor of 2 to give the bounds of
measurement uncertainty in the masking experiments. Fur-
thermore, the parameter fs is not exactly known for the
broadband stimuli used in the current loudness experiments.
Thus, the magnitude of the curvature values found here for
frequencies above 1 kHz can be seen as being roughly in the
same order of magnitude as the findings reported from mask-
ing experiments. This finding may support the idea of com-
mon underlying mechanisms for differences in masking effi-
ciency and loudness of corresponding m+ and m−
complexes, whereas the mismatch of the estimated phase
curvatures for lower frequencies �here: 665 Hz� may indicate
that different mechanisms are responsible for the differences
in loudness and masking efficiency of corresponding
Schroeder-phase tone complexes. However, the tone com-
plex in the 665 Hz spectral region includes frequencies
above 1 kHz �384–1152 Hz� and the weighting of auditory
filters contributing to the differences in loudness is unclear.
Future studies, including measurements at lower frequencies,
may help to clarify if the observed effect is related to the
differentially weighted contribution of auditory filters.

Another important aspect that might be relevant for the
current findings is that the measurements of loudness differ-
ences at PEL between m+ and m− tone complexes are influ-
enced by the occurrence of resolved harmonics, at least for
tone complexes with higher f0s. As the number of spectrally

FIG. 3. Experiment 1—averaged data from seven normal-hearing subjects.
The thin grey lines show the results of individual loudness matches between
m+ /m− from seven normal-hearing subjects for different frequency bands
�panels from top to bottom for the center frequencies 665, 1320, 2640, and
5320 Hz, respectively�. The black line gives the mean data and the error
bars the standard deviation of the loudness matching data. Positive differ-
ences indicate that the level of the m+ stimulus was higher than the level of
the reference stimulus m− at the PEL. The data points marked with circles
are statistically different �p�0.05� from the data point that is closest to
0 dB level difference. The data points marked with closed circles are sig-
nificantly different �p�0.05� from the data point with the maximum level
difference at the PEL. The open circles indicate those level differences that
cannot be distinguished from the data point with the maximum level differ-
ence.
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resolved frequency components of the tone complex in-
creases, the phase relation of the frequency components in
the tone complex becomes less and less likely to have an
effect on loudness because there is insufficient interaction
between adjacent frequency components within the auditory
filters. This would mean that either no or only reduced loud-
ness differences between corresponding Schroeder phase
tone complexes would occur. Most studies suggest that the
first five to eight harmonics can be resolved �Plomp, 1964;
Plomp and Mimpen, 1968; Moore and Ohgushi, 1993�, but
recent results suggest that harmonics up to the tenth may be
aurally resolved under certain conditions �Bernstein and Ox-
enham, 2003�. Under this assumption, the tone complexes
around 665 Hz �384–1152 Hz� would contain at least some
resolved harmonics for f0 of 48 Hz and for higher f0s �96
and 192 Hz�. Higher f0s are related to lower phase curva-
tures of the stimuli. If the differences in loudness between
m+ and m+ tone complexes at higher f0s are reduced due to
resolved harmonics this would mean that the prediction of
phase curvature from the current loudness measurements
would only mark the upper limit of the absolute values of
phase curvature of the auditory filters. Hence, the “true”
phase curvature might be closer to zero than predicted from
the maxima in loudness differences of corresponding m+ and
m− in the current experiment. The influence of resolved har-
monics would mostly affect the loudness differences for the
665 Hz tone complexes with higher f0s. These are the tone
complexes for which the largest discrepancy occurs between
the phase-curvature predictions from the current data and

masking data from the literature. Therefore, the differences
in loudness of m+ and m− might be based on the different
internal peakiness of the stimuli. However, the loudness ef-
fects are possibly reduced at higher f0s because of the pres-
ence of resolved harmonics. In future studies similar mea-
surements as done in the current study but using stimuli with
variable c value to change the curvature �compare Eq. �1��—
instead of varying f0—could help to clarify if resolved har-
monics have an influence on the results in the current experi-
ment.

The loudness differences in the 665 Hz band are slightly
less than those associated with the other three frequency
bands. This observation might be related to the effect that the
phase curvature in the auditory filters in this frequency range
is changing more rapidly with frequency. The presence of
resolved harmonics is another potential factor.

The relevance of active cochlear mechanisms for the
loudness differences becomes obvious from the loudness
matching data from the three hearing-impaired subjects �Fig.
4�. The loudness differences between m+ and m− are drasti-
cally reduced in frequency ranges where the thresholds in
quiet are above 40 dB HL, and the results from categorical
loudness scaling clearly indicate recruitment �ml�0.5, see
Table II�. In these regions the active nonlinear mechanisms
in the cochlea are clearly reduced. In less impaired frequency
regions �see, e.g., subject MR at 5320 Hz, and SK at 1330
and 2660 Hz in Fig. 4; compare ml values in Table II� level
differences between m+ and m− are still observed. The ob-
servations associated with the hearing-impaired subjects are

FIG. 4. Experiment 1—results from m+ /m− loudness matching in hearing-impaired subjects—individual data of three subjects. The first row shows the pure
tone audiograms. The second to fifth rows show results from loudness matching of m+ /m− stimuli in different frequency bands �from top to bottom at the
center frequencies 665, 1330, 2660, and 5320, respectively�. Positive differences indicate that the level of the m+ stimulus was higher than the level of the
reference stimulus m− at the PEL.
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in good agreement with the findings of Summers and Leek
�1998� and Oxenham and Dau �2004�. Both studies found a
clearly reduced difference in masking of m+ /m− stimuli or
tone complexes with different c values �see Eq. �2��, respec-
tively, in hearing-impaired subjects, which was interpreted as
an effect of reduced active gain resulting from cochlear dam-
age.

III. EXPERIMENT 2: EFFECTS OF REFERENCE LEVEL

A. Rationale

The individual reference levels in experiment 1 varied
between 37 and 60 dB SPL for the 1.6 octave bandwidth
signals. At these sound pressure levels there was approxi-
mately 6 dB difference between the m+ and m− stimuli re-
quired to achieve the sensation of equal loudness among
normal-hearing listeners. It is reasonable to assume that there
is a level dependency of the observed effect resulting from
the nonlinear input/output characteristic of cochlear process-
ing and a decrease of the difference in BM excitation for
m+ and m− stimuli with increasing intensity �Summers et al.,
2003�. The equal-loudness intensity-level difference �for the
2660 Hz frequency band� was investigated as a function of
the reference level �5–80 dB SPL� in order to investigate the
relationship between the m+ /m− stimulus loudness differ-
ences and such factors as cochlear compression, changes in
phase characteristics with level and psychophysical masking.

B. Subjects, setup, procedures, and stimuli

Four of the normal-hearing subjects from experiment 1
�DB, MG, JF, RP� and an additional normal-hearing subject
�BS� participated in this experiment. Loudness matches were
measured between m+ and m− in the frequency band around
2660 Hz for a fixed f0 of 48 Hz. The same setup and inter-
leaved procedure was used as in experiment 1. Instead of sets
of interleaved tracks with variable f0, seven tracks with dif-
ferent reference levels �5, 10, 20, 40, 60, 70, and 80 dB SL�
were measured. The individual threshold in quiet for the m
− reference stimulus was measured using a self-adjusting
procedure as described in detail by Mauermann et al. �2004�.
In this procedure the subject can switch the stimulus on and
off via a play button and adjust the level via a slider on the
computer screen using the mouse or a touch screen. The
slider jumps immediately back to the starting position when
unclasping it to avoid anchor effects. The subjects were in-
structed to adjust the signal level so that the stimulus is just
audible. This level was used as a preliminary estimate of
threshold in quiet. The mean of three repetitions was used as
the final estimate of the threshold in quiet for the m− stimu-
lus.

The loudness matches between m+ and m− stimuli were
measured with the tone complexes around 2660 Hz and with
a f0 of 48 Hz, because these parameters provided a high
level difference at the PEL for all subjects in experiment 1
and relatively low intra- and interindividual variability of the
data.

C. Results and discussion

The loudness matching data and individual thresholds in
quiet are illustrated in Fig. 5. The thresholds vary between

2.5 and 6.5 dB SPL. Loudness matches for all five subjects
show a clear dependence on reference level. The maximum
level differences of m+ and m− at the PEL were determined
for reference levels of the m− stimulus at about 40 dB SL for
most subjects. The maximum level differences were in the
range of 4–9 dB. A clear decrease in the level differences
was observed for the lower �5–10 dB SL� and higher refer-
ence levels �70–80 dB SL�. Four out of five subjects exhib-
ited a level difference at 20 dB SL �roughly around 25 dB
SPL for the entire stimulus, i.e., about 16 dB SPL 1/3 octave
band level�, which was nearly as large as the maximum level
difference observed. The fifth subject showed a clearly de-
creased level difference at 20 dB SL. If the differences in
internal excitation of m+ and m− are nearly level indepen-
dent, and if the patterns are differentially affected by com-
pression, then the loudness differences associated with the
PEL suggest that a reasonable amount of compression occurs
down to levels of about 16 dB SPL. Some physiological
�animal� studies indicate BM compression down to 25 dB
SPL �see, e.g., Cooper, 2004�; however, compression at lev-
els as low as 16 dB SPL would appear to contradict these
physiological findings and psychoacoustical studies in hu-
mans. Thus, compression most probably cannot account for
the differences between m+ and m− found at reference levels
of 20 dB SL. The conclusion that compression is not an im-
portant factor in accounting for the current results is also
supported by the fact that there is no increase in level differ-
ence for levels above 40 dB SPL, where compression is
common. Moreover, there is almost complete reduction of
the level difference at levels as low as 80 dB SL. The reduc-
tion in level differences around 70–80 dB SL might be af-
fected by the phase-sensitive elicitation of the acoustic reflex
�Kubli et al., 2005; Müller-Wehlau et al., 2005�. A consistent
explanation of the current findings can be given by the idea
of level-dependent cochlear excitation characteristics that be-
come more similar for m+ and m− with increasing level, i.e.,
the different temporal properties in the local auditory filters
themselves cause differences in loudness rather than assum-
ing that different peaky internal waveforms of the stimuli are
differentially affected by the compressive cochlear nonlinear-
ity: In guinea pigs, Summers et al. �2003� found that differ-
ences in BM excitation associated with m+ and m− signals
decreased steadily with increasing intensity above 75 dB
SPL �see Fig. 4 in their study�. The levels in the study by
Summers were always computed relative to an octave range
between 10 and 20 kHz, i.e., the effective levels in 1/3 oc-
tave range around the characteristic frequency of the co-
chlear site investigated is almost 8 dB lower than the nomi-
nal level. Such reductions in peakiness, and in peakiness
differences, reflect changes in both the magnitude and phase
response of BM filtering as a function of sound pressure
level. A reduced curvature in the BM phase response at high
intensities would tend to make responses to m+ and
m− stimuli more similar �see Summers et al., 2003, p. 303�.
Increasingly similar internal patterns of the m+ and m−
stimuli with increasing level should result in the loudness of
the two stimuli being judged as more similar. Given that the
respective phase changes are probably associated with re-
duced active gain at high levels and that active gain is also
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reduced for hearing-impaired listeners, the BM phase curva-
ture would presumably be reduced as a result of hearing loss,
as found in experiment 1.

It should be noted that the reduction of loudness differ-
ences at higher levels is in contrast with the findings on level
effects in the masking experiments mentioned earlier. These
showed the largest masking-efficiency differences for stimu-
lus levels at and above 60 dB SPL.

The reduction in differences of the level at PEL at the
lowest levels tested here �5, 10 dB SL� might reflect a re-
duced filter bandwidth at these very low levels or the re-
duced audibility of some of the components in the tone com-
plexes. Both effects would lead to reduced interaction of
components within an auditory filter that would result in re-
ducing the phase-related effects which are observed at higher
levels.

IV. EXPERIMENT 3: LOUDNESS MATCHING
OF A FIXED REFERENCE STIMULUS AND
SCHROEDER-PHASE TONE COMPLEXES
WITH DIFFERENT f0

A. Rationale

In experiments 1 and 2, an m+ stimulus was adjusted in
level so that it was as loud as the corresponding m− signal

possessing the same envelope and f0. This paradigm has the
advantage that most of the stimulus properties affecting loud-
ness are the same for test and reference signals except for the
phase curvature. In this closed experimental design it is pos-
sible to measure the impact of the phase curvature on loud-
ness. However, the m+ /m− PEL differences do not indicate
whether the observed f0-related differences are the result of a
relative decrease in loudness of the m+ stimulus or to an
increase in loudness of the m− stimulus or both. Loudness
matching of the m+ and the m− stimuli across f0s with a
single reference stimulus may provide additional insight into
the mechanisms underlying the observed differences.

Assuming there is an “optimal” f0 capable of creating
the most peaky internal response of the respective m+
stimuli, and that this optimum peaky response results in re-
duced loudness, we would expect there to be a relative de-
crease in loudness of the m+ signal and no relative change in
loudness of the m− stimulus at the optimal f0 �compared to
the nonoptimal f0s�. In other words, loudness matches with a
fixed reference stimulus would be expected to show a de-
crease in loudness �i.e., an increased level at the PEL� for m+
at those f0s corresponding to the largest level differences
found in experiment 1. No effect of f0 would be expected for
the m− stimuli matched with the same reference.

When matching m+ and m− stimuli with one and the
same reference stimulus the phase effects on loudness might
be superimposed by loudness changes due to other stimulus
properties changing with f0 �e.g., a result of an increasing
number of resolved harmonics�. However, such effects are
likely to exhibit similar trends for both m+ and m− stimuli. If
these potential effects are continuous across f0 and not too
strong compared to the phase effects, sudden changes in
loudness observed in the expected f0 region would be ex-
pected to reflect the effect of stimulus phase on loudness.

B. Subjects, stimuli, and procedure

Three of the normal-hearing subjects from experiment 1
also participated in this experiment �JF, MM, and KW�.
Loudness matching was performed between m+ tone com-
plexes with variable f0 and a noise-like reference stimulus,
as well as between m− tone complexes at varying f0s and the
same reference stimulus. m+ and m− stimuli centered around
2660 Hz �the same as used in experiment 1� were used. The
LNN stimulus from the loudness scaling procedure was used
as the reference signal. This stimulus had the same band-
width and center frequency as the Schroeder-phase tone
complexes. The same loudness-matching procedure was used
as described in experiment 1. The reference level was indi-
vidually selected as the level judged as soft in the categorical
loudness scaling �i.e., 38, 51, 40 dB SPL� for subjects JF,
MM, and KW, respectively.

C. Results and discussion

Figure 6 shows the results for all three subjects. The first
row shows loudness matches between m+ and LNN, and the
second row illustrates the matches between m− and LNN.
For one of the subjects �MM�, the level differences at the
PEL �which depend on f0� show a characteristic hump in the

FIG. 5. Experiment 2—individual data from five subjects. The data show
the level differences at the points of equal loudness between the m+ and the
respective m− stimuli for several fixed reference levels in the range from 5
to 80 dB SL. The individual thresholds in quiet for the reference m− stimu-
lus are given in the upper right corners of the panels. The data points give
the mean and the error bars the standard deviation of the results from three
measurement blocks.

1036 J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 M. Mauermann and V. Hohmann: Loudness of Schroeder-phase tone complexes



data associated with loudness matches between m+ and LNN
�Fig. 6, first row, second column�. In contrast, there is no
clear hump or dip in the loudness matches between the m−
and LNN stimuli �Fig. 6, second row, second column�. The
data of subjects JF and KW show an overall trend for the
m−/LNN matching �see Fig. 6, second row, first and last
column� of a continuous decrease in level differences with
increasing f0 up to 192 Hz. A relatively constant �or even
slightly increasing� difference is observed for higher f0s. The
level differences obtained from the m+ /LNN loudness
matching exhibit a similar trend to the differences from the
m− /LNN matching. However, a discontinuity toward higher
level differences arises in the m+ /LNN data for f0s between
12 and 96 Hz.

The f0s of the hump in the m+ /LNN matching data
from subject MM and the specific discontinuities in the two
other subjects correspond closely to the f0s of the hump ob-
served in the direct comparison of m+ and m− in experiment
1. These findings indicate that the typical hump in the loud-
ness differences between m+ and m− �as found in experiment
1� is predominantly caused by a decrease of loudness of the
m+ for “optimized” f0 rather than an increase of loudness of
the corresponding m− stimuli. Overall the idea is supported
that the loudness of m+ stimuli is clearly decreased for f0s or
phase curvatures that result in a highly modulated internal
response in the auditory filters.

The gray lines in the last row of Fig. 6 illustrate
the differences between the loudness matching data of
m+ /LNN �Fig. 6, first row� and of m− /LNN �Fig. 6, second
row�; these data reflect the indirectly measured level differ-
ences of m+ and m− at the PEL. For comparison, the black
lines in the same row show the results from the direct loud-
ness matching between m+ and m− from experiment 1. If the
loudness matching associated with the m+ /LNN and

m− /LNN signals is affected in the same way by parameters
other than phase, the difference between the curves �i.e., the
indirect measurement of the m+ /m− level difference at the
PEL� should be the same as the direct measurement from
experiment 1. The comparison of the gray and black lines in
Fig. 6 �last row� shows a good agreement of both curves for
each subject. This indicates �1� that potential additional ef-
fects �such as roughness, annoyance, and pitch�, which pos-
sibly influence the subject’s judgments, affected the
m+ /LNN and m− /LNN measurements in the same way, and
�2� that the subject’s loudness judgments across the different
measurements are consistent.

Except for low f0s up to 24 Hz, the sound pressure level
of the m− stimuli at PEL is about 5 dB lower than the SPL of
the LNN reference, which indicates that m− stimuli appear to
be louder than LNN. The same holds for m+ stimuli, except
for optimized f0s that lead to a reduction in loudness of the
respective m+ stimuli. This finding might reflect the influ-
ence of pitch strength on the subjects’ loudness judgments.
As pointed out by Gockel et al. �2003�, “…the existence of a
strong residue pitch might increase the loudness of a sound
relative to one with the same power spectrum but a weak or
absent pitch.” The pitch strength of corresponding m+ and
m− signals should be similar and is likely greater than the
pitch strength of the LNN. Furthermore, the lack of an
m+ /m− effect at high f0s �192 Hz and higher� might be
explained by the occurrence of at least some resolved har-
monics. Because resolved harmonics produce a stronger sen-
sation of pitch, the fact that the m+ /m− complexes were
always judged louder than the LNN for high f0s suggests that
subjects find it hard to separate loudness from pitch strength.

The current findings for the m− /LNN matching are in
good agreement with the findings by Gockel et al. �2003� for
the loudness matching of cosine phase tone complexes with

FIG. 6. Experiment 3—results from loudness matches between m+ /LNN and m− /LNN stimuli. The first row shows the results from adjusting the level of
an m+ complex so that it was equally loud as a LNN of the same bandwidth and the same center frequency of 2660 Hz for three normal-hearing subjects. The
fundamental frequency �f0� of the tone complexes was varied in the range from 2 to 768 Hz. The second row shows the results from adjusting an m− complex
to be equally loud as the LNN. The reference levels of the LNN were individually fixed at 38, 51, and 40 dB SPL for the subjects JF, MM, and KW,
respectively. The third row gives the differences in level at the PEL that would be expected for loudness matches of m+ /m− stimuli obtained by subtracting
the results of the m− /LNN matching from the results of the m+ /LNN matching �see the gray line�. The black lines in the panels show the results of the direct
loudness matching between m+ and m− stimuli. These were obtained from the same subjects in experiment 1. Positive differences indicate that the level of
the m+ or m− stimulus was higher than the level of the reference stimulus �LNN� at the PEL.
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either noise or random phase tone complexes. However, the
current findings for the loudness matches of m+ /LNN devi-
ate from this agreement at optimized f0s. Gockel et al.
�2003� used tone complexes with f0s of 62.5 and 250 Hz and
zero phase curvature �cosine phase�. Since the phase curva-
ture of the cosine phase complexes are always in between the
phase curvature of corresponding m+ and m− stimuli we
would assume that the cosine phase complexes used by
Gockel et al. �2003� do not match the optimal parameters
associated with a maximum peakiness in the local auditory
filters. Thus, the loudness effects observed by Gockel et al.
�2003� presumably reflect a loudness increase related to pitch
strength rather than a loudness decrease related to maximum
peakiness in the local auditory filters. Both effects can sepa-
rately be identified in the data of the current experiment.

V. SUMMARY AND CONCLUSIONS

A tone complex with Schroeder positive �m+ � phase is
the temporally inverted version of the corresponding tone
complex with Schroeder negative phase �m− �. Both have the
same power spectrum and the same temporal envelope, but
for a given frequency range and at certain f0s they show
level differences of up to 10 dB at the PEL in normal-hearing
subjects �experiment 1�.

A clear reduction of the loudness differences between
corresponding m+ and m− stimuli in hearing-impaired sub-
jects with recruitment suggests that active cochlear mecha-
nisms are important for the phase effects associated with
loudness perception �experiment 1�.

The dimensionless phase curvature of the m+ stimuli
resulting in the maximum level difference at PEL is a factor
of about 2 to 3 greater �for the 665 Hz band the factor is
even 5� than the phase curvature of m+ stimuli least effective
in masking. Although these findings show only a rough cor-
respondence, a common underlying mechanism for masking
and loudness experiments �i.e., differentially peaky internal
responses of m+ and m− stimuli� cannot be ruled out since
the phase curvature estimation from the data in experiment 1
might be affected by resolved harmonics in the tone com-
plexes with high f0s.

The observed differences in level at the PEL are most
likely related to differences in the temporal modulation of
the internal patterns themselves in combination with a tem-
poral loudness integration process rather than reflecting a
different compression of the variably modulated internal pat-
terns. This conclusion is consistent with the large level dif-
ferences at PEL at low reference levels of 20 dB SL �corre-
sponding roughly to about 16 dB SPL in a single auditory
filter�, where compression is unlikely to occur. It is consis-
tent with the clear reduction of differences at levels of
70–80 dB SL, which are still in the compressive range of the
auditory periphery �experiment 2�.

The results from the loudness matches in experiment 3
of m+ and m− tone complexes with the same noise-like ref-
erence stimulus �LNN� indicate that the loudness differences
associated with the m+ and m− signals at moderate reference
levels are mainly due to a decrease in loudness of the m+
stimuli at certain f0s, rather than a relative change in loud-
ness of the m− stimuli.

Data from experiment 3 also suggest that cues other than
loudness alone, such as pitch strength, might influence the
loudness matching results. These cues may be superimposed
on the loudness effects related to differences in the peakiness
of the internal response to the different stimuli.

An interesting aspect of the current results is the fact
that no loudness model, as far as we know, has the potential
to explain the level differences at equal loudness between
m+ and m− described in this study. Most loudness models
are based on the power spectrum of the stimulus �e.g.,
Fletcher and Munson, 1933; Zwicker and Scharf, 1965;
Moore, 1997�. These models predict well for steady sounds
while failing to predict loudness for fluctuating stimuli such
as amplitude-modulated sounds. Some models take the peak
values of the stimuli into account to explain the effects of
slow modulations on loudness. However, the stimuli com-
pared here have the same temporal envelope and the same
long term spectrum. Even short-time spectra down to a time
scale of about 10 ms provide no clear distinction of the
stimuli for f0s related to the largest level differences at the
PEL. Even a more recent loudness model applicable to time-
varying sound suggested by Glasberg and Moore �2002�
most probably will fail to explain the differences in loudness
of stimuli with different phase curvature like m+ and m−
stimuli because of a phase-insensitive filter bank used as in-
put stage. The results of the current study support the sug-
gestion by Glasberg and Moore �2002� that a more realistic
cochlea model at the input stage is needed in future loudness
models to explain the influence of stimulus phase character-
istics on loudness perception.
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1The loudness measurements should not be seen as a tool to estimate the
phase curvature precisely. Rather the method is likely to be even less pre-
cise than measurements of masked thresholds. First, loudness matches
show a higher variability than measurements of masked thresholds. Second,
the loudness perception of the stimuli used here is thought to be affected by
the output of multiple auditory filters, whereas the masked threshold of a
sinusoid is essentially determined by a single filter. The contribution of the
different filters to the overall loudness perception might be differentially
weighted. Thus, the “stimulus frequency” fs—that is well defined for sinu-
soidal targets—is essentially arbitrary in the case of loudness matches of
stimuli with broader bandwidth. This means that for the loudness-matching
experiments the phase curvature of a given phase complex is not necessar-
ily related to the geometric mean frequency used in this study to param-
etrize the tone complexes �leading to variability in phase curvature esti-
mates associated with the current loudness measurements�.

2Normal-hearing subjects typically select the category soft for stimulus lev-
els roughly in the range between 40 and 60 dB SPL. Pilot tests indicated
that reference levels around 50 dB SPL for the loudness matches of the
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corresponding Schroeder-phase tone complexes result in reasonable level
differences at the PEL and are sufficiently comfortable, even for longer
measurement duration. Furthermore, this level range should be clearly af-
fected by cochlear compression. For subjects with moderate hearing loss
the loudness category soft is typically related to levels at which remaining
effects of cochlear compression might still be observable.

3For the loudness scaling one-time iterated low-noise noise �Pumplin, 1985;
Kohlrausch et al., 1997� was used to obtain a sufficient dynamic range for
digital attenuation. This is the type of stimuli typically used with the ACA-
LOS procedure. LNN computed with only a single iteration sounds still
very noise-like. The advantage is that the crest factor is reduced, typically,
by about 6 dB in comparison to the initial Gaussian noise �the one time
iterated LNN shows a rms value in the range of about −7 to −8 dB re full
scale�. The RME-ADI8 Pro 24 bit DA converters provide a usable dynamic
range of about 110 dB. Using LNN stimuli the given hardware thus pro-
vides a dynamical range of about 100 dB with purely digital attenuation
and without the need of any programmable attenuators. A dynamic range of
nearly 100 dB is sufficient for a reliable measurement of categorical loud-
ness. A low-noise noise is generated by �1� generating a Gaussian noise, �2�
restricting the bandwidth by setting the magnitude of the Fourier coeffi-
cients to zero outside the desired passband, �3� dividing the time signal by
its Hilbert envelope, and �4� restricting the bandwidth of the resulting sig-
nal as described in �2�. Steps �2� and �3� will be repeated according to the
number of iterations minus one.

4The levels were limited to a maximum of 100 dB SPL.
5While in the average data the level differences at higher f0s clearly decrease
toward zero, there remains a difference on the order of 2 dB for an f0 of
2 Hz. Although a clear decrease of the level difference down to zero is
observed for f0 equal to 2 Hz in some subjects �e.g., DB�, other subjects
show an increase of loudness differences for f0s between 6 and 2 Hz �e.g.,
FJ at 1230 Hz, MM and MG at 665 Hz�. This effect can be observed as
well in the hearing-impaired subject MR. All subjects reported that the
matching of loudness became more difficult when the stimuli could be
easily identified as up and down chirps because the clearly perceived dif-
ferences in pitch change provided an additional cue to differentiate between
the two matched stimuli. At low f0s it is easy to identify the up and down
chirps. Thus, a bias toward judging the tone complexes with decreasing
instantaneous frequency �m+ � as softer than the tone complexes with in-
creasing instantaneous frequency �m− � might be responsible for the loud-
ness differences observed at the lower f0s.

6In three individual curves the absolute maximum of level difference was
found at 2 Hz �see Footnote 5�. In these cases it is reasonable to take the
maximum out of the f0s above 2 Hz for the computation of the mean f0
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This study investigated the role of uncertainty in masking of speech by interfering speech. Target
stimuli were nonsense sentences recorded by a female talker. Masking sentences were recorded from
ten female talkers and combined into pairs. Listeners’ recognition performance was measured with
both target and masker presented from a front loudspeaker �nonspatial condition� or with a masker
presented from two loudspeakers, with the right leading the front by 4 ms �spatial condition�. In
Experiment 1, the sentences were presented in blocks in which the masking talkers, spatial
configuration, and signal-to-noise �S-N� ratio were fixed. Listeners’ recognition performance varied
widely among the masking talkers in the nonspatial condition, much less so in the spatial condition.
This result was attributed to variation in effectiveness of informational masking in the nonspatial
condition. The second experiment increased uncertainty by randomizing masking talkers and S-N
ratios across trials in some conditions, and reduced uncertainty by presenting the same token of
masker across trials in other conditions. These variations in masker uncertainty had relatively small
effects on speech recognition. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2427117�
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I. INTRODUCTION

There is accumulating evidence in the literature that
when speech is presented in a competing speech environ-
ment, masking processes can exist beyond those normally
attributable to traditional “energetic” masking. Carhart et al.
�1969� called these additional processes “perceptual mask-
ing.” More recently the term “informational masking” has
been used, in part because patterns in the data share several
features with the classic informational masking studies con-
ducted with nonspeech stimuli �e.g., Watson et al., 1976;
Leek et al., 1991; Kidd et al., 1994�. Similar to nonspeech
informational masking, significant interference between
competing and target speech can occur even when their spec-
tra have minimal overlap �e.g., Arbogast et al., 2002, 2005;
Gallun et al., 2005�. Also, substantial spatial release from
masking has been demonstrated in competing speech situa-
tions where simulated or actual reflections minimize the ad-
vantages that can be realized from binaural interaction and
head shadow cues �e.g., Freyman et al. 1999, 2001; Kidd et
al., 2005a; Brungart et al., 2005; Rakerd et al., 2006�. The
same spatial configurations do not produce sizable advan-
tages when the masker is continuous or modulated noise.
Presumably, perceptual spatial differences distinguish target
from masker in specific competing speech situations, which
helps to overcome the nonenergetic components of the mask-
ing. These spatial perceptual distinctions are not useful or
necessary with noise maskers.

Two principles, similarity and uncertainty, are generally
considered to be closely associated with informational mask-
ing �e.g., Kidd et al., 2002; Durlach et al., 2003a, 2003b;
Watson, 2005�. When applied to speech recognition in com-

peting speech situations, similarity appears to be an impor-
tant prerequisite if substantial nonenergetic masking is to be
observed. For example, masking by a single interfering
talker appears to be most effective if the interfering talker is
the same sex as the target talker. While some of this effect
may be due to differences in energetic masking resulting
from the degree of spectral overlap, the effect of matching
the sex of target and masking talkers can be so large that
perceptual similarity between target and masker is almost
certainly an important factor �Brungart et al., 2001�. The role
of uncertainty in masked speech recognition is less well un-
derstood. In general, the more one knows about the target
ahead of time, the better performance will be �Kidd et al.,
2005b�. However, the role of masker uncertainty is not as
clear. A reasonable intuition is that reducing uncertainty of
the masker would reduce informational masking, in that lis-
teners could quickly learn to ignore maskers that they were
certain about ahead of time and focus their attention on the
target. However, with the Coordinate Response Measure cor-
pus, Brungart and Simpson �2004� found surprisingly little
effect of manipulations of masker uncertainty. They specu-
lated that some of their conclusions may have been specific
to the particular stimulus set and task, which was a color and
number identification format with limited choices for both
masker and target. One purpose of the present investigation
was to study the role of masker uncertainty with a more
difficult open-set speech recognition paradigm in which the
speech of two masking talkers was presented simultaneously
with the target.

The task for the listener was to repeat a sentence that
was presented together with a mixture of competing sen-
tences spoken by two masking talkers. Over the course of
two experiments the uncertainty of the masker was manipu-
lated by blocking the trials in several different ways.
Maskers ranged from a most certain condition in which the
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subject received a fixed masking token from trial to trial, to a
most uncertain condition in which the masking talkers,
masking tokens, and signal-to-noise �S-N� ratio varied from
trial to trial. The effect of these manipulations on informa-
tional masking was examined by comparing speech recogni-
tion performance in a nonspatial condition to a condition in
which the precedence effect was employed to shift the spatial
image of the masker away from the target. We assume that in
the nonspatial condition both energetic and informational
masking can limit subjects’ speech recognition when the
masker and target are from same-sex talkers. The purpose of
the precedence effect manipulation is to create different spa-
tial perceptions for target and masker without affecting ener-
getic masking. However, informational masking is presumed
to be largely released because these spatial differences cause
the target and masker to be less confusable.

II. EXPERIMENT 1. VARIABILITY AMONG MASKING
TALKERS

In order to examine the effect of uncertainty in the
masker, it was necessary to create different maskers and
know their individual and collective masking efficiency un-
der conditions of fixed uncertainty. Only then would we be
able to attribute changes in performance to changes in uncer-
tainty in later experiments. For this purpose, five different
masking signals, each of which was comprised of two talk-
ers, were generated. Intelligibility of the target talker was
examined for each of the five maskers as a function of S-N
ratio for two different spatial conditions.

A. Method

1. Stimuli

The target stimuli were a set of 320 “nonsense sen-
tences” that were syntactically but not semantically correct,
e.g., ‘The moon could play your love.” Each sentence in-
cluded three key words, as underlined in the example. These
sentences, recorded by a female talker, have been used in
several earlier studies �Helfer, 1997; Freyman et al., 1999,
2001, 2004, 2005; Li et al., 2004�. A full description of the
recording methodology can be found in Helfer �1997� or
Freyman et al. �1999�. The maskers were nonsense sentences
recorded by ten different female talkers. The sentences re-
corded were different across masking talkers and also differ-
ent from the target sentences. The recordings were made in a
sound-treated room, sampled at 20 000 Hz, and stored on a
computer disk. Although the talkers monitored their vocal
output via a VU meter in order to maintain a consistent level,
no adjustments were made to equate rms amplitude across
sentences. Using waveform editing software, pauses between
sentences were removed to create approximately 35-s-long
continuous streams of sentences. The streams were matched
in rms amplitude and combined digitally to make five wave-
forms, each of which was comprised of a mixture of two
voices. The initial sentences from each of the two talkers
began simultaneously but because of different sentence
lengths, speaking rates, etc., the rest of the sentences from
the two talkers were not aligned. One two-talker masker
�sstk� was used in previous studies �e.g., Freyman et al.,

2001�, so those two masking talkers were kept together as a
pair. The selections of the other pairings were made roughly
according to similarity in fundamental frequency. The aver-
age fundamental frequency of each masking talker was de-
termined from the Fast Fourier Transforms of 30 vowels
spread through the 35 s stream of sentences. Table I displays
the average fundamental frequency of the target along with
the average fundamental frequencies of the masking talkers.

2. Environment and apparatus

The experiment was conducted in a large double-walled
sound-treated room �IAC No. 1604� measuring 2.76
�2.55 m. Reverberation times measured in this room ranged
from 0.12 s at 6.3 and 8.0 kHz to 0.24 s at 125 Hz �Ner-
bonne et al., 1983�. A previous study conducted in this room
�Helfer and Freyman, 2005� showed the same kinds of spa-
tial release that have been found in an anechoic chamber
�e.g., Freyman et al., 2001�. The listener sat on a chair placed
with its back against one wall of the room. Two loudspeakers
�Realistic Minimus 7�, at a distance of 1.3 m from the center
of the head when seated in the chair and a height of 1.2 m
�the approximate height of the ears of a typical listener� de-
livered the target and masking stimuli. One loudspeaker was
placed at 0° azimuth, directly in front of the listener; the
second loudspeaker was at 60° to the right. The target and
masking stimuli were mixed digitally at the appropriate S-N
ratio on a computer before presentation from two channels of
the computer’s sound card, attenuated �TDT PA4�, amplified
�TDT HBUF5�, power amplified �TOA P75D�, and delivered
to the loudspeakers. In the F-F condition, target and masker
were presented from the front loudspeaker. In the F-RF con-
dition, the target was presented from the front loudspeaker
and the masker from both loudspeakers, with the right lead-
ing the front by 4 ms. The F-RF masking configuration cre-
ates the perception �due to the precedence effect� that the
masker is to the right, well separated from the front target.
The 4 ms delay version of this F-RF configuration was
shown by Freyman et al. �1999�, by Brungart et al. �2005�,
and by Rakerd et al. �2006� to create little or no release from
masking for speech targets in the presence of noise maskers,
indicating no energetic masking release. Further, Helfer and
Freyman �2005� demonstrated no energetic masking release
for this configuration in the same sound-treated room used
for the current studies. It is assumed, therefore, that when
masking release occurs for the F-RF configuration in a com-
peting speech task, the release from masking is due to non-

TABLE I. Average fundamental frequencies �in Hz� for the target talker and
each of ten masking talkers. Masking talkers are grouped to reflect the
pairing used to make the two-talker maskers for the experiment. Values were
averaged over 30 vowel segments over the duration of each masker.

Target Maskers

sstk ajhb eash cclm jskc
JF SS TK AJ HB EA SH CC LM JS KC
189 188 202 240 242 175 176 195 199 207 214

J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Freyman et al.: Variability and uncertainty in competing speech 1041



energetic effects, where perceptual spatial differences make
it easier to extract the target from the complex mixture of
voices.

3. Procedures

Subjects were seated in a chair and instructed to face the
front loudspeaker but were not physically restrained. At the
beginning of each trial the word “Ready” appeared on a com-
puter screen in front of the subject. The presentation of the
masker was then initiated, followed by the presentation of
the target 0.6–1.2 s later. At the conclusion of the target
sentence, the masker was terminated simultaneously. The lis-
tener repeated the target sentence out loud, and the experi-
menter, monitoring in a control room, scored the three key
words as correct or incorrect.

On each trial a section of a particular two-talker masker
waveform was selected randomly from the 35 s stream. The
masker onset could occur anywhere in the stream, e.g., at the
beginning of a sentence for one of the two talkers, in the
middle for the other talker, etc. As noted above, the target
sentence began slightly after the beginning of the masker.
Subjects were told that they could use this delay as a cue for
directing attention to the target speech in the presence of the
masker. They were also presented with five �nontarget� sen-
tences spoken by the target talker in quiet before testing be-
gan to help familiarize them with her voice.

A total of 40 conditions were presented to each of ten
young normal-hearing listeners �audiometric thresholds
�20 dB HL at 500 through 4000 Hz�. There were five dif-
ferent two-talker maskers, two spatial configurations �F-F
and F-RF�, and four S-N ratios �−12,−8,−4, and 0 dB� in a
completely crossed design. The S-N ratios were defined as
target rms amplitude relative to the rms amplitude of the
two-talker masking complex. S-N ratios were manipulated
by changing the level of the masker for a fixed level target,
which was always presented at 44 dBA �calibrated using a
speech-spectrum noise with the same rms as the target sen-
tences�. The 320 target sentences were selected at random,
without replacement, and with a different random order for
each listener. The conditions were divided into 40 blocks of
eight sentences each. The S-N ratio, masker, and spatial con-
figuration were all fixed within a block. Across sets of four
blocks �32 trials�, only the S-N ratio changed �randomly�,
while the spatial configuration and masker were fixed. A sec-

ond set of four blocks followed where the spatial configura-
tion switched from F-F to F-RF or vice versa. After eight
blocks were presented �64 trials�, the masker changed and
the process was repeated until all five maskers had been pre-
sented for 64 trials. The spatial configuration simply alter-
nated after every 32 trials �four blocks�. Half the subjects
received F-F first and the other half F-RF first. The order of
presentation of the five masking talkers within a set of 320
trials was random and different for each listener. Subjects
completed the experiment in one listening session.

B. Results and Discussion

The average results across listeners are plotted in Fig. 1;
the individual masker data are shown for the F-F configura-
tion in the left panel and for the F-RF configuration in the
middle panel. Each line represents the results for a different
two-talker masker. Each data point was based on 240 scored
key words �ten listeners �8 sentences �3 key words per
sentence�. For the F-F condition, the five two-talker combi-
nations varied widely in their masking effectiveness. The
largest differences occurred at −4 dB S-N ratio, where lis-
tener performance ranged from less than 20% correct for the
most effective masker to more than 70% correct for the least
effective masker. As shown in the middle panel, the variabil-
ity was far less with the F-RF configuration, although the
ordering of effectiveness across maskers was similar. The
right panel of Fig. 1 displays the data averaged over five
maskers �1200 scored key words per data point� for the spa-
tial �F-RF� and nonspatial �F-F� conditions. A clear advan-
tage for the spatial condition is seen. The effect is about 5 dB
at a performance level of 50% correct.

Our interpretation of differences in variability seen in
the left and middle panels is linked to the working hypoth-
esis that masking in the F-F condition includes both ener-
getic and nonenergetic �“informational” or “perceptual”� fac-
tors, whereas the F-RF condition involves mostly energetic
masking. The latter hypothesis arises from the fact that dif-
ferences in the spatial percepts of target and masker create
dissimilarity between them and reduce confusability. Be-
cause similarity is an important factor in informational mask-
ing �Durlach et al., 2003b� the interference produced by the
masker in the F-RF condition is likely to reflect primarily
traditional energetic masking. Hence, we assume that the
limited variability in the F-RF data reflects variability mostly

FIG. 1. Percent correct recognition of key words as a function of S-N ratio for five two-talker maskers. The left panel shows data for the F-F configuration,
the middle panel for the F-RF condition. The right panel shows FF and F-RF data combined across all five maskers.
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in energetic masking. While this small variability in ener-
getic masking may also contribute to the spread of the F-F
data in the left panel, most of the variability for the F-F
configuration is likely due to nonenergetic factors. At the
moment it is not possible to determine the degree to which
these five selected maskers are representative of the larger
population. However, there is a strong suggestion that vari-
ability in nonenergetic masking among different masking
talkers of the same sex can be quite large.

It will be difficult to determine what factors influenced
this variability, which as shown in Fig. 1, occurred mostly in
the F-F condition. If this indeed reflects variability in nonen-
ergetic aspects of the masking, i.e., in the perceptual extrac-
tion of the target voice from the mixture of three voices, then
a logical place to look is at the average fundamental fre-
quency, as there was a fairly wide variation across masking
talkers �see Table I�. Several previous studies have shown
that fundamental frequency is an important factor in attend-
ing to the speech of one talker in the presence of another
�e.g., Brokx and Nooteboom, 1982; Bird and Darwin, 1998;
Darwin et al., 2003�. One might expect that when the funda-
mental frequencies of target and masker are close, perceptual
extraction of the target would be most difficult in nonspatial
conditions and would show the largest release from masking
when spatial differences are provided. Figure 2 plots the
F-RF versus F–F difference in percent correct at the −4 dB
S-N ratio as a function of the mean fundamental frequency of
the two talkers in each masker. The average fundamental
frequency of the target talker is shown by the vertical dashed
line. The positive values of the symbols show that a benefit
of the spatial condition occurred for all five two-talker
maskers, although not to an equal degree. There appears to
be a rough ordering related to the fundamental frequency of
the maskers. Proximity, per se, of the target and masker fun-
damentals does not appear to be the only important variable
as the masker with a lower but still reasonably close funda-
mental showed only a 13 percentage point benefit. The
sample size is too small to be more definitive. One cannot
rule out the possibility that other factors, such as perhaps
voice quality, vocal tract size, prosodic or temporal proper-
ties, etc., are responsible for the variability �see Darwin and
Hukin, 2000�.

III. EXPERIMENT 2. THE EFFECT OF MASKER
UNCERTAINTY

The purpose of Experiment 2 was to explore the influ-
ence of the uncertainty of the masker. Classic conceptualiza-
tions of informational masking are tied to the idea of uncer-
tainty, although recent discussions �Durlach et al., 2003b;
Watson, 2005� have stressed instead the importance of simi-
larity for some tasks that have been called informational
masking. It is not yet clear how the concept of uncertainty
applies to the masking of speech by other speech. In separate
conditions, the amount of masker uncertainty was both in-
creased and decreased relative to the uncertainty in Experi-
ment 1. As in Experiment 1, the amount of informational
masking was estimated by the difference in performance in
the spatial and nonspatial conditions.

A. Methods

The general approach in this experiment was to manipu-
late the manner in which the masker varied from trial to trial.
As explained earlier, in Experiment 1 the selection of which
of the five maskers was presented was fixed for 64 trials, the
spatial configuration changed every 32 trials, and the S-N
ratio changed every eight trials. In the reporting of the cur-
rent study, that level of uncertainty will be called Condition
B. In the current experiment three other levels of uncertainty
were created �see Table II�. Conditions C and D increased the
uncertainty, while Condition A decreased the uncertainty. In
Condition C, the S-N ratio and spatial configuration were
fixed in each of 32 blocks of ten trials, but each of the five
maskers was presented twice during each block, with a ran-
domly shuffled order of maskers within the block of ten.
After one block of ten trials the S-N ratio was changed. After
four blocks, the spatial configuration was changed. After
eight blocks, the entire process was repeated with a new
ordering of S-N ratios. The spatial configuration simply al-
ternated every four blocks. In Condition D, both S-N ratio
and choice of two-talker masker were completely random-
ized within an initial block of 160 trials in which the only
fixed variable was the spatial configuration �F-F or F-RF�. A
second 160-trial block followed with the opposite spatial
configuration.

In Condition A, the uncertainty was decreased. The
blocking was the same as Condition B �Experiment 1�, but
the same token from each masker was presented each time
that masker was used. The masker tokens were extracted at a
point that began exactly 10 s into each of the five 35-s-long
maskers. The presentation of the target was initiated exactly
1 s after the initiation of the masker. Recall that the blocking
in Condition B preserved the masker for 64 consecutive trials

FIG. 2. F-RF vs F-F difference in percent correct at the −4 dB S-N ratio as
a function of the mean Fo of the two talkers in each masker. The mean Fo of
the target talker is shown by the vertical dashed line.

TABLE II. Grid showing the design of Experiment 2. Data for Condition B
were taken from Experiment 1.

Condition Token Talkers S-N Ratio Spatial condition

A Fixed Fixed Fixed Fixed
B Random Fixed Fixed Fixed
C Random Random Fixed Fixed
D Random Random Random Fixed
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before switching to another masker. With the same blocking
in Condition A, this meant the exact same masking token
was presented for 64 consecutive trials. The spatial configu-
ration switched after 32 trials, although it was not thought
that the degree of uncertainty in spatial configuration would
be important, as Jones and Litovsky �2005� reported no ef-
fect. Though Condition A was run last, we anticipated run-
ning this condition and sprinkled trials with the same specific
masking tokens sparsely into each of the other uncertainty
conditions �B, C, and D� when those experiments were run.
These frozen masking tokens appeared ten times out of the
320 trials run for each subject. There was one presentation of
the token for each of the five maskers in both spatial con-
figurations, always at the −4 dB S-N ratio. This allowed
some ability to compare performance with the same masking
tokens across uncertainty conditions.

Three new sets of ten normal-hearing listeners were
used for this study, one group for each of the conditions A,
C, and D. Experiment 1 �Condition B� was not repeated, and
the data from that experiment were used for comparison. The
range of subject ages for all participants �across the four
conditions� was 19 to 39 years, with a mean of approxi-
mately 22 years.

B. Results and Discussion

Psychometric functions of the averaged data across ten
listeners are plotted in Fig. 3. The filled symbols show the
data for the F-F condition, and the open symbols the F-RF
condition. The relationship between F-F and F-RF configu-
rations for each uncertainty condition is a within-subject
comparison, whereas each of the different uncertainty condi-
tions was from a different group of ten subjects. It was not
expected that the effect of uncertainty would be very large
for the F-RF condition, because presumably this reflects pri-
marily energetic masking. Indeed the results for the F-RF
condition show very little effect of uncertainty. In our view,
the most striking aspect of the data was the small influence
of uncertainty for the F-F conditions, where we assume there
was a large informational masking component. Analysis of
variance showed no significant effect of conditions A–D, and
the difference across conditions is only about 2 dB at 50%

correct. The randomization of the masking talkers and of the
S-N ratio from trial to trial apparently had very little effect.
Most surprising was that the repetition of the same exact
token of masker for 64 consecutive trials seemed not to help
the listener very much in the task of perceptually extracting
and correctly perceiving the target. Subjects were informed
about the repetition and were told to ignore the repeated
masker. One might have expected that this would have
helped the listener focus on the target. Nevertheless, recog-
nition of the target sentences was not markedly better than it
was in the other uncertainty conditions. There was still a
large difference in performance between the F-RF and F-F
spatial configurations. To the extent that the F-F versus F-RF
difference reflects informational masking, it suggests that
masker uncertainty is not required to demonstrate the pres-
ence of informational masking.

Somewhat greater benefit of the fixed token condition
was found when the comparison was made with performance
with the same frozen masking tokens scattered throughout
the trials of the other three uncertainty conditions at the
−4 dB S-N ratio. These trials consisted of a total of 450
scored items for both the F-F and F-RF conditions �five
masking talkers x 30 listeners x three scored words per trial�.
The comparison of the frozen-token results in the blocked
condition �A� with the results of the same tokens sprinkled
through the more uncertain masker conditions is shown in
Fig. 4. The results for the individual tokens are shown to the
left of the dashed line, and the means across the five two-

FIG. 3. Percent correct as a function of S-N ratio for four different uncer-
tainty conditions. The filled symbols show the data for the F-F condition,
and the open symbols the F-RF condition.

FIG. 4. Target recognition performance with frozen masker tokens in the
blocked condition �left bar in each pair� and with frozen masker tokens
scattered throughout trials of the three more uncertain masker conditions
�right bar in each pair�. Mean scores across the five two-talker maskers are
shown on the right. Vertical lines illustrate one standard error of the mean
across the group of 30 listeners for the three scattered conditions and ten
listeners for the blocked condition.
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talker maskers are shown to the right. For the F-F spatial
configuration, mean performance in Condition A �fixed to-
ken� was better than in the three scattered conditions. How-
ever, this difference did not reach statistical significance �p
=0.053�. A nonsignificant difference was also found for the
F-RF condition �p=0.767�. Results for the individual mask-
ing tokens do show some strong improvements in the
blocked condition for individual tokens, especially the ajhb
masker. Overall performance in the blocked frozen-token
F-F configuration was still much poorer than that for the
F-RF configuration for the same tokens, suggesting that non-
energetic masking was present in this condition even when
masker uncertainty was removed.

The overall result indicating a relatively small effect of
masker uncertainty is consistent with data from Brungart and
Simpson �2004� despite the difference in target and masker
stimuli and general experimental approach. They found that
fixing the masking token within a block was effective in
reducing masking, but even then listeners were apparently
often unable to use the strategy of ignoring the repeated
masker and responding to the target. They also found that
fixing just the masking talker within a block was not effec-
tive in reducing masking, as our data seem to show too �Fig.
4�.

Although it is not clear how nonenergetic aspects of
masking by competing speech are related to nonspeech in-
formational masking tasks, it may be instructive to compare
our studies to relevant studies conducted with nonspeech
stimuli, particularly with regard to the relative importance of
similarity and uncertainty. Following their study in which the
effects of similarity of signal and masker were manipulated
as a means of counteracting uncertainty, Durlach et al.
�2003b� posed a question about whether dissimilarity of tar-
get and masker would provide release from masking even if
masker uncertainty had been eliminated. Our Experiment 2,
Condition A indeed produced that very result. Perceived spa-
tial dissimilarity provided a release from masking even
though uncertainty was held at a minimum in the fixed-
masker-token condition.

Perhaps the most interesting of comparisons are with
those studies where the uncertainty of the masker was di-
rectly manipulated �Watson et al., 1976; Wright and Saberi,
1999; Richards and Neff, 2004; Richards et al., 2004;
Durlach et al., 2005�. For example, Durlach et al. �2005�
investigated how listeners’ sensitivity to a 1000 Hz tone in
the presence of a multitone complex was affected by whether
ten different exemplars of the multitone masker were fixed or
presented randomly from trial to trial. The difference be-
tween the fixed and random masker conditions showed great
intersubject variability, but four of the five subjects showed
clear improvement with a nonrandomized masker. Using a
similar tone detection in multitone complex task, Wright and
Saberi �1999� found a 9 dB improvement in detection when
masker uncertainty was reduced by limiting the number of
masker exemplars. Richards and Neff �2004� and Richards et
al. �2004� reduced masker uncertainty by providing a pre-
view of the masker before the signal plus masker was pre-
sented during the test trial. The results showed that the ben-
efit of giving a preview of masker was quite large �about

14 dB�, as large as the benefit of providing a preview of the
target �Richards and Neff, 2004�. However, the improvement
disappeared when the target frequency was randomized from
trial to trial �Richards et al., 2004�. This last result could be
relevant to our own finding. In a sense the repetition of the
masker in our fixed-masker-token condition represents an ex-
treme version of supplying a preview because subjects heard
the same masker for 64 consecutive trials. Because our target
stimuli varied from trial to trial, the absence of a large im-
provement is consistent with the results of Richards et al.
�2004� with the uncertain target. Furthermore, the “preview”
resulting from our repetition of the masker was always ac-
companied by the target. Richards et al. �2004� found that
the signal-plus-masker previews were ineffective in improv-
ing signal detection.

Although we have not provided a pure preview of the
masker in our previous speech recognition studies, we have
provided a direct preview of the target �Freyman et al.,
2004�. From this we learned that hearing or even seeing a
printed version of the target message immediately preceding
the target plus masker trial makes the target stand out against
the background. It not only helps segregate target and
masker, but it seems to help draw attention toward the target
and away from the masker. In this same way, the continual
repetition of the masker in our fixed token trials may have
made it difficult for subjects to ignore it, although the inten-
tion was exactly the opposite. We cannot rule out the possi-
bility that this had an influence on the results of the fixed-
token experiment, or those of Brungart and Simpson �2004�.

IV. SUMMARY AND CONCLUSIONS

1. With a single female talker target, considerable vari-
ability in masking effectiveness was found across five differ-
ent two-female-talker maskers.

2. The variability was far greater in the F-F condition,
where target and masker were presented from the same front
loudspeaker, than in the F-RF condition in which target and
masker appeared to be spatially separated. In the nonspatial
F-F condition, presumably both energetic and nonenergetic
forms of masking were present. This was interpreted as
showing a greater variability in informational components of
masking than in purely energetic masking.

3. Whether the masking tokens, masking talkers, or S-N
ratios were fixed or randomized across trials had little effect
on performance in either spatial or nonspatial conditions.
Substantial advantages of perceived spatial separation re-
mained even when the same token of masker was repeated
for 64 consecutive trials. Masker uncertainty appears not to
be required to observe spatial release from informational
masking in speech recognition.
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Speech intelligibility in free field: Spatial unmasking in
preschool children
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This study introduces a new test �CRISP-Jr.� for measuring speech intelligibility and spatial release
from masking �SRM� in young children ages 2.5–4 years. Study 1 examined whether thresholds,
masking, and SRM obtained with a test designed for older children �CRISP� and CRISP-Jr. are
comparable in 4 to 5-year-old children. Thresholds were measured for target speech in front, in
quiet, and with a different-sex masker either in front or on the right. CRISP-Jr. yielded higher speech
reception thresholds �SRTs� than CRISP, but the amount of masking and SRM did not differ across
the tests. In study 2, CRISP-Jr. was extended to a group of 3-year-old children. Results showed that
while SRTs were higher in the younger group, there were no age differences in masking and SRM.
These findings indicate that children as young as 3 years old are able to use spatial cues in sound
source segregation, which suggests that some of the auditory mechanisms that mediate this ability
develop early in life. In addition, the findings suggest that measures of SRM in young children are
not limited to a particular set of stimuli. These tests have potentially useful applications in clinical
settings, where bilateral fittings of amplification devices are evaluated. © 2007 Acoustical Society
of America. �DOI: 10.1121/1.2409863�

PACS number�s�: 43.66.Dc, 43.66.Pn, 43.71.Ft, 43.71.Gv �AJO� Pages: 1047–1055

I. INTRODUCTION

Auditory environments in which children spend a major-
ity of their time are typically acoustically complex; multiple
acoustic signals are likely to coincide in time, location, and
spectrum. In general, to achieve a high level of performance,
children must segregate multitudes of signals into their basic
components to make sense of the “what” and “where” as-
pects of the auditory environment. The phenomenon by
which the auditory system extracts a distinct message in the
presence of other competing sounds is known in general
terms as the “cocktail party effect” �Cherry, 1953; Pollack
and Pickett, 1958�. During the many years since the problem
was originally described there has been increasing interest in
identifying the mechanisms by which the auditory system
teases apart co-occurring sounds and facilitates speech un-
derstanding in noisy environments.

Given the complex nature of the “listening-in-noise”
problem, it is important to better understand the mechanisms
by which children are able to navigate in a complex auditory
environment, a good example of which is a classroom. The
vast majority of what is known about this ability is derived
from studies on adult listeners. A number of studies that
simulated aspects of complex auditory environments have
shown that speech recognition in noise improves when the
target source is spatially separated from the competing
sounds �e.g., Hirsh, 1950; Dirks and Wilson, 1969; Plomp,
1976; Bronkhorst and Plomp, 1988; Festen and Plomp, 1990;
Yost et al., 1996; Peissig and Kollmeier, 1997; Noble et al.,
1997; Freyman et al., 1999; Drullman and Bronkhorst,
2000�. This improvement has been referred to as spatial re-

lease from masking �SRM�, which has been shown to incor-
porate both binaural and monaural components of auditory
processing �Kidd et al., 1998; Culling et al., 2004; Hawley et
al., 1999, 2004; Lin and Feng, 2003�.

In contrast, little is known about how it is that children
succeed in resolving auditory information in complex envi-
ronments, and the developmental time course of this ability.
This ability most likely includes mechanisms that mediate
simple aspects of spatial hearing known to reach full matu-
ration in early childhood. One example is the mechanism
that contributes to discrimination of sound location for
single-source sounds, which is adult-like by 5 years of age
�Litovsky, 1997�. Other examples exist for abilities that are
not inherently spatial, such as frequency resolution, which is
adult-like by age 6 �Allen et al., 1989; Hall and Grose,
1991�. On the other hand, mechanisms that are still develop-
ing are likely to limit children’s performance, such that they
would appear to be poorer at extracting auditory information
compared with adults. In particular, measures that focus on
temporal resolution abilities suggest a more protracted devel-
opmental progression that extends into middle-to-late child-
hood. These include gap detection �Wightman et al., 1989�,
backward masking �Hartley et al., 2000�, amplitude modula-
tion detection at various rates �Hall and Grose, 1994�, and
masking level difference �Hall and Grose, 1990�.

Studies that focused on auditory masking suggest that
children have poorer performance in the presence of compet-
ing noise compared to that in quiet conditions. In general, it
has been reported that children require a higher signal-to-
noise ratio �SNR� than adults for comparable performance, in
other words, they exhibit a greater degree of masking �Elliott
et al., 1979; Papso and Blood, 1989�. Children also appear to
have greater difficulty than adults in extracting a target signal
embedded in background noise when listening to multiplea�Electronic mail: litovsky@waisman.wisc.edu
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sound sources �Hall et al., 2002� or under conditions of per-
ceptual masking and signal uncertainty �Allen and Wight-
man, 1995; Oh et al., 2001; Wightman et al., 2003�.

Despite the rich and growing literature on auditory de-
velopment, an area of research that remains relatively unex-
plored concerns how children exploit spatial cues in segre-
gating complex signals. In a recent study, Litovsky �2005�
showed that children 4.5–7 years of age are able to take
advantage of spatial cues to segregate target speech in the
presence of competing speech or modulated speech-shaped-
noise. Although the children’s average speech reception
thresholds �SRTs� were higher than those of adults, the
amount of masking �differences in SRT between quiet
thresholds and conditions in which competitors are present�
and SRM �differences in SRTs between masking when the
competitors were in front versus on the side� were similar in
children and adults, suggesting that by the time children
reach school-age some aspects of source segregation are well
developed. In a follow-up study, Johnstone and Litovsky
�2006� found that, when the maskers consist of time-reversed
speech, the novelty of the stimulus rendered the task signifi-
cantly more difficult for the children, but not for adults, sug-
gesting the importance of nonsensory factors such as infor-
mational masking in this task. Further work is needed to
determine the robustness of these findings in younger chil-
dren, and the developmental ontogeny of spatial unmasking.
This area of research can not only give some insight into
how children perform in environments such as classrooms,
but might also be able to provide appropriate tools for evalu-
ating children’s performance using listening prostheses such
as hearing aids and cochlear implants �Litovsky et al., 2004,
2006�.

The present study evaluated SRTs, masking, and SRM in
two groups of children, ages 3 and 4–5 years. Although age-
appropriate tests for measuring language and vocabulary de-
velopment are available �e.g., the Reynell Developmental
Language Scales III; Ball, 1999�, none are geared toward
measuring speech intelligibility in a challenging masked situ-
ation. In addition, the test used by Litovsky �2005�, known as
CRISP, uses spondees as targets �e.g., “cowboy,” “bluejay,”
and “bird-nest”�. That test was geared toward children with a
minimum of 4 years and contains vocabulary that is not age-
appropriate for the average younger child. In order to evalu-
ate speech unmasking and SRM in younger children, the
design of a novel stimulus set was required. A new test
named CRISP-Jr. was developed for this purpose, with a
corpus of target words that are estimated to be within the
vocabulary of typically developing, normal-hearing 2.5 year
olds. Ultimately, this test can also be extended to populations
of children who may be older but whose language skills are
delayed relative to their age-matched peers.

This paper presents results from two studies. The first
study was designed to compare values of SRTs, masking, and
SRM using the new set of stimuli �CRISP-Jr.� and the previ-
ously used corpus �CRISP�. In a second study, the CRISP-Jr.
test was extended to a group of 3-year-old children, in order
to better understand the developmental trajectory of sound
source segregation.

II. STUDY 1

This study utilized two sets of stimuli to measure SRTs,
masking, and SRM in a group of 4- to 5-year-old children.
Stimuli were the spondees from the CRISP test �Litovsky,
2005� and a new corpus of words designed for measuring
speech intelligibility in children as young as 2.5 years of age,
otherwise known as CRISP-Jr. The main purpose of this
study was to determine whether perceptual measures are
comparable and can be generalized across the two different
tests and sets of stimuli. The differences were in the auditory
stimuli with the matching pictures, as well as the animations
and feedback that are used to entertain and engage the chil-
dren during testing. Otherwise, algorithms for varying sound
level, threshold estimation, and stimulus delivery are identi-
cal in the two tests. SRTs were measured in a group of 4- to
5-year-old children. For each test, three conditions were used
that enabled estimation of masking and SRM.

A. Method

1. Participants

Ten subjects, 4 females and 6 males, all native speakers
of English, participated. The age range was 4 years, 2
months to 5 years, 6 months �mean age of 4 years, 11
months�. All subjects had normal hearing sensitivity as indi-
cated by pure-tone, air conduction thresholds of 20 dB or
better for frequencies ranging from 500 to 8000 Hz, and nor-
mal tympanograms. None of the children had ear infection or
known illness, nor were any of the children taking medica-
tion on the day of testing �as reported by the parent/
guardian�. All subjects were also reported to be healthy and
free of neurological disorders, and were right-handed. Every
one of the recruited participants was able to complete the
required measurements, with no exceptions, drop-outs, or re-
placements for other reasons.

2. Stimuli

The target stimuli in the CRISP test consist of a closed
set of 25 words from the Children’s Spondee list �CID W-1
test� recorded with a male voice. Targets in the CRISP-Jr.
test consist of a closed set of 16 words, recorded with a
different male voice. The target words in CRISP-Jr. were
chosen to be within the receptive language and vocabulary of
average 2.5- to 3.0-year-old children, and therefore consist of
names of objects and/or body parts. The word list was in-
spired by the well-known Mr. Potato Head® game, in which
the player can attach or remove body parts onto a toy shaped
like a potato. This game has been used in some clinical and
research settings with live voice to evaluate language acqui-
sition of very young children �e.g., Robbins, 1994; Svirsky et
al., 2004�. Here we used a computerized “listening game,”
based on a similar platform to that described by Litovsky
�2003, 2005�, with the presumption that young children who
have normal hearing and cognitive abilities can easily iden-
tify body parts and related items. The test, however, was
developed for the purpose of measuring SRTs, and the words
being tested are known to each child prior to testing �see Sec.
II A 4�. Appendices A and B include lists of the words used
in the two tests, respectively. It is important to note that the
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CRISP-Jr. list included 12 monosyllabic and 4 bi-syllabic
words. Although this may not be ideal, we felt that it was
important to increase the size of the target corpus. During
individual trials, the options presented to the child on the
computer screen in the 4-AFC procedure �see the following�
were set up such that all the words had the same number of
syllables. Although systematic testing was not conducted to
determine whether some of the words were more difficult
than others to identify, the procedures ensured that subjects
were well familiarized with all targets prior to testing.

The competitor stimuli in both tests were sentences from
the Harvard IEEE corpus �Rothauser et al., 1969�, recorded
with a female voice. Examples of sentences are: “Glue the
sheet to the dark blue background,” “Two blue fish swam in
the tank” and “The meal was cooked before the bell rang.”
Thirty such sentences were strung together, and segments
were randomly chosen and played for a duration of 6 s dur-
ing each trial. The timing was such that the target words
occurred approximately 1.5 s after the onset of the compet-
ing sentence. All stimuli for this study were pre-recorded and
digitized using a sampling rate of 44.1 kHz and stored on a
laptop computer. The levels for all stimuli were rms equal-
ized using MATLAB software.

3. Test setup and procedure

Testing was conducted in a carpeted double-walled
sound booth �2.75 m�3.25 m� with reverberation time
�T60�=250 ms. Subjects were seated in the middle of the
room with speakers mounted on a stand at a distance of
1.2 m from the center of the subject’s head. The target and
the competitor stimuli were fed to separate audio channels of
a laptop computer, amplified �Crown D-75� and played
through separate loudspeakers �Cambridge Soundworks,
Center/Surround IV�. The target stimuli were always pre-
sented from the front �0° azimuth�, while the competitor was
presented from either the front �0° azimuth� or the right �90°
azimuth�. Prior to each testing session, stimuli were cali-
brated �Larsen-Davis System 824�. A computer monitor was
placed directly below the speaker at 0° azimuth �to avoid
obstruction with wave propagation in the room�. The child
sat on a chair in front of a small table �covered with foam�,
on which the computer mouse and keyboard were placed.
During testing the child was engaged in a computerized “lis-
tening game” and all visual stimuli �e.g., picture representa-
tions of the targets, puzzles, and animations� were presented
from the monitor, which was particularly helpful in maintain-
ing the head centered and minimizing head movements.

For both tests, the task involved 4-AFC. On each trial,
following the target presentation, four randomly selected pic-
tures, including the target, appeared simultaneously on the
screen. The pictures were arranged in a 2�2 grid of equal-
size squares, and the square containing the target picture was
randomly chosen from trial to trial. A defined set of rules was
applied in order to eliminate the possibility of words with
similar initial sounds occurring in the same interval �e.g.,
“hands” and “hat”�. On each trial a leading phrase such as
“point to the…” or “show me…” preceded the target presen-
tation. Subjects were instructed to listen to the target word
�male voice� on each trial, and to select the one picture on

the computer monitor that matched the heard word. A verbal
response was also required to ensure subjects’ correct iden-
tification of the targets, and the answer was entered into the
computer by an examiner. In the unlikely event that a child
pointed to one picture but verbally reported another, the trial
was repeated �with a new stimulus�. Feedback was provided
for both correct and incorrect responses. Following each cor-
rect response, a brief musical clip was presented or a missing
piece from a puzzle was added to the computer display. Fol-
lowing incorrect responses a phrase such as “that must have
been difficult” or “let’s try a different one” was presented
from the front speaker.

Using the aforementioned setup, measurements were ob-
tained from each child on the two tests. For each test the
following three conditions were included: �1� quiet with tar-
get at 0° azimuth and no competitor, �2� front with target and
competitor both at 0° azimuth, and �3� right with target at 0°
azimuth and competitor at 90° azimuth. For each subject, the
order of the test �CRISP or CRIPS-Jr.� was randomized using
a Latin-square design, and the order of the three conditions
�quiet, front, and right� within each test was then also ran-
domized. The study was completed in one session that lasted
approximately 2 h per subject, including frequent breaks.

4. Familiarization

Prior to each test, children underwent a familiarization
procedure that lasted 5–10 min. First, the target words were
each presented along with their associated pictures, and then
the child was tested on his/her ability to correctly identify the
targets. Words that were not easily identified were eliminated
from that subject’s target corpus. In a typical case, a child
was already familiar with all targets, or was able to quickly
associate the auditory stimulus with the matching picture. In
three cases one to two targets were discarded from the
CRISP-Jr. corpus and in eight cases one to four targets were
discarded from the CRISP corpus due to incorrect identifica-
tion after the familiarization step.

5. Stimulus levels and threshold estimation

The level of the competitor was fixed at 60 dB SPL.
Both tests incorporated an adaptive tracking procedure to
vary the level of the target signal. The target level was set to
60 dB SPL �0 dB SNR� at the beginning of each adaptive
track. The algorithm for varying the target level included a
set of rules that are outlined in greater detail elsewhere �Lito-
vsky, 2005�. Briefly, during the initial portion of the adaptive
track, the target level was decreased by 8 dB following each
correct response. After the first incorrect response, a modi-
fied adaptive three-down/one-up algorithm was used, with
the following rules: Following each reversal, the step size is
halved, with the minimum step size set to 2 dB. If the same
step size is used twice in a row in the same direction, the
next step size is doubled in value. Testing is terminated fol-
lowing four reversals.

Thresholds were estimated using a constrained
maximum-likelihood method of parameter estimation �MLE�
which has been described by Wichmann and Hill �2001a, b�.
On average, the MLE approach has been shown to yield
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comparable results to the traditional approach which esti-
mates thresholds based on the average of certain number of
reversal points; however, the MLE method has the advantage
of producing smaller group variances �Litovsky, 2005�. This
approach is particularly suitable in pediatric research given
that a smaller number of reversals can be obtained. In addi-
tion, because lapses of attention can lead to incorrect re-
sponses when the child would otherwise provide a correct
response, values obtained on single trials can have dispropor-
tionate weighting in reversal-based threshold estimation. By
using MLE, these issues can be minimized given that thresh-
olds are estimated via a method that places greater weight on
levels with the largest number of trials visited at a given
adaptive track.

In this study, all the data from each experimental run for
each participant were fit to a logistic function. Thresholds
were calculated by taking the level of the speech signal at a
specific probability level. Given that an adaptive, three-
down/one-up procedure was employed, thresholds were esti-
mated targeting performance level of 79.4% on the psycho-
metric function �as estimated by Levitt, 1971�.

B. Results

Group average SRTs are compared for the three condi-
tions and two tests in Fig. 1. The results were subjected to a
two-way repeated measures analysis of variance �ANOVA�
with test �CRISP and CRISP-Jr.� and condition �quiet, front,
and right� as within-subject variables. A main effect was
found for test �F�1,9�=8.872; p�0.05�, suggesting that
CRISP-Jr. yielded higher SRTs than CRISP. In addition,
there was a main effect for condition �F�2,9�=109.463, p
�0.0001�. Scheffe’s post hoc comparisons showed that SRTs
were lower for quiet than right �F�2,9�=100.23, p
�0.0001� and front �F�2,9�=208.54, p�0.0001�. This indi-
cates that masking occurred for both competitor locations.
SRTs were also significantly higher for front than right
�F�2,9�=19.62, p�0.001�, which suggests that SRM oc-
curred and that these children benefited from the spatial
separation of the target and competitor. There was no signifi-
cant interaction between test and condition, suggesting that
the effects described thus far occurred similarly for CRISP
and CRISP-Jr.

The amount of masking for the two conditions is defined
as the difference in SRTs between front or right, and quiet,
respectively �e.g., SRTfront−SRTquiet and SRTright−SRTquiet�.
Figure 2 shows both individual and group data for the
amount of masking on each test in the front and right condi-
tions. A two-way repeated-measure ANOVA �test � com-
petitor location� revealed no statistically significant differ-
ence between the two tests. However, masking was
significantly greater in front than right �F�1,9�=51.735; p
�0.0005�. There was no significant interaction effect, which
suggests that the amount of SRM �front masking – right
masking� was similar for the CRISP and CRISP-Jr. tests,
averaging 9.02 and 11.09 dB, respectively. An interesting
finding, discussed later, is that subjects are not always con-
sistent in their performance across the two tests; while some
subjects exhibited higher thresholds with CRISP, others
showed the opposite. This is highlighted for select cases by
connecting the masked threshold lines in the two tests in
Fig. 2.

In summary, results thus far suggest that the CRISP-Jr.

FIG. 1. Speech reception thresholds �SRTs in dB SPL� +s .d. are plotted for
the quiet, front, and right conditions for ten subjects aged 4 to 5 years. Dark
bars represent data collected with CRISP and light bars show data collected
with CRISP-Jr.

FIG. 2. Amounts of masking for front and right condi-
tions are displayed for both CRISP �left panel� and
CRISP-Jr. �right panel�. Each subject’s data are repre-
sented by a different symbol; closed circles represent
group data �±s .d . � for each condition. The connecting
lines are used to demonstrate examples of individual
subjects’ masking in the front vs right conditions. Com-
parisons across the two panels shows these subjects’
inconsistent performance across the two tests; while
some children exhibited higher masked thresholds with
CRISP, for others CRISP-Jr. elicited higher thresholds.
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test produces similar results to those obtained with CRISP, in
particular for measures of masking and SRM. This testing
paradigm may, therefore, provide a useful tool for investigat-
ing these same effects in younger children.

III. STUDY 2

This study was aimed at extending the CRISP-Jr. testing
tool to a group of children under the age of four. Results
from this young age group were compared to those obtained
from the older group on the same test �CRISP-Jr.�.

A. Method

1. Participants

Ten children �3 females and 7 males� participated in this
study. All children were native speakers of English and were
in the age range of 3 years, 4 months to 3 years, 10 months
�mean age of 3 years, 7 months�. Thresholds measurements
were obtained separately in each ear using a standard audio-
metric clinical approach, whereby the child was asked to lift
a finger or say “I hear it” every time that a tone was heard. A
one-down one-up rule was used to adaptively vary the tone
level. None of the children had ear infection or known ill-
ness, or were taking medication on the day of testing as
reported by parents. Nine children were reported to be right
handed and one was left handed. In order to obtain 10 par-
ticipants 11 children were recruited �one child was unable to
complete the necessary measurements due to lack of coop-
eration or lack of interest in the task�. Otherwise, there was
no need for averaging, exclusion, or filling in of missing data
points.

B. Stimuli and procedure

Stimuli and testing apparatus were identical to those de-
scribed in detail in experiment 1. Each child was tested on
three conditions: quiet, front, and right, with the order of
conditions randomized. The study was completed in one ses-
sion that lasted approximately 1 h, including breaks.

1. Results

CRISP-Jr. SRTs were calculated using the same MLE
procedure described in study 1. Average SRTs for the two
age groups are shown in Fig. 3. Results were subjected to a
two-way ANOVA, with age as the between-subjects variable
and condition as the within-subjects variable. A significant
main effect for age was found �F�1,18�=24.582; p
�0.0005� such that across conditions, SRTs were an average
of 10 dB higher in the 3-year-old age group compared with
the 4 to 5 year olds. This finding suggests that children’s
ability to identify speech in a forced-choice paradigm im-
proves with a small increase in age during the preschool
years. A significant main effect for condition was also found
�F�2,18�=114.43, p�0.0005�, with Scheffe’s post hoc con-
trasts showing that SRTs in the quiet condition were lower
than front �F�2,18�=216.55, p�0.0001� as well as right
�F�2,18�=108.09, p�0.0001�. As was found in study 1, this
result suggests again the occurrence of masking regardless of
the location of the competing sound. Finally, SRTs were sig-

nificantly higher in front compared with right �F�2,18�
=18.65, p�0.0001�. No significant interactions were found.

Amount of masking was computed by subtracting SRTs
in the front and right from quiet. A two-way ANOVA �age �
competitor location� showed no statistically significant dif-
ference between the two age groups in the amount of mask-
ing. A main effect of competitor location was found
�F�1,18�=35.035; p�0.0005�, with masking from the front
being higher than the right. This finding, together with the
result that SRTs were higher in the front than right, indicates
the occurrence of SRM. The lack of interaction suggests that
SRM was similar in both groups, or that the variability was
too large to reveal age-related effects. Average SRM values
of the 3 and 4 to 5 year olds were 7.7 �±7.2 s.d.� dB, and 11
�±7.1 s.d.� dB, respectively. These are plotted in Fig. 4 along
with the individual subjects’ results, to demonstrate the large
intersubject variability within each group.

A regression analysis was conducted between the
amount of SRM and SRTs obtained when the competitor was
in one of the two masking conditions �front or right�. Results
plotted in Fig. 5 �left panel� support the statistical finding of

FIG. 3. Speech reception thresholds �SRTs in dB SPL� +s .d. elicited with
CRISP-Jr. are plotted for the quiet, front, and right conditions for children
grouped into two age groups, 3 and 4 to 5 year olds. Dark bars represent
data collected from the younger group and light bars show data collected
from the older group.

FIG. 4. Individual SRM values �open circles� and mean data �closed circles�
are plotted for 20 children distributed into two age groups 3 years and 4 to
5 years old tested on CRISP-Jr.
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a significant regression with the front for both the 3-year-old
�p�0.0005� and the 4- to 5-year-old �p�0.002� groups.
Furthermore, two distinct regression lines can be noted due
to the higher SRTs exhibited by the younger group of chil-
dren. A similar analysis �Fig. 5, right panel� when the com-
petitor was on the right was nonsignificant �p�0.05� for
both age groups. This suggests that spatial separation be-
tween the target and masking source is particularly beneficial
for children whose SRTs are high when both target and com-
petitor are in front �i.e., in absence of spatial cues�. In con-
trast, children whose front SRTs are initially low do not gain
much extra benefit when spatial cues are introduced in the
right condition.

IV. DISCUSSION

When listeners are faced with a complex array of sounds
in a room, one of the ways in which they can separate im-
portant speech signals from noise is if the two sources arrive
from different locations. In adults, spatial separation of
speech from noise provides 3–12 dB improvement in SRT,
depending on the type of stimulus, task, and whether stimuli
are presented under binaural or monaural listening modes
�e.g., Bronkhorst, 2000; Culling et al., 2004; Hawley et al.,
2004�. To the extent that spatial hearing mechanisms are
well-developed in young children, similar benefits might also
be observed. This is an important issue to determine, given
the vast number of hours that children spend in noisy multi-
source situations. In addition, there may be insights into po-
tential benefits of amplification fitting strategies in hearing
impaired children who receive bilateral hearing aids and/or
cochlear implants �e.g., Litovsky et al., 2004, 2006�. For
these reasons, the present study was aimed at extending the
testing age to a younger group to evaluate the developmental
trajectory of sound source segregation.

A. Speech reception thresholds and masking

SRTs measured here suggest that 3 year olds perform
worse than 4 to 5 year olds. Our other work �Litovsky, 2005;
Johnstone and Litovsky, 2006� suggest that SRTs continue to
improve beyond age 7 compared with adults. However, on
these tasks the amount of masking appears to be adult-like at
the youngest ages. The overall increase in thresholds is con-

sistent with other findings on age-related changes in thresh-
olds �e.g., Lenihan et al., 1971; Fior, 1972; Roche et al.,
1978; Schneider et al., 1986; Werner, 1996�. Generally, it is
believed that children’s poor performance on certain auditory
tasks is reflective of immaturity at central levels in the audi-
tory pathway, as neurodevelopmental research suggests that
central maturation continues throughout childhood �Ponton
et al., 2000; Moore and Guan, 2001; Rakic and Yakovlev,
1968�. The neuroanatomical and physiological measures do
not however identify which specific mechanisms are imma-
ture, and leave open the question as to what might account
for the age differences in SRTs seen here.

Performance is most likely influenced by a complex in-
teraction between various processes, including those borne in
the auditory system, as well as attention, working memory,
and other nonsensory factors. To the extent that differences
in thresholds across age groups may be attributable to matu-
rational changes in auditory processes, it is noteworthy that,
despite the increased mean for the younger children, variance
was generally similar in the two age groups �Fig. 3�.

It is unlikely, however, that the results shown here are
affected by age-related differences in language acquisition.
Although language measures were not obtained, this factor
and its effects were minimized if not eliminated by employ-
ing the familiarization procedure which ensured that all tar-
get words were known by each participant prior to testing.

The two groups showed similar amount of elevation in
thresholds in the presence of competing speech. Although
this study did not evaluate adults’ performance on CRISP-Jr.,
differences in performance between adults and children is
assumed because two previous studies that applied the
CRISP testing paradigm have shown adults’ performance to
be significantly better than the children on the masked con-
ditions, even when task difficulty is equated �Litovsky et al.,
2005; Johnstone and Litovsky, 2006�. Other paradigms have
also demonstrated that children are more susceptible to noise
than adults, and that they require more favorable SNR than
adults for comparable performance �e.g. Elliott et al., 1979;
and Nittrouer and Boothroyd, 1990�. Children appear to
adopt nonoptimal listening strategies when distracting noise
is present �Allen and Wightman, 1994; Lutfi et al., 2003� and
they are very likely to have poor processing efficiency
caused by higher internal noise than adults �Hill et al., 2004�.

FIG. 5. Left panel displays SRM �in dB SPL� plotted against SRTs in the front condition. The right panel displays SRM against SRTs in the right condition.
Data are shown for 20 subjects ranging in age between 3 and 5 years. The results of the regression analysis are shown at the bottom of each panel.
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The mechanism for suppressing this central noise has been
suggested to improve with age as demonstrated in improved
ability to segregate sounds with similar acoustical character-
istics �Allen and Nelles, 1996�.

B. Spatial release from masking

The results from the present study showed that by age
three children can use spatial cues to segregate different au-
ditory streams, and the amount of SRM for that age group
was not statistically different from that of the older group.
Previous studies �Litovsky, 2005; Johnstone and Litovsky,
2006�, in which SRM was measured with CRISP, showed
that children ages 4.5–7 did not differ significantly from
adults. By extension, studies on this subject imply that by 3
years of age some of the auditory mechanisms that mediate
SRM are well developed.

These current findings appear to be at variance with pre-
vious reports that showed a protracted developmental period
when the task involves segregation of multiple auditory sig-
nals �e.g. Oh et al., 2001; Hall et al., 2005; Wightman et al.,
2003; Wightman and Kistler, 2005�. In an attempt to explain
the difference between the present findings and previous re-
ports several possibilities should be considered. First, the
differences may be due to the testing paradigm. Previous
studies investigated speech unmasking in children under di-
chotic conditions in which spatial cues are limited to a single
cue, inter-ear separation. By comparison, SRM as measured
here was most likely influenced by a multitude of spatial
cues that include both inter-aural binaural cues, as well as
monaural cues such as level and spectra. The results from
these two different paradigms are therefore not directly com-
parable, nor are they inconsistent with one another. A fuller
exploration of the cues that mediate source segregation
would thus help resolve some of these issues. Second, dis-
crepancies in the results across studies may also be attribut-
able to differences in the testing tools utilized across studies.
The current study was aimed at using a very engaging testing
tool that was especially developed for preschoolers. The tool
was very successful in attracting the preschoolers and main-
taining their attention throughout the testing. Other published
work has also been successful at demonstrating that with the
use of age-appropriate tests children can selectively attend to
specific auditory information and suppress competing infor-
mation, an ability that seems to emerge in early life and it is
somewhat adult-like as early as 3 years of age �Sanders et
al., 2006�.

Findings from this study also showed that individual
subjects vary in amount of SRM. For instance, while some
children showed SRM values that are greater than 15 dB,
others had values near 0 dB, and a small group of children
showed negative SRM �better SRTs in the front condition�.
This variability is consistent with previous reports on chil-
dren’s performance on auditory tasks �Litovsky, 1997; Buss
et al., 1999; Oh et al., 2001; Litovsky, 2005�. However,
given that each SRM data point obtained in the current study
represents a single adaptive track, the extent of the contribu-
tion of intrasubject variability to these results cannot be ad-
dressed or ruled out. Future studies should address this im-
portant issue.

For both groups of children there appeared to be a robust
relationship between individuals’ performance in front �when
the target and the competitor are spatially near� and the
amount of SRM. That is, SRM was generally greater when
performance in front was worse. It is possible that young
children adopt different listening strategies under nonoptimal
listening situations. While some children are likely to use
both spatial and perceptual cues such as differences in speak-
ers’ fundamental frequencies �F0�, others are unable to ex-
ploit such nonspatial cues and for those children spatial cues
are more potent. It is important to note that for those children
who are good users of nonspatial cues, it is less likely to see
robust SRM since the effect of spatial separation is mini-
mized by the low �better� front SRTs. However, the extent to
which children could differ in taking advantage of these per-
ceptual cues or when this ability emerges needs to be inves-
tigated by future studies.

C. Effect of test

In the 4- to 5-year-old group, SRTs were somewhat
higher when using CRISP-Jr. compared with CRISP. This
result could be attributed to differences in the speech mate-
rial; CRISP-Jr. contains primarily single-syllabic words
while the stimuli in CRISP are bi-syllabic �spondees�. Al-
though the monosyllabic words are simpler, and therefore
suitable for young children, they may require higher signal
level to be fully identifiable. This is consistent with reports
that monosyllabic words are the least understandable on the
continuum of meaningful words �e.g., Hirsh et al., 1954�,
and that speech intelligibility �i.e., SRTs measured in the
present study� is expected to improve as the number of syl-
lables per word increases. This does not negate the utility of
the CRISP-Jr. test as an appropriate tool for testing very
young children, because of the limited vocabulary of most
young children. This issue was successfully overcome here.
In fact, using single-syllabic words has the advantage of
minimizing the redundancy of the speech signal, which even-
tually makes the test more sensitive for certain measures
such as binaural integration �Smith and Resnick, 1972�.

The SRT issue is also less fundamental when one con-
siders the fact that the amounts of masking and SRM were
similar for the CRISP-Jr. and the CRISP tests. This finding
suggests that masking and SRM in young children are both
robust phenomena that do not depend on the exact stimulus
corpus or stimulus presentation platform. Similarly, the indi-
vidual variability in amount of SRM was not restricted to
one test. Most interesting perhaps is the finding that, while
some children were better able to use spatial cues in the
CRISP-Jr. test, for other children the CRISP test was more
effective in eliciting SRM �see Fig. 2�. It is possible that this
type of inconsistent performance across the two tests
emerged out of perceptual elements triggered by the diffi-
culty of particular stimuli for some children but not for oth-
ers. This may have elements akin to informational masking,
whereby SRM increases when the challenge to the auditory
system is greater. One aspect of informational masking is the
stimulus uncertainty that occurs when the background
masker is unknown or unpredictable �e.g., Durlach et al.,
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2003; Brungart and Simpson, 2004; Hawley et al., 2004�.
Each of the tasks used here placed the children in a some-
what different complex auditory environment, and it is pos-
sible that each child’s approach to the problem varied in
ways that created more uncertainty for some children in one
task, and for other children on the alternate task. These dif-
ferences may have led to increased informational masking in
situations that caused greater uncertainty. Resolving this po-
tential issue is beyond the scope of the present study, but is
an issue that can be better addressed with more extensive
testing in future work.

V. SUMMARY AND CONCLUSIONS

This study was aimed at evaluating the developmental
ontogeny of sound source segregation in young children,
ages 3 through 5 years, using child-friendly testing tools
�CRISP and CRISP-Jr.�. Results showed that there are age-
related differences in SRTs, but not in amount of masking or
SRM. In addition, the two tests yielded similar amount of
SRM, which indicates that SRM is a robust phenomenon that
does not depend on the exact stimulus corpus or stimulus
presentation platform. These findings further suggest that
children as young as 3 years old are able to use spatial cues
to segregate different auditory streams, implying that some
of the mechanisms that mediate spatial source segregation
develop by early childhood. However, in complex auditory
environments, individual children seem to adopt different lis-
tening strategies; while some children use both spatial and
nonspatial cues, others seem to rely more heavily on spatial
cues, which might be primarily monaural, although that re-
mains to be better understood. These results underscore the
importance of spatial separation between the target and the
competing noise in educational settings such as classrooms.
Furthermore, because CRISP and CRISP-Jr., can be used to
evaluate benefits of spatial cues in source segregation, these
tests may prove to be useful for evaluating hearing aids and
cochlear implant fitting for usage in noisy environments. Fi-
nally, the CRISP-Jr. test could further be used for evaluating
speech intelligibility in noise in children whose receptive
language is delayed compared with age-matched peers.
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APPENDIX A: LIST OF 25 SPONDEE WORDS USED
IN CRISP

Hotdog
Ice cream
Birdnest
Cowboy
Dollhouse

Barnyard
Scarecrow
Railroad
Sidewalk
Rainbow
Cupcake
Birthday
Airplane
Eyebrow
Shoelace
Toothbrush
Hairbrush
Highchair
Necktie
Playground
Football
Baseball
Bluejay
Bathtub
Bedroom

APPENDIX B: LIST OF TARGET WORDS USED IN
CRISP-JUNIOR

Mouth
Nose
Eyes
Cheeks
Hat
Feet
Ears
Hands
Socks
Shoes
Hair
Ball
Eyebrows
Toy car
Glasses
Balloons
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Cross-talk cancellation is a method for synthesizing virtual auditory space using loudspeakers. One
implementation is the “Optimal Source Distribution” technique �T. Takeuchi and P. Nelson, J.
Acoust. Soc. Am. 112, 2786–2797 �2002��, in which the audio bandwidth is split across three pairs
of loudspeakers, placed at azimuths of ±90°, ±15°, and ±3°, conveying low, mid, and high
frequencies, respectively. A computational simulation of this system was developed and verified
against measurements made on an acoustic system using a manikin. Both the acoustic system and
the simulation gave a wideband average cancellation of almost 25 dB. The simulation showed that
when there was a mismatch between the head-related transfer functions used to set up the system
and those of the final listener, the cancellation was reduced to an average of 13 dB. Moreover, in this
case the binaural interaural time differences and interaural level differences delivered by the
simulation of the optimal source distribution �OSD� system often differed from the target values. It
is concluded that only when the OSD system is set up with “matched” head-related transfer
functions can it deliver accurate binaural cues. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2404625�
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I. INTRODUCTION

Cross-talk cancellation systems have been proposed and
described many times �e.g., Bauer, 1961; Atal and Schroeder,
1962; Cooper and Bauck, 1989; Møller, 1989; Kryiakakis,
1998; Ward and Elko, 1999; Foo et al., 1999; Sæbø, 2001;
Lentz et al., 2005; Bai et al., 2005; Bai and Lee, 2006�. Their
performance is often impressive, and they can give compel-
ling demonstrations. In order to be a useful tool for experi-
ments on spatial hearing, however, such systems need to be
able to deliver accurately and reliably the interaural-time-
difference �ITD� and interaural-level-difference �ILD� cues
that underlie binaural analysis. This paper reports a set of
computational tests of the degree to which a cross-talk can-
cellation system can perform binaurally. We conducted these
evaluations as we had a requirement for an experimental fa-
cility that could replicate in the laboratory the spatial acous-

tics of real-world scenes; we were planning to study the re-
lationships between spatial hearing and auditory disability or
handicap in elderly adults �e.g., Gatehouse and Noble, 2004;
Noble and Gatehouse, 2004�, and we considered that a cross-
talk cancellation system offered a potentially exact and con-
venient method for doing this.

Damaske �1971� first demonstrated the binaural capabil-
ity of cross-talk cancellation, using two loudspeakers at azi-
muths of ±30° placed in an anechoic chamber. The listeners
were required to report the location of a virtual source that
was generated by binaural recordings using a dummy head of
a talker speaking in an anechoic chamber. Localization per-
formance was good, with the mean error being 10° at worst,
and remarkably few front-back errors were reported. Perfor-
mance was impaired if the sounds were reproduced in a re-
verberant room, and dramatically so if the listener was 17 cm
from the optimum position in front of the loudspeakers. Nel-
son and colleagues �Takeuchi et al., 2001; Rose et al., 2002�
have studied the binaural performance of a cross-talk cancel-
lation system with two loudspeakers placed at azimuths of
±5° in a large anechoic chamber. They found accurate local-
izations for target azimuths ahead of the listener, although

a�Author to whom correspondence should be addressed; electronic mail:
maa@ihr.gla.ac.uk

b�Current address: Department of Psychology, University of York, Hesling-
ton, York, YO10 5DD, United Kingdom.
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back-to-front errors were again observed, and targets with
large azimuths �near ±90°� were often mislocated. Similar
results were reported for other two-loudspeaker systems by
Foo et al. �1999� and by Sæbø �2001�. Bai et al. �2005�
observed large numbers of back-to-front errors in their sub-
jective tests of a two-loudspeaker system, although Lentz et
al. �2005� found remarkably few back-to-front errors with a
four-loudspeaker system, two of which were behind the lis-
tener.

Takeuchi �2001� tested the binaural performance of a
six-loudspeaker system, placed in three left/right pairs at azi-
muths of ±90°, ±16°, and ±3.1° presenting frequencies of,
respectively, less than 450 Hz, 450–3500 Hz, and greater
than 3500 Hz. This system—termed the “optimal source dis-
tribution” �“OSD”� system �Takeuchi and Nelson, 2002�—
showed encouraging results, in that it gave smaller overall
localization errors, as well as fewer back-to-front errors, than
a standard two-loudspeaker system with ±5° separation. The
OSD system also avoids a problem that can be common to
two-loudspeaker systems, as at some frequencies the cross-
talk cancellation will require more power than the loud-
speaker can supply �e.g., Yang et al., 2003; Nelson and Rose,
2005; Orduna-Bustamanate et al., 2001�. The values of these
frequencies are inversely dependent upon the azimuthal span
of the loudspeakers �Takeuchi and Nelson, 2002�; they are
avoided in the OSD system by a careful choice of loud-
speaker spans and the frequencies they reproduce.

In order to perform cross-talk cancellation it is necessary
to know what needs to be canceled. This can be found by
measuring the head-related impulse response or “HRIR”
�which in the frequency domain is the head-related transfer
function or “HRTF”� between the loudspeakers and the ears
of the listener. From these HRIRs a set of digital filters can
be calculated which will perform the cancellation �see Sec.
II A�. It is well known that the HRIRs of individuals differ
considerably �e.g., Wightman and Kistler, 1989; Middle-
brooks, 1999a, b�. Accordingly, the ideal method would be to
measure these HRIRs—and also calculate cross-talk cancel-
lation filters—for each individual listener. In many circum-
stances, however, it may be more practical to optimize the
system in advance using a single set of HRIRs, perhaps from
an accurately placed manikin, and then calculate from those
a set of cross-talk cancellation filters which would be used
for all the listeners �e.g., Damaske, 1971; Møller, 1989;
Sæbø, 2001; Foo et al., 1999; Takeuchi et al., 2001; Lentz et
al., 2005; Bai et al., 2005�. In this situation there will be a
difference between the listener/manikin for whom the system
is set up and the listener/manikin to whom the final sounds
are played back. This distinction is crucial to understanding
the actual performance of cross-talk cancellation systems, as
it corresponds to a distinction between the HRIRs used to
calculate the cross-talk cancellation filters and the HRIRs of
whomever is listening to the putatively canceled sounds. We
will refer to the two sets of HRIRs as, respectively, the
“setup” and the “playback” HRIRs. The ideal, individualized
situation, where both are the same, represents a matched-
HRIR system; the other, nonindividualized situation in which
the system is optimized in advance is a mismatched-HRIR
system. A mismatched cross-talk cancellation system can

only be useful for binaural experiments if it can tolerate the
differences between the HRIRs of different individuals.

We implemented a computational simulation of the OSD
system in order to study the binaural performance of
matched-HRIR and mismatched-HRIR systems. First, we
validated the simulation against an acoustic system with a
manikin �see Sec. II�; next we measured the amount of can-
cellation it gave in matched and mismatched situations �Sec.
III�, and finally we measured its ability to reproduce ITDs
and ILDs, again in matched and mismatched situations �Sec.
IV�. We used a computational database �Blauert et al., 1998�
of seven individual HRIRs to investigate the effects of
matching or mismatching the setup and playback HRIRs.

II. VALIDATION OF THE COMPUTATIONAL
SIMULATION

In order to validate our computational simulation of the
OSD system we compared it to a real acoustic system �Fig.
1�. In the initial setup stage, the cross-talk cancellation filters
were calculated from a set of HRIRs measured at the ears of
the manikin for each of the loudspeakers. Its performance
was quantified in the subsequent playback stage using a tar-
get signal that was white noise at one ear but silence at the
other. Figure 2 shows a schematic illustration of each step
involved in playback: first the target signals were digitally
convolved with the cross-talk cancellation filters H, then
summed to create the left and right signals �L and �R, passed
through the frequency-crossover system and so split into
three frequency bands. Each band was presented through a
separate loudspeaker, and the signals thus obtained at the
ears of the manikin were recorded for offline analysis.

The computational system simulated the playback stage
by digitally convolving the processed signals with the mea-
sured HRIRs of the loudspeakers to microphones. Computa-
tional simulations have been used before to measure the
amount of cancellation and the ITDs of a wave form �e.g.,
Takeuchi et al., 2001; Hill et al., 2000; Rose et al., 2002;
Orduna-Bustamante et al., 2001; Lentz et al., 2005; Bai and
Lee, 2006�. They tend to predict large amounts of cancella-
tion; for instance, both Takeuchi �2001� and Bai and Lee
�2006� predicted over 40 dB. Such performance would have

FIG. 1. Scale diagram of the six-loudspeaker, ±3° / ±15° / ±90° OSD sys-
tem. The ±3° loudspeakers were used for frequencies above 3500 Hz, the
±15° loudspeakers between 500 and 3500 Hz, and the ±90° loudspeakers
below 500 Hz.
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been more than sufficient for binaural experiments, as it is
greater than the 25–30 dB of ILD that is the maximum that
is usually encountered �e.g., Blauert, 1997�.

A. Acoustical methods

Six loudspeakers were used, placed in three pairs at azi-
muths of ±3°, ±15°, and ±90° and built into two cabinets
�Fig. 1, top panel�. The cabinets were placed 1 m away from
the center of an acoustic manikin �Brüel and Kjær, model
4100D�, and were carefully measured to be left/right sym-
metric about the manikin. The manikin was fitted with sili-
cone pinnae and with 1/2 in. condenser microphones placed
at the entrance to each ear canal; the microphones were ap-
proximately 1 m above the floor of the room, and were level
with the center of the loudspeakers. All the apparatus was
placed in the center of a small acoustic chamber �4 m width,
1.8 m depth, 2 m height�, whose surfaces were covered with
foam wedges. The reverberation time of the room was less
than 40 ms between 250 and 8000 Hz. All of the signal pre-
sentations were controlled by a host computer �Toshiba
P4000�. After D-A conversion �using the inbuilt converter of
the computer� at a sampling rate of 22 050 Hz, the signals
were passed through a real-time, digital frequency-crossover
system. This consisted of three, 396 sample, 22 050 Hz

sampling-rate finite-impulse-response �FIR� digital filters
�Trinder, 1982� running on a digital signal-processing board.
The outputs of the crossover system were then amplified
individually �three stereo amplifiers, Denon PMA-255UK� to
form the feeds to the individual loudspeakers. The three fil-
ters were set to 0–500 Hz �“low;” ±90° loudspeakers�,
500–3500 Hz �“mid;” ±15° loudspeakers�, and 3500–
11 025 Hz �“high;” ±3°-loudspeakers�.

The cross-talk cancellation filters were calculated from
measurements of the impulse responses of the transfer func-
tions from the left loudspeakers to the left manikin micro-
phone �CLL�, left to right �CLR�, right to left �CRL�, and right
to right �CRR�.1 The impulse responses were obtained using
the maximum-length-sequence �“MLS”� method �e.g.,
Davies, 1966; for more on our implementation, see Thornton
et al., 2001, 1994, and Chambers et al., 2001�. The sampling
rate was 44.1 kHz, and, as the MLS signals were passed
through the frequency-crossover system and presented si-
multaneously through the three loudspeakers on the left �or
right�, the whole of each impulse response was obtained at
the same time. Figure 3 shows the MLS recording of the CLL

impulse response. The large pulse was the direct sound, and
its fine structure is due to both the FIR response of the cross-

FIG. 2. Schematic illustration of each
step involved in the acoustic cross-talk
cancellation system. The first step �the
cross-talk cancellation processing�
was performed on a personal computer
while the second step �cross-over fil-
ters� was performed on a separate
digital-signal processing board; note
the D/A and A/D converters between
them. The final step was the loud-
speaker presentation of the signals to
an acoustic manikin, acting as the lis-
tener, with a subsequent off-line analy-
sis of the actual signals received at its
ears.
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over filters and the HRTF of the manikin, whilst the subse-
quent, less-intense pulses were probably due to reflections
from the loudspeaker cabinets.

The first step in the calculation of the four cross-talk
cancellation filters was to digitally convolve each of the four
impulse responses with a sharp, 11 kHz antialiasing digital
filter. They were then downsampled to 22 050 Hz and edited
to a 128 sample �5.8 ms� window, centered on the main
pulse in order to remove the subsequent reflections �shown
by the dashed lines in Fig. 3�. Next, a 4096-point fast-fourier
transform �FFT; 5.4 Hz resolution� was applied after suitable
zero padding, and then the coefficients of the filters were
calculated for each of the 4096 frequencies independently
using

�HLL,k HRL,k

HLR,k HRR,k
� = ��CLL,k CRL,k

CLR,k CRR,k
�H

� �CLL,k CRL,k

CLR,k CRR,k
�

+ ��1 0

0 1
��−1

� �CLL,k CRL,k

CLR,k CRR,k
�H

� exp�− j2��k − 1�D
4096

� �1�

�cf. Hill et al., 2000, Eq. �6�; Takeuchi and Nelson, 2002, Eq.
�17��, where k is the frequency index �1-4096�, CLL,k, CLR,k,
CRL,k, and CRR,k are the Fourier coefficients of the four
loudspeaker-microphone transfer functions at the kth fre-
quency, HLL,k, HLR,k, HRL,k, and HRR,k are the Fourier coef-
ficients of the corresponding cross-talk cancellation filters
at the kth frequency, D �=1500 samples� is a modeling
delay, � �=0.001� is a regularization parameter for ensur-
ing a stable inversion, and H is the Hermitian operator
�i.e., the transpose of the complex conjugate of a matrix�.2

The impulse responses of each of the four final cross-talk
cancellation filters was obtained by applying an inverse
FFT and then, to remove any minor imaginary compo-
nents due to rounding errors, taking the real part.

The amount of cross-talk cancellation was measured us-
ing a 5 s test signal whose right channel dR was a 8 kHz
low-pass filtered white noise and whose left channel dL was

silence. These signals �dL and dR� were digitally convolved
with the impulse responses of the four cross-talk cancellation
filters:

�L = HLL � dL + HRL � dR, �2�

�R = HLR � dL + HRR � dR. �3�

Raised-cosine gates �10 ms duration� were subsequently
applied to smooth the onset and offset. The resulting sig-
nals were presented by the host computer through the
frequency-crossover system and the six-loudspeaker array.
The sounds wL and wR reaching the manikin’s micro-
phones were recorded using a digital recorder �Marantz
PMD690�. They differ from the presented signals by the
action of the loudspeaker-microphone transfer functions,
i.e.,

wL = CLL � �L + CRL � �R, �4�

wR = CLR � �L + CRR � �R. �5�

If the cross-talk cancellation had been perfect, then wR and
wL would have matched dR and dL �i.e., on 8 kHz low-pass-
filtered noise and silence�.

The majority of analyses were based on the average of
ten 10 ms Hanning windowed DFTs �1920 point, 25 Hz
resolution� of the received sounds. The amount of cross-talk
cancellation achieved was defined as the difference between
the left and right power spectra �in decibels�. For conve-
nience, a single-number value was used to summarize per-
formance. Termed the “wideband average cancellation,” it
was calculated as the average of the cross-talk cancellation at
every discrete spectral frequency between 100 and 8000 Hz.

B. Acoustical results

The top panel of Fig. 4 shows the power spectra of the
signals received at the two microphones of the manikin dur-
ing playback. The spectrum at the right ear was close to the
desired 8 kHz low-pass noise, but the spectrum at the left ear
was not the desired silence. The bottom panel shows the
amount of cross-talk cancellation that was found �i.e., the
difference between those power spectra�. At some frequen-
cies, as much as 30 dB was obtained, but at other frequencies
it was as little as 10 dB. The wideband average cancellation
was 20 dB.

This amount of cancellation was less than we expected
from other experimental studies of cross-talk cancellation;
for instance, Bai et al. �2005�, Lentz et al. �2005�, and Bai
and Lee �2006� obtained up to about 30 dB. We noted, how-
ever, two possible reflections in the loudspeaker-manikin
HRIRs that may have affected performance: one was a re-
flection from the ±90° loudspeaker cabinets, corresponding
to an additional distance of 1.4 m, or about 90 samples,
whilst the other was a reflection from the manikin and then
the ±15° / ±3° loudspeaker cabinet, at a distance of 2 m, or
130 samples �see Fig. 3�.3 We attempted to reduce both of
these by removing the ±90° loudspeaker cabinets, moving
the other cabinet further away, to a distance of 1.6 m, and
presenting all the sounds through the middle pair of loud-

FIG. 3. The left-loudspeaker-to-left-microphone �CLL� impulse response,
measured using the MLS method in the ±3° / ±15° / ±90° cross-talk cancel-
lation system. The direct sound is marked, along with two putative reflec-
tions, which were removed in subsequent modifications.
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speakers �which, due to the change in distance, subtended
±9° instead of ±15°; see Fig. 5, top panel�. These modifica-
tions gave us a minor improvement in wideband cancellation
to 23 dB �Fig. 5, bottom panel�. The best performance was
found between about 2000 and 4000 Hz, where we obtained
30 dB of cancellation.

C. Computational methods

Our goal here was to simulate digitally, as closely as
possible, the playback operation of the acoustical OSD sys-
tem. Figure 6 shows a schematic illustration of the method:
the same target signals as were used acoustically were de-
fined, they were digitally convolved with the cross-talk can-
cellation filters �HLL, etc.� to get the processed signals vL and
vR, and those were then digitally convolved with the play-
back HRIRs of the four acoustic paths �CLL, etc.� to get the
signals that would have been received at the manikin micro-
phones. These were then subjected to the same analysis pro-
cedures as before.

Table I lists the simulations that we tested. We attempted
to predict both the full, six-loudspeaker OSD system �simu-
lations A and B� and the reduced-echo, two-loudspeaker sys-
tem �C and D�. In simulations A and C we set the playback
HRIRs to be exactly the same as the setup HRIRs, and so
were short enough—128 samples �5.8 ms�—to encompass
only the direct sound. In simulations B and D the playback

HRIRs were the full, 731 sample �33.2 ms� MLS recordings
from which the setup HRIRs had been extracted; they were
long enough to include the earliest reflections from the loud-
speaker cabinets and the initial acoustic decay of the room.
Simulation E is described later.

D. Computational results and discussion

The bold lines on the four panels of Fig. 7 show the
amounts of cross-talk cancellation predicted by each of the
four simulations, whilst the faint lines show the correspond-
ing results from the acoustic system �Fig. 4�. Both simula-
tions A and C gave considerably more cross-talk cancellation
than the acoustic measurements; the wideband cancellations
were, respectively, 58 and 56 dB, whereas the corresponding
acoustic values were 20 and 23 dB. In both of these simula-
tions the playback HRIRs included the direct sound only.
The results of the two simulations that had also incorporated
the initial reflections into the playback HRIRs were a much
closer match �simulation B gave 22 dB and simulation D
gave 29 dB�. Simulation B reproduced with fair accuracy its
spectral profile of acoustic cancellation. The fit was less good

FIG. 4. The top panel shows the magnitude spectra of the signals delivered
to the microphones of the manikin by the ±3° / ±15° / ±90° cross-talk can-
cellation system. The right-ear target was a 0–8 kHz white noise, while the
left ear target was silence. The bottom panel shows the amount of cross-talk
cancellation achieved, which was defined as the difference in those magni-
tude spectra.

FIG. 5. A scale diagram of the modified acoustic system, using two loud-
speakers at ±9° �cf. Fig. 1�, and the amount of cross-talk cancellation it gave
�cf. Fig. 4�.
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for simulation D, although it did reproduce the broad dip
near 6000 Hz that was seen acoustically.

The extreme amount of cancellation observed in simula-
tions A and C is of interest. It is likely that it was due to the
setup HRIRs being numerically identical to the playback
HRIRs as well as to excluding all reflections; this accords
with Takeuchi’s �2001� results, who obtained similar ideal
performance from simulations which used the same HRIRs
�taken from KEMAR; Gardner and Martin, 1995� for setup
and playback. We ran another simulation to study this �simu-
lation E�. Here the playback HRIRs were taken from a sec-
ond run of the MLS algorithm; thus both the setup and play-
back HRIRs were measures of the same loudspeaker-
manikin transfer functions, but, being independent
recordings, they were numerically slightly different. The re-
sults of this simulation are shown in the bottom panel of Fig.
7. The match between the simulated and acoustic spectral
profiles was impressive, especially between about 1000 and
6000 Hz.

The best matches between the simulation and the acous-
tic measurements were obtained only after including many of

the decay characteristics of the experimental room. This im-
plies that if the goal of a simulation is to predict accurately
the performance of a real system, then it is necessary to
include in the simulations the acoustics of the room used for
playback and, ideally, to ensure that the playback HRIRs are
recorded independently of the setup HRIRs. Furthermore,
our results indicate that the performance of the real cross-talk
cancellation system was probably limited by the reflections
and reverberation of the playback room. This is consistent
with Damaske �1971�, who used a two-loudspeaker, ±30°
azimuth system, and observed near-ideal localization in an
anechoic space but an increase in back-to-front confusions in
a room with a reverberation time of 0.5 s, and also with
Sæbø �2001�, who found performance compromised by re-
flections in tests with a system using two closely spaced
loudspeakers placed in an anechoic room with and without
additional reflecting surfaces �but it should be noted there are
some conflicting data on the effects of reverberation; com-

FIG. 6. Schematic illustration of each step involved in the computational
simulations of cross-talk cancellation. The steps follow the acoustic system
�Fig. 2�, except that the loudspeaker presentation is simulated by a set of
digital convolution and summations. The illustration represents simulations
C, D, and E �Table I�, as the digital crossover filters are not shown; simu-
lations A and B included them.

TABLE I. Summary of the computational simulations used in validating the computational model. The sam-
pling rate was 22.05 kHz and so the 5.8 ms duration impulse responses corresponded to 128 points, and the
33.2 ms responses to 731 points.

Simulation

Loudspeaker
azimuths

�deg�

Loudspeaker-to-
manikin distance

�m�

Duration of
setup HRIRs

�ms�

Duration of
playback HRIRs

�ms� Relationship of HRIRs

A ±3, ±15, ±90 1 5.8 5.8 Identical
B ±3, ±15, ±90 1 5.8 33.2 Setup edited from playback
C ±9 1.6 5.8 5.8 Identical
D ±9 1.6 5.8 33.2 Setup edited from playback
E ±9 1.6 5.8 33.2 Independent measurements

FIG. 7. The results of the five computational simulations of cross-talk can-
cellation. The parameters of each simulation are reported in Table I. The
bold lines in each panel show the amount of cross-talk cancellation pre-
dicted by the simulations, and the faint lines show the corresponding acous-
tical measurements.

J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Akeroyd et al.: Binaural cross-talk cancellation 1061



pare Cooper and Bauck �1989� to Sæbø �2001��. In another
condition Sæbø extended the setup HRIRs—and so the
cross-talk cancellation filters—to include a reflection from a
wall, and, although this offered some benefit, it did not return
performance to the anechoic level. Any other fixed extrane-
ous sounds, such as nonfrontal radiation from the loudspeak-
ers or any reverberation, would similarly be expected to lead
to a reduction in cross-talk cancellation �Takeuchi and Nel-
son, 2002�, and it would always be necessary to exclude any
dynamic or random sound from the setup HRIRs, as a cross-
talk cancellation system can only ever remove static sounds.

In summary, it was clear that the acoustical data could
be accurately matched by the simulation. The validation pro-
cedure was therefore successful, and we felt justified in using
the simulation to study the amount of cross-talk cancellation
given by and the binaural performance of matched and mis-
matched systems.

III. AMOUNTS OF CANCELLATION IN MATCHED
AND MISMATCHED SYSTEMS

We used the computational simulation to investigate the
degree to which the cross-talk cancellation system could tol-
erate the differences between the HRIRs of individuals.
These tests were conducted using a database of HRIR re-
cordings from seven individuals �Blauert et al., 1998�. We
also studied performance when a set of nonindividual HRIRs
were used for the calculation of the cross-talk cancellation
filters, as such methods have been commonly used in subjec-
tive tests of the localization performance of cross-talk can-
cellation, be it either from analytic models of the head �e.g.,
Hill et al. 2000; Rose et al. 2002� or from manikin measure-
ments �e.g., Foo et al., 1999; Sæbø, 2001; Takeuchi et al.,
2001; Lentz et al., 2005; Bai et al., 2005�.

A. Individual-listener HRIRs

The method followed closely that of the earlier simula-
tions, differing only in that we needed to recreate the HRIRs
for each listener as if he or she had been in the OSD system.
The basis for this calculation was the seven individual HR-
IRs in the “AUDIS” database �Blauert et al., 1998�, which
were recorded in an anechoic chamber at azimuth intervals
of 15° around the head, for a loudspeaker-listener separation
of 2.5 m. The recordings were taken at both ears, so incor-
porating the natural asymmetries of real people, and were
9 ms �400 samples at 44 100 Hz� in duration. We took the
±90° and ±15° HRIRs from the database and calculated the
±3° HRIRs by a linear, frequency-domain interpolation of
the level and unwrapped phase spectra of the HRIRs at 0°
and +15° or 0° and −15° �cf. Hartung et al., 1999; Lan-
gendijk and Bronkhorst, 2000�. They were downsampled to
22 050 Hz, then convolved with the three digital crossover
filters, summed, and finally windowed to 128 samples
�5.8 ms� approximately centered on the main impulse. We
did not incorporate any reflections or reverberation, and so
these simulations represented an ideal situation.

For the first set of simulations, the setup and playback
HRIRs were matched. The top panel of Fig. 8 shows the
magnitude spectra of the predicted signals at the ears for one

of these simulations �both the setup HRIRs were from lis-
tener 5�. The spectrum at the right ear was extremely close to
the desired 0–8 kHz flat-spectrum noise, and the spectrum at
the left ear was at least 40 dB lower, and was over 60 dB
lower for frequencies above about 1000 Hz. The wideband
average cancellation was 61 dB; the range across all seven
matched-HRIR combinations was 61–71 dB �see Table II�.

A second set of simulations studied mismatched HRIRs.
The bottom panel of Fig. 8 shows the left and right magni-
tude spectra for the case when the setup HRIRs came from
listener 6 and the playback HRIRs from listener 2. Neither of
the signals at the right or left ears were those desired—both
were quite modulated—and it is clear that the amount of
cross-talk cancellation was far less than that found in the
matched-HRIR simulations; the wideband average cancella-
tion was 25 dB. This combination was chosen for illustration
as it was the best of the mismatched simulations; the worst
value across the 42 combinations was 10 dB, and the group
mean was 17 dB �Table II�. Figure 9 shows the spectral pro-
file of cancellation for each of 49 combinations of HRIRs in
the database. All of the matched combinations �top panel�
gave cancellations of 40 dB or more at all frequencies up to
5000 Hz, and some were 70 dB or more at many frequen-
cies. The mismatched combinations �bottom panel� occasion-
ally reached 40 dB but most gave substantially less cancel-
lation than this, and, for a broad band of midfrequencies
�about 800–2500 Hz�, the majority gave less than 20 dB of
cancellation.

These simulations were conducted with HRIRs that were
recorded in an anechoic room, and which were further win-
dowed to 5.8 ms. We had noted earlier �Sec. II D� that HR-
IRs that excluded all of the decay characteristics of the play-
back room gave unrealistically good cross-talk cancellation

FIG. 8. The magnitude spectra of the signals at the microphones of the
manikin calculated from the computational simulation. The top panel shows
the results for a matched-HRIR system, the bottom panel for a mismatched-
HRIR system.
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performance, and the corresponding values found there �58
and 56 dB� with short, matched HRIRs are only slightly re-
duced from the range calculated here for matched HRIRs
�61–71 dB�. It is therefore likely that the present matched-
HRIR simulations represent a computational ideal, and so
even the reduced performance seen with the mismatched-
HRIRs may be difficult to obtain in any real acoustic system
operating in a real room.

Table II also reports the row and column means of the
cancellations found in the mismatched combinations. It can
be seen that the amount of cancellation was relatively con-
stant across setup listener �a range of 3.4 dB� but depended

substantially upon playback listener �a range of 10.1 dB�.
These results suggest that the variations in performance are
due more to variations in the playback HRIR than in the
setup HRIR. Individual differences in head and ear dimen-
sions can be substantial—heads differ by about ±1 cm, ear
sizes by about ±0.5 cm, ear orientations by about ±7° �Al-
gazi et al., 2001; see also Burkhard and Sachs, 1975, and
Middlebrooks, 1999a�—and it is likely that the variations
across the seven listeners in the AUDIS database represent
some of this individuality. Furthermore, unless some form of
head-restraint was included listeners may also not place their
heads exactly at the required point, and would be unlikely to
stay stationary across the course of an experiment. Indeed, it
is perhaps not surprising that cross-talk cancellation reduces
dramatically when mismatches exist between the setup and
playback HRIRs, as successful cancellation requires the sig-
nal presented from the right loudspeaker to match accurately,
in both phase and amplitude, the signal from the left loud-
speaker when both arrive at the ears. Any individual differ-
ences in the head or ear dimensions, and any movements or
mislocations in position, must lead to differences in the
phase or amplitude at the ears.

B. Manikin HRIRs

We tested whether a set of nonindividual HRIRs would
be more successful by rerunning the simulations using the
Gardner and Martin �1995� database of HRIRs for the KE-
MAR manikin. These were recorded using its small ears,
which are replicas of an individual whose pinna dimensions
are similar to the mean of the population �Burkhard and Sa-
chs, 1975; Maxwell and Burkhard, 1979�, and were 128
samples in duration. We simulated a matched system, in
which the KEMAR HRIRs were used for both set up and
playback, and mismatched systems, in which the KEMAR
HRIRs were used for set up but the individual HRTFs from
earlier were used for playback, or vice versa.

The results are reported in the last row and column of
Table II. When used as the setup HRIR, the overall cancel-
lation �17.5 dB� was as good as that found with many of the
AUDIS HRIRs. The range of cancellation seen �11–21 dB�

TABLE II. The values of simulated wideband cancellation for each of the 49 combinations of listener in the
AUDIS database. The seven matched-HRIR conditions are along the main diagonal; the others are the 42
mismatched-HRIR conditions. The row means and column means �both underlined� are for the mismatched
conditions only. Also shown are the values when the HRIRs were taken from Gardner and Martin’s �1995�
database for the KEMAR manikin.

Setup HRIR

Playback HRIR

Mean KEMAR1 2 3 4 5 6 7

1 68.1 16.1 14.4 14.9 16.5 13.2 13.5 14.8 12.6
2 10.2 62.7 17.6 13.4 24.4 21.5 17.1 17.4 21.9
3 11.7 21.0 64.6 16.5 21.9 19.9 17.6 18.1 17.9
4 12.1 16.7 16.6 62.1 17.4 14.7 12.5 15.0 13.4
5 10.3 24.6 18.6 14.0 60.8 21.5 17.9 17.8 22.1
6 10.2 24.7 19.7 14.4 24.5 70.5 17.0 18.4 21.4
7 12.5 22.4 19.4 14.2 23.0 19.0 62.3 18.4 17.7

Mean 11.2 20.9 17.7 14.6 21.3 18.3 15.9 17.1 18.1
KEMAR 9.2 24.9 17.3 12.9 24.8 21.1 15.3 17.5� 64.6

FIG. 9. The amounts of cross-talk cancellation calculated from the compu-
tational simulation, for each of the 7 matched-HRIR systems �top panel� and
each of the 42 mismatched-HRIR systems �bottom panel�. The values of
wideband cancellation for each system are reported in Table II.
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suggests, however, that some listeners—presumably those
whose HRIRs are poor matches to KEMAR’s—would gain
little benefit. These results support Takeuchi �2001�. In some
of his experiments on subjective localization with a two-
loudspeaker, ±5° azimuth system, he compared cross-talk
cancellation filters calculated from a manikin with those cal-
culated from the individual HRIRs of his listeners. He noted
better localization performance and a reduction in back-to-
front errors in the individualized conditions, and a subse-
quent analysis showed that these errors were related to the
individual spectral details of the HRIRs.

In summary, the results of these simulations clearly in-
dicate that there is a severe reduction in the amount of cross-
talk cancellation when the HRIRs used for setup are mis-
matched from those used for playback. It is likely that the
amount of cancellation—on average, some 10–20 dB, de-
pending upon the choice of setup HRIRs—would be insuffi-
cient for most binaural cues to be recreated sufficiently ac-
curately �this is considered in more detail in Sec. IV�.
Furthermore, the cancellation that is obtained is idiosyncratic
to each individual, and so, without a knowledge of some-
one’s HRIR, it would be impossible to know exactly what
sounds were reaching them. But if these HRIRs were mea-
sured for each individual using the cross-talk cancellation
loudspeakers, then the setup HRIRs would be matched to the
playback HRIRs and so performance would be expected to
be improved.

IV. BINAURAL PERFORMANCE OF MATCHED
AND MISMATCHED SYSTEMS

We used the computational simulation to study the ac-
curacy of the delivery of the ITDs and ILDs that underlie the
perception of spatial angle. As the preceding simulations
showed that the amount of cancellation dropped considerably
in the mismatched-HRIR conditions, we expected that the
binaural performance would be similarly compromised. In
particular, if the mismatch was sufficiently large that the
amount of cancellation was less than the target ILD, we ex-
pected that the delivered ITDs and ILDs would bear no re-
semblance to the target values but would instead be deter-
mined by the characteristics of the cross-talking sound �any
nonperfect cancellation would, of course, mean that some of
the sound intended for one ear would remain, uncanceled, at
the other ear, and if this sound was greater than that actually
intended for the other ear, it would determine the ITDs and
ILDs�.

We measured binaural performance in individual fre-
quency channels. For low frequencies, we applied an analy-
sis of ongoing ITDs and ILDs. For high frequencies, we
analyzed the envelope ITDs and ILDs, as there is growing
evidence from experiments with “transposed stimuli”of the
sensitivity of the binaural system to the interaural cues car-
ried by envelopes �e.g., Bernstein and Trahiotis, 2002, 2003�.

A. Ongoing ITDs and ILDs

The test signal was a white noise with the required target
ITD and ILD �see the following�. This signal was passed
through the computational simulation of the six-loudspeaker

�azimuths of ±3°, ±15°, and ±90°� system, with HRIRs taken
from the AUDIS database. The ITDs and ILDs of the signals
that would have been received at the listener’s ears were
obtained from a simplified computational model of binaural
hearing �e.g., Shackleton et al., 1992; Stern and Trahiotis,
1997; Akeroyd and Summerfield, 2000; Akeroyd, 2001�.
First, the signals were passed through two gammatone filters,
one for the left channel and one for the right channel, each
set to the required center frequency �see the following� and a
bandwidth of 1 ERB �Patterson et al., 1995; Glasberg and
Moore, 1999�. This filtering approximated peripheral audi-
tory frequency analysis, but excluded any nonlinear effects
and the action of the inner hair cells. Second, the binaural
normalized correlation was computed on the outputs of the
filters �Bernstein and Trahiotis, 1996� as a function of a delay
applied to one wave form, giving the within-channel cross-
correlation function at delays from −750 to +750 �s.4 Third,
the largest peak in each cross-correlation function was found,
and its position was taken as the delivered value of the on-
going ITD of the test signal. Fourth, the powers of the out-
puts of the left and right gammatone filters were measured,
and the difference between the two was taken as the deliv-
ered ILD of the test signal. The binaural model was run at a
sampling rate of 48 kHz.

For the first set of simulations we tested every combina-
tion of target ITD and target ILD in the ranges −600 to
+600 �s �in 100 �s steps� and −25 to +25 dB �in 5 dB
steps� for a small number of matched-HRIR and
mismatched-HRIR combinations. The auditory-filter fre-
quency was fixed at 1000 Hz. The results are shown in Fig.
10. Each point is for a separate target ITD/ILD combination,
with the lines connecting points with the same target ILD.
The abscissa of each panel is the delivered ILD, the ordinate
is the delivered ITD. The left panel shows the results for one
of the matched-HRIR simulations �68 dB wideband average
cancellation�. The results are near-perfect: the rms errors be-
tween the target and delivered values were only 13 �s and
0.1 dB. We took this as a successful validation of the analy-
sis method for ongoing ITDs and ILDs, but it also showed
that the OSD system can reliably deliver any combination of
ITD and ILD, provided that the setup and playback HRIRs
are matched.

The middle panel plots the results for one of the
mismatched-HRIR simulations, which gave a wideband av-
erage cancellation of 16 dB. Here, the OSD system failed to
reliably recreate ongoing ITDs and ILDs: the rms errors were
296 �s and 8.5 dB. Furthermore, a “convergence” of ITD
was observed, in that for target ILDs less than −5 dB, the
delivered ITD was never larger than ±250 �s, despite the
target ITDs being as large as ±600 �s. It was as though the
delivered ITDs converged on one value—about 0 �s—no
matter what the target ITDs were. Both the pattern of the
results and the point of convergence varied with the choice
of HRIRs in the mismatched simulations. The right panel
plots the results for a different mismatched HRIR simulation
�14 dB wideband average cancellation�, in which the conver-
gent point for negative target ILDs was at about −100 �s.

In a second set of simulations we tested all 42 combina-
tions of mismatched HRIRs for two target ITD and ILDs

1064 J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Akeroyd et al.: Binaural cross-talk cancellation



pairs of −500 �s /0 dB and +500 �s /0 dB. Auditory-filter
frequencies between 100 and 1000 Hz were used. The results
are shown in Fig. 11. The top-left panel shows the delivered
ITDs for the −500 �s /0 dB target. At each frequency most
of the combinations gave ITDs in one cluster, for which the
solid points and error bars mark the means and standard de-
viations; those combinations that gave exceptional
results—an ITD on the wrong side of the head—are plotted

as open circles. The mean ITD �−498 �s� was close to the
target value of −500 �s. There was, however, a wide distri-
bution across mismatched-HRIR combination; the standard
deviation was, on average, 100 �s. A similar result held for
the +500 �s /0 dB target �top-right panel�. The delivered
ILDs are shown in the bottom-left and bottom-right panels.
Again, the mean delivered ILD was almost exactly the target
ILD, but the average standard deviation was 4 dB.

FIG. 10. The binaural performance of the computational simulation of cross-talk cancellation, calculated for a matched-HRIR system �left panel� and two
mismatched-HRIR systems �middle and right panels�. Each panel shows the ongoing ITD �ordinate� and ILD �abscissa� delivered by the simulation for a large
set of combinations of target ITD and ILDs �parameters�; the lines join points with the same target ILD. The analysis was run at an auditory-filter frequency
of 1000 Hz.

FIG. 11. The results of the ongoing-
ITD and ongoing-ILD analyses of the
computational simulation as a function
of auditory-filter frequency. Each point
plots the mean across all 42
mismatched-HRIR systems �the error
bars show the standard deviations�.
For the top-left and bottom-left panels,
the target ITD/ILD was
−500 �s /0 dB; for the top-right and
bottom-right panels, the target were
+500 �s /0 dB. The few mismatched-
HRIR systems that gave exceptional
ITDs �taken as being on the wrong
side� are plotted as open circles.
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B. Envelope ITDs and ILDs

The test signal was a single-sample click. It was passed
through the same OSD simulation and then the same gam-
matone filters. Next, the envelopes of the outputs of the left
and right gammatone filters were found �by calculating the
analytic signal via the MATLAB “Hilbert” function and then
taking its complex modulus�, and the time of the peak of the
envelope in each channel was measured. The left-right dif-
ference in peak time was taken as the delivered envelope
ITD. The heights of the peaks were also measured, and this
left-right difference was taken as the delivered value of the
envelope ILD. Again the model was run at a sampling rate of
48 kHz.

Figure 12 shows the delivered envelope ITDs and ILDs
at a center frequency of 1000 Hz, plotted in the same format
as the earlier ongoing analysis �Fig. 10�. The effects that
were found there were also found here. First, for the
matched-HRIR combination �left panel�, the results were
again remarkably accurate; the rms error on the measured
ITDs was just 14 �s, whilst for the ILDs it was only 0.1 dB.
Again, we took this as a successful verification of the analy-
sis method and a demonstration of the ability of the OSD
system to deliver the correct envelope ITDs and ILDs when
the HRIRs are matched. Second, for the mismatched-HRIR
combinations �middle and right panels�, the delivered ITDs
and ILDs were again quite dissimilar to the target values.
There were not, however, any obvious similarities between
the delivered ongoing ITDs and the delivered envelope ITDs
that were shown in Fig. 10: the envelope ITDs reached much
larger values—especially for the more extreme target ILDs—
and the points of convergence were different.

Figure 13 shows the mean and standard deviations,
across all the mismatched-HRIR combinations, of the deliv-
ered ITDs �top row� and ILDs �bottom row� as a function of
frequency and for the three targets of 500 �s /0 dB �left col-
umn�, 500 �s /10 dB �middle column�, and 500 �s /20 dB
�right column�. The standard deviation of the ITDs, averaged

across all conditions, was 430 �s, and so was much larger
than that found for the corresponding ongoing analysis
shown in Fig. 11. The standard deviation of the ILDs was
4 dB and was therefore comparable to that found earlier.
Furthermore, the delivered ITDs and ILDs were inaccurate
when the target ILD was 20 dB; the mean errors from the
target values of −500 �s and 20 dB were, respectively,
+160 �s and −5 dB, respectively.

C. Discussion

These simulations show that a cross-talk cancellation
system can reliably recreate accurate binaural ITDs and ILDs
only when the playback HRIRs are matched to the setup
HRIRs. It is likely that this is due to the large amount of
cancellation found in the matched conditions—generally
over 50 dB �Fig. 9, top panel�—so giving sufficient “head-
room” to preserve the ITDs and ILDs of the target �Takeuchi
et al., 2001�. In mismatched conditions—such as would be
found if the system was set up in advance using an accu-
rately measured HRIR from a manikin, and then used to
present sounds to a population of listeners—the delivered
ITDs and ILDs were often different from the targets, and it
could not be guaranteed that a given target ITD was indeed
being delivered. The difference depended on frequency, ILD,
whether envelope or ongoing ITDs were being considered,
and the setup versus playback combination of HRIRs used.
The error was largest when the target ILD was 20 dB, which
is consistent with the suggestion that the amount of cancel-
lation headroom was indeed limiting performance. The stan-
dard deviation of the ongoing ITDs, across setup/playback
combination, was 100 �s. Only if a random error of this
magnitude can be tolerated could a mismatched system be
useful for binaural experimentation. Moreover, the conver-
gence phenomenon demonstrates that certain combinations
of ITDs and ILDs can never be obtained �e.g., for the middle
panel of Fig. 10, a target ITD larger than about 250 �s si-
multaneously with a target ILD of −10 dB or less�. We ex-

FIG. 12. The binaural performance of the computational simulations for the envelope ITD and ILD at 1000 Hz. The format is the same as Fig. 10.
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pect that such effects will occur in any mismatched system;
an experimenter would not know in advance quite what ITDs
or ILDs were being delivered to a given listener.

It should be noted that all these binaural simulations
used a database of short-duration HRIRs measured in an
anechoic room. Our experience with the acoustic system de-
scribed in Sec. II and our validation of its computational
simulation indicated that cancellation performance would be
reduced if the acoustic characteristics of the playback were
not anechoic or if there were any extraneous reflections or
sounds amongst the loudspeakers. We expect the same cau-
tion to apply here, and so the binaural simulations probably
represent an ideal performance. A real, acoustic cross-talk
cancellation system, in which the HRIRs would be changed
by room acoustics or listener movement, may deliver binau-
ral cues that bear even less resemblance to the target values,
and either would limit the gain to be had from measuring
individualized HRIRs and using those to set up the cross-talk
cancellation filters.

V. SUMMARY

We used a series of computational simulations to study
the binaural performance of a cross-talk cancellation system
in order to evaluate its suitability for binaural experimenta-
tion. First, we constructed an acoustic system and used that
to validate the simulation. This six-loudspeaker system gave
a wideband average cancellation of 20 dB, which was im-
proved to 23 dB after modifications to remove the major
reflections from the loudspeaker cabinets. A computational
simulation of this system showed that when the playback and
setup HRIRs were numerically identical, and both were short
enough to exclude the acoustical characteristics of the play-
back room, then the wideband cancellation was over 50 dB.
This situation represented a computational ideal, however,
and was unrealistic. Instead, a close match between acoustic
and computational results was found when the playback HR-

IRs were longer, so incorporating the early part of the acous-
tics of the room �and there was no gain in simulated perfor-
mance from including this in the setup HRIRs�. When run
with HRIRs from a database of seven listeners, the simula-
tion demonstrated that performance was reduced when the
playback HRIR was from a different listener to the setup
HRIR; the average amount of cancellation in these mis-
matched simulations was only 17 dB, and varied little with
the choice of setup HRIR but depended substantially upon
the playback HRIR.

The binaural analyses demonstrated that the cross-talk
cancellation system could not be guaranteed to deliver the
targeted ITDs and ILDs when the HRIRs were mismatched.
The errors in ongoing ITDs and ILDs at low frequencies
were random with a standard deviation of 100 �s or 4 dB,
respectively; those for envelope ITDs and ILDs were 430 �s
and 4 dB. At the largest ILDs usually encountered, the high
frequency envelope ITDs and ILDs also had a systematic
error, and, moreover, a “convergence” of delivered ITD was
observed: for some values of target ILD, the delivered ITD
was always the same value, no matter what the target ITD
was. The convergent value differed across playback listener
and if envelope or ongoing ITDs were measured.

Although cross-talk cancellation can give impressive
demonstrations, and experiments on the angle perception of
simple, static noise bursts can often give compelling results,
the errors in ITD and ILD demonstrated here will affect any
use of mismatched cross-talk cancellation for experiments
that rely on accurate binaural cues. Takeuchi et al. �2001�
noted that the poorest listeners in their subjective localization
experiment were those whose HRIRs had the largest differ-
ences to the manikin HRIRs used to set up their system. Our
own results support this, confirming that such mismatching
of HRIRs is an important source of the inaccuracies in the
final delivery of binaural cues.

FIG. 13. The results of the envelope-
ITD and envelope-ILD analyses of the
computational simulation as a function
of auditory-filter frequency. Each point
plots the mean across all 42
mismatched-HRIR systems �the error
bars show the standard deviations�.
The six panels are for target ITD/ILDs
of +500 �s /0 dB �top left and bottom
left�, +500 �s /10 dB �top middle and
bottom middle�, and +500 �s /20 dB
target �top right and bottom right�.
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The phenomenon of binaural interference, where binaural judgments of a high-frequency target
stimulus are disrupted by the presence of a simultaneous low-frequency interferer, can largely be
explained using principles of auditory grouping and segregation. Evidence for this relationship
comes from a number of previous studies showing that the manipulation of simultaneous grouping
cues such as harmonicity and onset synchrony can influence the strength of the phenomenon. In this
study, it is shown that sequential grouping cues can also influence whether binaural interference
occurs. Subjects indicated the lateral position of a high-frequency sinusoidally amplitude-modulated
�SAM� tone containing an interaural time difference. Perceived lateral positions were reduced by the
presence of a simultaneous diotic low-frequency SAM tone, but were largely restored when the
interferer was “captured” in a stream of identical tones. A control condition confirmed that the effect
was not due to peripheral adaptation. The data lend further support to the idea that binaural
interference is affected by processes related to the perceptual organization of auditory information.
Modifications to existing grouping-based models are proposed that may help account for binaural
interference effects more successfully. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2407738�
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I. INTRODUCTION

Several investigations over the past 30 years have re-
vealed that sensitivity to binaural parameters may be de-
graded by the presence of simultaneous energy in remote
spectral regions. So-called “binaural interference” has been
demonstrated for tasks involving discrimination of interaural
parameters as well as lateralization on the basis of these cues
�McFadden and Pasanen, 1976; Zurek, 1985; Dye, 1990;
Trahiotis and Bernstein, 1990; Buell and Hafter, 1991;
Woods and Colburn, 1992; Stellmack and Dye, 1993; Buell
and Trahiotis, 1994; Bernstein and Trahiotis, 1995; Heller
and Trahiotis, 1995, 1996; Hill and Darwin, 1996�. The phe-
nomenon is intriguing because it is difficult to reconcile with
evidence that simultaneous sounds can be localized quite ac-
curately �Good and Gilkey, 1996; Good et al., 1997; Lorenzi
et al., 1999; Best et al., 2005�, and with the intuition that
listeners have a relatively robust spatial percept of their au-
ditory surroundings.

It is generally agreed that binaural interference results
from an obligatory combination of binaural information from
spectrally remote components. While some researchers have
discussed their data explicitly in terms of auditory object
formation �Woods and Colburn, 1992�, others do not explain
binaural interference in this way. Here we review the binau-
ral interference literature, and show that the bulk of the data
is consistent with the idea that binaural interference is a by-

product of grouping processes that combine information
likely to come from the same auditory object.

A. The basic phenomenon

Binaural interference was first described by McFadden
and Pasanen �1976�, who observed that just-noticeable dif-
ferences in interaural time difference �ITD� for a high-
frequency narrowband noise were elevated by the presence
of a simultaneous low-frequency noise presented diotically.
Reduced sensitivity to target ITD was also seen if the target
was narrowband and flanked by broadband diotic noise
�Zurek, 1985; Trahiotis and Bernstein, 1990�, or if the target
was a high-frequency sinusoidally amplitude-modulated
�SAM� tone in the presence of a low-frequency SAM tone
�Heller and Trahiotis, 1995�. Furthermore, when presented
with a low-frequency tone complex, listeners showed re-
duced sensitivity to the ITD in one component when one or
more components were diotic �Dye, 1990; Woods and Col-
burn, 1992; Stellmack and Dye, 1993�. Binaural interference
has also been demonstrated in the detection of interaural
level differences �ILDs; Bernstein and Trahiotis, 1995�. In
general, the data are consistent with the idea that judgments
of perceived location underlie the effect. When binaural in-
formation is combined across frequencies, the resultant per-
ceived location is only weakly influenced by the target ITD
and ILD, and listeners have reduced sensitivity to changes in
these parameters.a�Electronic mail: shinn@cns.bu.edu
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B. The influence of simultaneous grouping cues

Several studies have noted that binaural interference
only occurs in certain circumstances. A careful review of the
literature reveals that binaural interference is most likely to
occur when grouping cues support perceiving the target and
interferer energy as one object. In particular, many examples
show that there is less binaural interference when simulta-
neous grouping cues such as synchronous onsets or harmo-
nicity do not drive the target and masker to be perceptually
integrated.

Several studies increased the duration of the interferer
such that the target turned on and off during the ongoing
interferer rather than being gated on and off simultaneously
with it �Trahiotis and Bernstein, 1990; Heller and Trahiotis,
1995�. These studies showed that asynchronous gating al-
most completely eliminated the interference. However,
smaller onset asynchronies have produced mixed results.
Woods and Colburn �1992� measured ITD discrimination
thresholds for a 600-Hz tone target in the presence of two
interferer bands �400 and 800 Hz�, and found that two out of
four of their subjects benefited from an onset asynchrony of
250 ms, but two did not. Using a similar stimulus paradigm
but with shorter asynchronies �ranging from 25 to 200 ms�,
Stellmack and Dye �1993� reported no release from binaural
interference due to onset asynchrony. Interestingly, in both of
these studies, subjects reported that the pitch of the target
component was more salient when there was an onset asyn-
chrony between the target and interferers, suggesting that the
asynchrony made it easier to “hear out” the target from the
interferer. Thus, subjects segregated the target from the inter-
ferers, but did not necessarily perceive it at a different intrac-
ranial position. In contrast, Hill and Darwin �1996� showed
that listeners could independently lateralize the center com-
ponent of a tonal complex if the component was delayed by
only 80 ms relative to the other components. In their lateral-
ization task, the complex was located on one side of the
head, but target localization cues were consistent with a
source on the opposite side of the head. It may be that at
short onset asynchronies, a larger difference in ITD between
the target and the interferers is required to ensure the com-
ponents are heard at unique locations. The ITD discrimina-
tion task used by Woods and Colburn �1992� and Stellmack
and Dye �1993� asked listeners to discriminate a small
change in target ITD from a reference ITD of zero, in the
presence of a diotic interferer. Given the similarity between
the target and interferer spatial cues, relatively long onset
asynchronies may be required for the target to be localized to
a position that is perceptually distinct from that of the inter-
ferer �as in the continuous interferer conditions of Trahiotis
and Bernstein, 1990, and Heller and Trahiotis, 1995�.

Buell and Hafter �1991� assessed the influence of har-
monicity on how binaural information is combined across
frequency. They presented two low-frequency tones simulta-
neously, and found that interference only occurred when the
tones were harmonically related. When the tones were not
harmonically related, listeners were able to ignore the inter-
ferer and discriminate the target ITD as accurately as in the
target-alone condition. The authors suggested that tones

bearing a simple harmonic relation are functionally grouped
and their binaural information combined to form the per-
ceived location of the composite object. This conclusion was
confirmed by Hill and Darwin �1996�, who reported that the
perceived lateral position of a target tone is affected when it
is played simultaneously with a harmonically related tonal
complex, but not in the presence of an inharmonic complex.
However, a study by Stellmack and Dye �1993� produced
contrasting results, where significant interference was ob-
served even when the target and interferer tones were inhar-
monic. As the tones used by Stellmack and Dye were more
closely spaced in frequency, Hill and Darwin �1996� sug-
gested that some monaural interference may have occurred.
In addition, however, Hill and Darwin used competing loca-
tions on opposite sides of the head, whereas Stellmack and
Dye used competing locations near the midline. As was
noted for segregation based on onset asynchrony, the binau-
ral system may require stronger evidence from harmonic seg-
regation rules when binaural conflicts are small across fre-
quency.

C. The influence of sequential grouping cues

If binaural interference is related to how listeners per-
ceptually organize a sound mixture into objects, then sequen-
tial grouping rules �as well as simultaneous grouping rules�
should influence the strength of the interference observed.
The experiment presented in this paper was conducted to
examine whether a target and interferer pair �with common
onsets and offsets� could be “ungrouped” by capturing the
interferer in a repeating auditory stream. This manipulation
is similar in its philosophy to the “continuous interferer”
stimulus in previous studies �Trahiotis and Bernstein, 1990;
Heller and Trahiotis, 1995�, but it preserves the local struc-
ture of the target/interferer pair �including common onsets
and offsets�. Thus, any effect of the sequential stream on
binaural interference implicates grouping and streaming
mechanisms that operate over relatively long time scales.
Sequential capture has been shown previously to success-
fully promote the segregation of complex sounds. For ex-
ample, it reduced the contribution of a component to the
pitch and timbre of a harmonic complex �Darwin et al.,
1989; 1995� and it reduced modulation detection interference
�Oxenham and Dau, 2001�. It should be noted that observing
a reduction in interference when the interferer is captured
into a separate stream does not necessarily demonstrate that
interference is caused by grouping of the target and inter-
ferer. However, it emphasizes that binaural interference is
influenced by the perceptual organization of the components
involved.

D. Measuring perceived location

Most studies of binaural interference measured it using
an ITD discrimination task in the presence of a diotic inter-
ferer. The results are largely consistent with a model in
which binaural information is combined in an obligatory
fashion across frequencies in the absence of strong cues to
allow the target to be heard as an independent object. An
interaurally uncorrelated interferer �i.e., containing no con-
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sistent binaural information� was shown to cause far less
interference than a diotic interferer �Trahiotis and Bernstein,
1990�. This is to be expected if spatial information is com-
bined across frequencies. The target binaural information
will dominate when the interferer has no strong spatial infor-
mation, which will allow small changes in target ITD to
cause relatively large changes in the perceived location of
the composite object. However, a stronger test is to directly
measure the perceived lateral position of a target in cases
where there is an interferer present and examine whether the
perceived location is predicted from the combination of spa-
tial cues present in the target and interferer.

Only two of the studies discussed above directly mea-
sured perceived location under binaural interference condi-
tions �Heller and Trahiotis, 1996; Hill and Darwin, 1996�.
These data confirm that the perceived laterality of the target
is influenced by the lateral position of the interferer when
binaural interference occurs. It appears that a synchronous
interferer “attracts” the perceived target location either fully
�in the case of a pure-tone target embedded in a seven-
component tonal complex; Hill and Darwin, 1996� or par-
tially �in the case of a high-frequency target and a single
low-frequency interferer; Heller and Trahiotis, 1996�. We
know of no investigations that have examined the effect of
lateralized interferers on the perceived lateral position of a
target near the midline �although lateralized interferers do
reduce ITD sensitivity in targets similar to diotic interferers;
Buell and Hafter, 1991�. In the experiment described in this
paper, perceived target laterality was measured directly using
a paradigm similar to that of Heller and Trahiotis �1996�.

II. METHODS

A. Subjects

Eight listeners participated in the experiment �one fe-
male, seven male�. All had normal audiograms and four had
previous experience in psychophysical listening �S1–S4; S1

was the first author�. All subjects gave informed consent to
participate, required by the Boston University Charles River
Campus Institutional Review Board.

B. Stimuli

The target stimulus was a high-frequency SAM tone
�4-kHz carrier, 250-Hz modulation rate, 250-ms duration,
10-ms raised-cosine ramps at onset/offset�. It was presented
in four different conditions �see Fig. 1�. In the “control” con-
dition the target was presented with no interferer. In the “in-
terference” condition, the target was presented with a single
simultaneous interferer. The interferer was a low-frequency
SAM tone �500-Hz carrier, 250-Hz modulation rate, 250-
ms duration, 10-ms raised-cosine ramps at onset/offset�. The
“streamed” condition was identical to the interference condi-
tion, except the interferer was flanked temporally by identi-
cal tones �seven preceding and seven following, giving 15
tones in the stream in total�. The interferer tones were sepa-
rated by 50 ms of silence. As a control for any adaptation
that might be caused by the flanking tones, an “adaptation”
condition was included. In this condition, a narrowband
noise was presented in place of the seven leading �and trail-
ing� tones. The noise was bandpass filtered between 100 and
1000 Hz, and was scaled to be 6 dB higher in level than the
stream of tones in a one-third-octave band centered at
500 Hz. It was assumed that the noise would cause at least as
much adaptation as the stream of tones,1 but would not group
with the interferer tone.

The target was presented with an ITD that varied from
trial to trial, taking one of seven values �0 �s, ±200 �s,
±400 �s, or ±600 �s�. ITDs were created by delaying the
entire waveform �both envelope and fine structure� in one
ear. The interferer, when present, was presented diotically
�0 �s ITD�.

FIG. 1. Schematic illustration of the experimental
stimuli. In the control condition, the high-frequency tar-
get was presented in isolation. In the interference con-
dition, a simultaneous low-frequency interferer was
presented. In the streamed condition, the interferer was
flanked on either side by seven identical captor tones. In
the adapt condition, the flanker tones were replaced by
a sustained narrowband noise that spanned the fre-
quency range of the flanker tones but was different in
quality �and hence unlikely to be grouped with the in-
terferer�.
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C. Procedures

Subjects were seated in a sound-treated booth in front of
a PC terminal. Digital stimuli were generated on the PC, sent
to Tucker-Davis Technologies hardware for D/A conversion
and attenuation, and presented over insert earphones �Ety-
motic Research ER-2�.

The four different conditions were tested in separate
blocks of trials. Each block consisted of five trials at each of
the seven ITD values, for a total of 35 trials. On each trial,
subjects were presented with a random stimulus, and their
task was to indicate the perceived location of the target using
an ILD pointer. The ILD pointer was a high-frequency SAM
tone identical to the target, whose lateral position was ad-
justed by increasing the level of the signal going to one ear.
The pointer was presented �with an initial ILD of 0 dB� im-
mediately after the initial presentation of the stimulus. Sub-
jects used a graphical user interface displayed on the PC
monitor to move the pointer to align it with the perceived
lateral position of the target in the test stimulus. “Left” or
“right” buttons increased or decreased the pointer tone ILD
by 1 dB. A “replay” button allowed replay of the test stimu-
lus followed by the pointer tone. Subjects moved the pointer
tone and replayed the test stimulus until they were satisfied
that the lateral positions matched.

Before commencing the test blocks, subjects were given
detailed verbal instructions about the task. They were told to
listen for the lateral position of the high-pitched target and
were given a short practice test to familiarize them with the
matching task. The practice test consisted of 14 trials of the
control stimulus �two at each of the seven target positions,
presented in a random order�. Subjects were also given a
description of the different conditions, and were played ex-
amples of each. They were instructed to ignore the low-
pitched sounds when they were present. They were told that
if they could not distinguish the simultaneous high- and low-
pitched sounds then they should simply locate the sound they
heard.

Two blocks of each of the four conditions were com-
pleted by each subject in a random order, with the constraint
that one block of each condition was completed before any
condition was revisited.

III. RESULTS

For each subject in each block of trials, mean position
responses over the five repetitions were calculated for the
seven target locations. In some cases, subjects showed a
small lateral bias in their mean response to stimuli presented
diotically �0-�s ITD�, which may have been due to earphone
placement or small asymmetries in the ears. To correct for
this bias, the mean perceived ILD for diotic stimuli was sub-
tracted from all responses in that block �see Bernstein and
Trahiotis, 1985�. Responses to target positions left of midline
were then mirror-flipped and combined with responses to
target positions right of midline. Finally, zero-adjusted and
mirror-flipped data from the two blocks in each condition
were pooled for each subject.

Figure 2 shows results for the individual subjects in the
control, interference, and streamed conditions.2 Lateral esti-

mates are on the whole greatest in the control condition
�solid lines� and tended to be reduced in the interference
condition �dashed lines�. These results are consistent with
Heller and Trahiotis �1996�, and consistent with the idea that
binaural information is combined across the two frequency
regions to give rise to a composite perceived location. How-
ever, there are substantial individual differences in the
amount of interference that occurred. In particular, subjects
S7 and S8 showed essentially no interference �and, interest-
ingly, showed the smallest extents of laterality in the control
condition�. For all listeners who did show interference, the
presence of the leading and trailing tones in the streamed
condition reduced this interference �dotted lines�. For some
subjects �e.g., S5�, lateral percepts were restored almost com-
pletely, and responses were close to the control condition.
For other subjects �e.g., S2�, the interference was reduced but
not fully eliminated. The mean data, pooled across subjects,
are shown in Fig. 3 and summarize these effects. Also shown
in Fig. 3 are the mean data from the adapt condition �dash-
dot lines�. In this condition, responses were almost identical
to the interference condition. A two-way repeated measures
ANOVA was conducted on the mean data with factors of
condition �control, interference, streamed, and adapt� and tar-
get location �all except 0 �s�. The main effect of condition
was significant �F�3,21�=19.78, p�0.001�, as was the main
effect of location �F�2,14�=220.56, p�0.001� and the two-

FIG. 2. Lateralization results for the eight individual subjects. Perceived
lateral position of the target �indicated by matching to an ILD pointer� is
shown as a function of target ITD. Different lines indicate mean responses
for the control condition �solid lines�, the interference condition �dashed
lines�, and the streamed condition �dotted lines�.
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way interaction �F�6,42�=7.42, p�0.001�. As the effect of
condition was of primary interest, pairwise comparisons
were done across conditions. These revealed that the control
condition was significantly different from all other condi-
tions �p�0.05�. The interference condition was significantly
different from both the control and streamed conditions �p
�0.01�, but was not different from the adapt condition �p
=0.16�, supporting the idea that binaural interference was
abated by the sequential stream but not by the adapting
noise. Further confirming this point, mean responses in the
streamed and adapt conditions were significantly different
�p�0.01�.

IV. DISCUSSION

The key condition of interest in this experiment was the
streamed condition. The fact that responses in this condition
are more similar to responses in the control condition than
the interference condition indicates that when the interferer
was presented in the context of a sequential stream, the abil-
ity to assess the ITD of the target improved compared to
when there were no flanking tones. The fact that a similar
reduction in interference did not occur for the narrowband
noise flankers in the adapt condition indicates that the reduc-
tion cannot be due merely to the presence of leading and
trailing energy in the frequency region of the interferer. In
other words, the effect of the sequential stream does not
appear to be due to peripheral adaptation that reduces the
neural representation of the interferer. Rather, the most par-
simonious explanation is that the sequential stream �includ-
ing the interferer� formed a perceptual object, allowing the
target to be perceived and processed as a distinct object.
Consistent with this idea, subjects who showed release from
interference reported that they could hear out the target far
more easily in the streamed condition than in the interference
and adapt conditions.

These results support previous evidence suggesting that
auditory grouping cues play a strong role in determining how

spatial information is combined across frequency. It appears
that binaural interference is the result of obligatory grouping
that occurs when there are no cues indicating the presence of
two distinct sound sources �other than the spatial cues them-
selves�. This is consistent with evidence that spatial informa-
tion in isolation is a relatively weak cue for promoting the
segregation of simultaneous sounds �Culling and Summer-
field, 1995; Darwin and Hukin, 1999�. However, introducing
strong segregation cues �asynchronous onsets, inharmonicity,
a sequential stream� reduces the obligatory grouping across
frequency and improves the ability to independently access
binaural information from sounds in different frequency re-
gions.

Surprisingly, there has been no attempt to fully develop
a scene-analysis-based explanation of binaural interference
phenomena, perhaps because of what at first glance appear to
be puzzling exceptions to such an account. First, it is clear
that segregation of sounds does not always give perfect re-
lease from binaural interference; extraneous energy can still
influence binaural processing in a clearly segregated sound.
Indeed, for the majority of the subjects in the current study,
interference was reduced but not eliminated in the streamed
condition. One possible reason for this residual influence is
that listeners do not perform optimally in complex tasks of
this nature. Good evidence for this idea comes from the fact
that binaural interference increases when the target fre-
quency region is uncertain �Buell and Trahiotis, 1994�. Fur-
thermore, in many cases where listeners exhibit nonoptimal
strategies for coping with “central” forms of interference,
there also tend to be large individual differences. Consistent
with this, a striking feature of binaural interference studies is
the large amount of variation across individuals �Woods and
Colburn, 1992; Heller and Trahiotis, 1995; present study�. It
is likely that listeners differ in their ability to isolate and
attend selectively to the target interaural delays even when
there are clear cues supporting segregation of target and in-
terferer. Individual differences in this ability to listen “ana-
lytically” have been observed for binaural discrimination
�Dye et al., 1996; Stellmack and Lutfi, 1996�. Furthermore,
Dye and colleagues �2005� showed that these individual dif-
ferences predict individual performance in a monaural dis-
crimination task. The ability to weight different frequency
regions selectively is also highly relevant in many studies of
informational masking �Durlach et al., 2003; Alexander and
Lutfi, 2004; Richards and Neff, 2004�, and in such studies, as
in binaural interference studies, large individual differences
are observed. In short, it is likely that different perceptual
strategies influence the amount of interference observed in
binaural interference studies. Finally, there are suggestions in
the literature that listener exposure can affect susceptibility
to interference �Woods and Colburn, 1992; Stellmack and
Dye, 1993; Hill and Darwin, 1996�, suggesting that experi-
ence with a particular task can lead to a more refined ability
to hear out a target from a complex mixture.

A second puzzle concerns the fact that low-frequency
sounds interfere much more strongly with high-frequency
targets than vice versa �McFadden and Pasanen, 1976;
Zurek, 1985; Trahiotis and Bernstein, 1990; Heller and Tra-
hiotis, 1995�. However, it is well known that low-frequency

FIG. 3. Mean lateralization results pooled across subjects. Perceived lateral
position of the target �indicated by matching to an ILD pointer� is shown as
a function of target ITD. Different lines indicate mean responses for the
control condition �solid lines�, the interference condition �dashed lines�, the
streamed condition �dotted lines�, and the adapt condition �dash-dot lines�.
Error bars represent standard errors of the across-subject mean.
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ITDs are more potent than high-frequency ITDs �Henning,
1980; Bernstein and Trahiotis, 1982; Shinn-Cunningham et
al., 1995�, and thus might be expected to be weighted more
heavily when information is grouped across frequency. In-
deed, “transposed tones” �which provide high-frequency
channels with ITD information that is as potent as low-
frequency ITDs� appear to be immune to binaural interfer-
ence from a low-frequency noise interferer �Bernstein and
Trahiotis, 2004, 2005�. It is somewhat surprising that no in-
terference occurs for these pairs, as their simultaneous onsets
and offsets would predict some obligatory grouping. It is
worth noting, however, that transposed tones have unusual
spectral and temporal characteristics, including the exagger-
ated temporal envelope fluctuations that provide the basis for
the robust ITD cues. It may be that the envelope of a trans-
posed tone differs so much from that of the low-frequency
noise that they are not perceptually grouped into the same
object �McFadden, 1987; Hall et al., 2006�. It would be use-
ful to contrast monaural and binaural interference for these
stimuli �e.g., see Dye et al., 2005� to determine how much
grouping does in fact occur.

A final concern that has been raised in discussions trying
to relate binaural interference phenomena directly to group-
ing processes is that models based on grouping have failed to
explain the data completely. Models based on an obligatory
weighted combination of binaural information across fre-
quency have done quite well at predicting ITD thresholds
under conditions of binaural interference �Buell and Hafter,
1991; Heller and Trahiotis, 1996�. However, predicting “re-
lease” from binaural interference when segregation cues are
introduced has proven more challenging. Woods and Colburn
�1992� extended the Buell and Hafter model to include a
stage where frequency channels are parsed according to the
object with which they are associated. When applied to
three-tone complexes, the model generally overpredicted
performance �i.e., predicted less interference� in the case
where the central target component was segregated on the
basis of onset asynchrony. Importantly, their model assumed
perfect parsing with no residual interference between fre-
quency channels when computing perceived locations. The
authors acknowledged that a “central noise source,” perhaps
related to imperfect segregation of the tone or poor focus of
attention, might be required. Indeed, in order to account for
the aforementioned individual differences in results, such a
stage is not only necessary, but must incorporate individual-
ized nonoptimal weightings in the manner of Dye and col-
leagues �2005�. An important observation made by Woods
and Colburn was that perceptual segregation �“hearing out”
the target tone� occurred reliably with asynchronous onsets
even in cases where binaural interference persisted. Their
conclusion was that it is necessary but not sufficient to hear
out the target as a separate object for release from binaural
interference to occur �a conclusion supported by the
streamed condition of the current study�. A complete
grouping-based model of binaural perception may involve
two decision stages; one stage determining the number of
objects present, and another where the objects are localized
�for a related idea see Litovsky and Shinn-Cunningham,
2001�. In order to hear the different objects and distinct lo-

cations, the magnitude of the spatial disparity required may
be inversely related to the weight of evidence supporting the
presence of multiple objects.
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This experiment measured the capability of hearing-impaired individuals to discriminate differences
in the cues to the distance of spoken sentences. The stimuli were generated synthetically, using a
room-image procedure to calculate the direct sound and first 74 reflections for a source placed in a
7�9 m room, and then presenting each of those sounds individually through a circular array of 24
loudspeakers. Seventy-seven listeners participated, aged 22–83 years and with hearing levels from
−5 to 59 dB HL. In conditions where a substantial change in overall level due to the inverse-square
law was available as a cue, the elderly hearing-impaired listeners did not perform any different from
control groups. In other conditions where that cue was unavailable �so leaving the
direct-to-reverberant relationship as a cue�, either because the reverberant field dominated the direct
sound or because the overall level had been artificially equalized, hearing-impaired listeners
performed worse than controls. There were significant correlations with listeners’ self-reported
distance capabilities as measured by the “Speech, Spatial, and Qualities of Hearing” questionnaire
�S. Gatehouse and W. Noble, Int. J. Audiol. 43, 85–99 �2004��. The results demonstrate that
hearing-impaired listeners show deficits in the ability to use some of the cues which signal auditory
distance. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2404927�
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I. INTRODUCTION

A recent self-report study has shown that hearing-
impaired listeners report deficits in their capability to per-
ceive the distance or motion of sound sources, and that those
reports are related to the hearing handicap experienced by
the listeners �Gatehouse and Noble, 2004�. The questionnaire
used, the “Speech, Spatial, and Qualities of Hearing” test
�SSQ�, enquired about many real-world aspects of listening,
of which distance perception was one. Two of the questions
�see the Appendix� were concerned with distance directly
�e.g., “Do the sounds of people or things that you hear, but
cannot see at first, turn out to be closer than expected?”�,
four others with the distance of dynamic sounds �e.g., “Can
you tell from the sound whether a bus or truck is coming
towards you?”�, and one question with location in general
�“Do you have the impression of sounds being exactly where
you would expect them to be?”�. Gatehouse and Noble
�2004� calculated the partial correlation between the scores
on these SSQ questions and an independent measure of hear-
ing handicap, controlling for better-ear and worse-ear aver-
ages, across a sample of 153 unaided patients �mean age
71 years, mean better-ear-average 39 dB�. They found that
the four dynamic-distance questions correlated with hearing
handicap �r=0.3–0.5�, as did the “further-than-expected”

question �r=0.26�. As similar amounts of correlation were
found for the other items that are traditionally associated
with auditory deficit,1 it was clear that both distance and
motion have prominent associations with hearing handicap.

The primary objectives of the present study were to test
if such deficits in distance perception could be demonstrated
experimentally, and to inquire if the experimental measures
corresponded to the self-report data. Accordingly, we felt it
was important for the experiment to use ecologically valid
stimuli in a context that was commonly experienced by
hearing-impaired listeners. Voices form one of the distance
topics directly asked in the SSQ, and so the experiment mea-
sured the discrimination of the distance of static, spoken sen-
tences in a room; both of the other two topics—footsteps and
traffic—are primarily dynamic situations, whose reproduc-
tion in the laboratory would have needed quite-complex sig-
nal processing.

The cues to distance perception were reviewed by Cole-
man �1963�, Blauert �1997�, and Zahorik et al. �2005�. One
cue is the intensity or overall level of a sound; in an anechoic
room, it reduces at a rate of 6 dB per doubling of distance by
the inverse-square law, while in any nonanechoic room the
rate is somewhat less; for instance, it was about 4 dB in both
Simpson and Stanton’s �1973� 3.5�3.8 m room and for
Zahorik’s �2002a� 12 m�14 m auditorium. A second cue is
based on a distinction between the first sound to arrive and
all the subsequent sounds. The first sound is the “direct”
sound, and it is independent of the properties of the room; its

a�Author to whom correspondence should be addressed; Electronic mail:
maa@ihr.gla.ac.uk
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level always changes at a rate of 6 dB per doubling of dis-
tance. The subsequent sounds are all reflections from the
surfaces of the room and any objects within it. As their total
level is dependent much less upon distance �in the small
auditorium used by Zahorik, 2002a, it decreased at 1 dB per
doubling of distance�, the relationship between the direct
sound and the reverberation is a second cue to distance.2 This
relationship is often measured by the ratio of the level of the
direct sound to the total level of the reverberant sounds: this
“direct-to-reverberant ratio” is larger for a closer source than
a further source �the exact values depend upon both the room
and the distance, but, as an example, Zahorik’s values for his
small auditorium were approximately +12 dB at 1 m and
0 dB at 10 m�. Both of these two cues were contrasted in our
experiment, as we expected them to be characteristic of the
range of distances commonly encountered by hearing-
impaired people in domestic or public rooms. Two other dis-
tance cues were excluded, as they would only be informative
for much larger or much smaller distances: the effect on the
spectrum due to the differential absorption of the air across
frequency, which only becomes substantial above 15 m or
more �Blauert, 1997�, and the effect on the sound’s interaural
time difference �ITD� and interaural level difference �ILD� of
the listener being close to the source, which is only important
for distances closer than about 1 m �Brungart et al., 1999�.

As the environments inquired about in the SSQ ques-
tionnaire are quite general and often complex, we developed
a synthetic method that had the potential for recreating in the
laboratory the acoustics of many different environments. Our
system—termed the “room-image/circular-loudspeaker-
array” system �“RI-CLA”�—used a computational method to
calculate the acoustics of a medium-sized, virtual room and
combined that with a circular array of loudspeakers placed in
a smaller, laboratory room. For computational simplicity the
virtual room was set to be rectangular, with dimensions of
7 m wide by 9 m long by 2.5 m high �volume=158 m3�. It
was chosen to be representative of a normal room that might
be commonly encountered by a listener; its size was also
close to that of the 7.6 m�8.75 m real classroom used by
Nielsen �1993�. Each wall of the virtual room was given an
absorption value of 0.5 �i.e., 3 dB loss per reflection�, but the
floor and ceiling were made perfect absorbers as there were
no loudspeakers above or below the listener in our array. The
overall reverberation time of the virtual room was about
250 ms �Sabine, 1964�.

This method contrasts with the more obvious one of
using loudspeakers placed at different distances in a real en-
vironment, such as an anechoic room �e.g., Nielsen, 1993�, a
nonanechoic room �e.g., Nielsen, 1993�, or outdoors on an
open field �e.g., Ashmead et al., 1995�. Such environments,
however, offer limited flexibility or generality, whereas syn-
thetic environments avoid these problems, and can be created
using loudspeakers or headphones. Three studies have inves-
tigated distance synthetically using headphone presentation
allied to the techniques of “virtual auditory space” �e.g.,
Wightman and Kistler, 1993, 2005�: Zahorik �2002a� re-
corded the acoustics of a small auditorium using binaural
in-ear microphones and then presented those over head-
phones, while Bronkhorst and Houtgast �1999� and

Bronkhorst �2001� used a computational model to calculate
the acoustic environment of a room, which they then con-
volved with a set of head-related-transfer functions
�“HRTFs”�. We deliberately chose loudspeakers for the final
presentation so that we could compare the present data with
future experiments on the benefits or drawbacks of aided
listening, as placing headphones over hearing-aids would
have severely compromised the frequency characteristics and
the directivity patterns of the aids.

We used an implementation of the “room-image” proce-
dure �e.g., Allen and Berkeley, 1979; Peterson, 1986; Kom-
pis and Dillier, 1993� to calculate the acoustic characteristics
of the room. This procedure was used by Bronkhorst and
Houtgast �1999; Bronkhorst, 2001� in their studies of dis-
tance perception, as well as in nondistance studies that re-
quired the acoustic environment of a room �e.g., Culling et
al., 2003; Zurek, 2004�. It calculates a list of all the sounds
that reach a single point in space—the virtual “listener”—
each labeled with an arrival direction, time, and level. We
then presented each one of these sounds, individually, from
the loudspeaker whose azimuth was closest to the arrival
direction, at the arrival level, and after waiting for its arrival
time. The result is a recreation at the center of the loud-
speaker array of the acoustics experienced by the virtual lis-
tener in the virtual room.3

II. METHOD

A. Design

Psychometric functions were measured for the distance
discrimination of spoken sentences in a virtual room. A two-
interval forced-choice procedure was used to measure the
psychometric functions. In one interval, a sentence was
simulated to be at a reference distance, while in the other
interval, a different sentence was simulated to be at some
comparison distance. One of the sentences was spoken by a
man, the other by a woman. The task was to decide which of
the two sentences was furthest. The two reference distances
that were chosen—2 m and 5 m—represented typical real-
life situations. The comparison distances were either closer-
than or further-than the reference. This design gave psycho-
metric functions for four tasks: closer-than 2 m �“2-Closer”�,
further-than 2 m �“2-Further”�, closer-than 5 m �“5-Closer”�,
and further-than 5 m �“5-Further”�.

Each of the four psychometric functions was measured
for two conditions of the overall level of the stimuli. In one
set �“Normal-Level”�, the levels of the sound were those
calculated by the room-image procedure. For these, both the
overall level and the relationship between the direct and the
reverberant sounds �here characterized by the direct-to-
reverberant ratio� were available to determine which of the
two sentences was further away. In the second set of condi-
tions �“Equalized-Level”�, the overall level of the compari-
son interval was equalized to that of the reference, and so the
direct-to-reverberant relationship was the primary cue to the
relative distance of the two sentences.
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B. Apparatus

The stimuli were presented using a circular array of 24
loudspeakers that we had developed for other applications. It
was installed in a small room, 2.5 m wide by 4.4 m long by
2.5 m tall. The room was acoustically treated to reduce its
reverberation time, although it was not anechoic. The walls
and inside surfaces of the two doors were faced with a 25
-mm-thick layer of sound-absorbing foam �“Melatech”�
decorated by a thin, light fabric. The ceiling was a suspended
network of acoustic tiles, and the floor was carpeted. The
reverberation time �T60� of the room was found by measur-
ing the decay of impulsive sounds using Schroeder’s �1965�
method; it was 120, 100, 90, 70, 60, and 60 ms, for the
octave bands at 250, 500, 1000, 2000, 4000, and 8000 Hz,
respectively. The A-weighted levels in the octave bands from
125 to 8000 Hz were, respectively, about 27, 28, 27, 22, 16,
19, and 13 dB, giving an overall A-weighted level of ap-
proximately 35 dB sound pressure level.

The loudspeaker array was placed near one end of the
experimental room �see Fig. 1�. Each loudspeaker was a
Phonic Sep-207, consisting of a 6.25 in. bass driver, a 1 in.
tweeter, and an amplifier inside an 11.5 in.�7.8 in.
�9.3 in. cabinet. Their nominal −3 dB frequency response
was 70–20 000 Hz. The loudspeakers were attached to a
custom-made aluminum frame, such that the loudspeakers
formed a horizontal circle 1.2 m off the floor and of 0.9 m
radius �both measured to the center point of the front of the
loudspeaker cabinets�. The loudspeakers were placed at azi-

muths of 0° �straight ahead�, 15°, 30°,…330°, and 345°. The
front of the loudspeaker cabinets were covered in another
layer of sound-absorbing foam, with holes cut out for the
drivers, which was done in order to minimize reflections
from the cabinet faces. The listener sat in the center of the
array, facing the 0° loudspeaker. A small, low table was
placed in front of the listener, on which sat a touch screen for
collecting responses.4

The loudspeaker feeds were derived from a PC com-
puter, equipped with a 24-channel digital audio interface
�Mark of the Unicorn MOTU 2408�, whose output was fed
into three 8 channel digital-to-analog converters �Fostex VC-
8�, monitored via three 8 channel VU meters �Behringer Ul-
tralink Pro�, and then passed through three computer-
controlled gates �custom-programmed digital signal
processor chips� before being sent to the loudspeakers. The
presentation of each sound was controlled by a custom-
written software package.

C. Stimuli

The stimuli were spoken sentences from the 336-
sentence Bamford–Kowal–Bench �‘BKB’; Bench and Bam-
ford, 1979� and 270-sentence Adaptive Sentence Lists
�‘ASL’; Macleod and Summerfield, 1987� corpora. The BKB
sentences were spoken by a female, the ASL by a male; both
were native British-English speakers. Both sets of sentences
had a simple syntactical structure �e.g., “The leaves dropped
from the trees”�, with an average length of 1.5 s. The aver-
age levels of the sentences varied naturally, with a standard
deviation of 1.2 dB �ASL sentences� or 1.5 dB �BKB sen-
tences�.

The virtual room was set to be 7 m wide by 9 m long by
2.5 m high �Fig. 2�. The virtual receiver, representing the

FIG. 2. Plan of the virtual room, showing the position of each of the virtual
sources and the listener’s head.

FIG. 1. Plan of the experimental room, showing the array of speakers, the
response box, the chair, and a listener.
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listener, was set to be 1 m in from one corner, at a height of
1 m, while the virtual sources were set to be at distances of
1 to 8 m from the listener �at steps of either 1 /3 or 1 m�, at
an angle of 30° relative to the long wall, and again at a
height of 1 m. The virtual receiver faced the line of sources:
from its perspective, it was looking diagonally across the
virtual room, and all the virtual sources were directly ahead
of it. This was done to ensure that there was some left/right
asymmetry in the sounds. Each of the walls of the virtual
room had an absorption value of 0.5, corresponding to a
3 dB loss per reflection. Because our loudspeaker array was
installed in the horizontal plane, we set the absorption value
of the floor and ceiling to be 1.0 �i.e., an infinite loss�, so that
all echoes coming from nonhorizontal directions were re-
moved. The Sabine equation gave a reverberation time for
the virtual room of 250 ms �Sabine, 1964�.

An implementation of Allen and Berkeley’s �1979�
room-image procedure was used to calculate the direct and
the first 74 reflected sounds in the virtual room; we felt that
75 sounds was a suitable compromise between the complex-
ity of the presentation—mainly limited by the speed of the
array-control computer—and the accuracy of the simulation
�cf. Bronkhorst and Houtgast, 1999�. Figure 3 illustrates the
calculations for a virtual distance of 5 m. The solid rectangle
shows the original, virtual room, with the cross marking the
location of the receiver and the filled circle marking the lo-
cation of the virtual source. Each of the dashed rectangles
represents one of the room images, in which an open circle
represents its image source. A straight line drawn from any
image source to the receiver represents the path of a sound:
the length corresponds to the distance traveled—which de-
termines both the inverse-square law reduction in level and
the travel time—the angle the arrival angle, and the number

of dashed or solid lines crossed the number of times the
sound has reflected at a wall. The angle of each sound was
then quantized into 15° sectors, and the sound presented
through that sector’s loudspeaker at the required time and at
a level determined by the sum of the inverse-square law and
the number of wall reflections.5

The sound levels generated were measured in situ by
placing a microphone at the center of the loudspeaker array.
The top panels of Fig. 4 show the overall level of the signals
for each of the Normal-Level conditions �filled circles�, as
well as the level of the direct sound alone �asterisks� and the
level of all the reverberant sound �i.e., everything but the
direct sound; open circles�. The level of the direct sound
showed the expected inverse-square dependence on distance.
The reverberant sounds showed much less of a dependence
on distance. The two were approximately equal at a distance
of 4 m; for distances less than this, the overall level was
dominated by the direct sound, while for distances greater, it
was dominated by the reverberant sound. The bottom panels
of Fig. 4 show the corresponding plots for the Equalized-
Level conditions. For these, the overall level from each dis-
tance was corrected so that the sounds at the comparison
distances were at the same overall level as those at the two
reference distances. These correction factors were calculated
directly from the results of the room-image simulation, and
the acoustic measurements showed the equalization had
matched the levels to within 1 dB. This equalization meant
that the change in level of the direct sound with distance was
necessarily much reduced �i.e., there was no longer an
inverse-square dependence for the asterisks�, while the level
of the reverberant sounds now increased with distance �open
circles�. Figure 5 shows the direct-to-reverberant ratio for
each of the distances. The open circles are derived from the

FIG. 3. Schematic illustration of the image method for
calculating the echoes. The original virtual room is
shown by the solid rectangle together with the receiver
�cross� and source �filled circle�. Each of the image
rooms are shown by the dashed rectangles, with the
image source in each shown by the open circles. The
angles are quantized to 15° intervals �dotted lines� for
presentation over the array. The x- and y-axes mark the
scale, in meters.
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acoustical measurements, while the asterisks are the compu-
tational values. This ratio depended upon the distance of the
source, being almost +8 dB at a distance of 1 m but about
−4 dB at a distance of 8 m. For three of the four conditions
�2-Closer, 2-Further, 5-Closer�, the direct-to-reverberant ratio
was positive, while for one �5-Further�, it was negative. The
dependence of direct-to-reverberant ratio with log distance
was well fitted by a straight line, which gave a rate of change
of about −4 dB per doubling in distance.

D. Procedures

The experiment was conducted across two visits, each of
about 2 h. At the beginning of the first visit, each listener
participated in a short demonstration so they became used to
the loudspeaker array and the distance simulation. The lis-
tener was told to imagine that he/she was sitting in a large
classroom, and a sequence of five sentences was then pre-
sented, with the virtual distance of the sentence either ap-

proaching or receding as the sequence progressed. The lis-
tener was asked if he/she felt the talker move, and, if so,
whether the talker approached towards or receded away from
him/herself. These sequences ranged between virtual dis-
tances of 1 and 8 m. Next, single sentences were presented,
and each listener was asked how far away the talker was, if
the talker was in front or behind, and what the sentence was.

A progressive training scheme was then used to train the
listener in the experimental procedure. A two-interval,
forced-choice method was used, in which two sentences
were presented, one simulated to be at the reference distance,
the other simulated to be at the comparison distance. One
sentence was chosen at random, without replacement, from
the ASL set �and so spoken by a male�, the other was simi-
larly chosen from the BKB set �spoken by a female�. The
listener task was to decide if the female was further than the
male or vice versa. No feedback was given. The target inter-
val and sex were counterbalanced across trials. In the train-
ing phase, the listener first undertook 16 trials of the 2 m
reference, Normal-Level conditions, followed by 32 trials of
the 5 m reference, Equalized-Level conditions, and then 64
trials of the 2 m reference, Equalized-Level conditions.

In the remainder of the first session the listener com-
pleted an experimental block for the 2 m reference distance
followed by an experimental block for the 5 m distance.
Each block lasted about 20 minutes and consisted of 168
trials �one reference distance times seven comparison dis-
tances times Equalized-Level or Normal-Level, presented 12
times each and in a random order�. In the second session, the
listener completed two more of each of the experimental
blocks. The results were based on the results from all the
experimental blocks, and so there were 36 trials for each
point on each psychometric function.

E. Listeners

The listeners were patients and volunteers from the local
population as well as members of staff. Seventy-eight listen-
ers took part; one listener was removed as his best discrimi-
nation score was just 64%; in contrast, the best discrimina-
tion scores of the other 77 listeners were 86% or better. They
were aged between 22 and 83 years �mean 54 years; stan-
dard deviation 14 years�. Their hearing levels �defined as the
average of the audiogram values at 500, 1000, 2000, and
4000 Hz, in their better ears� ranged from −5 to 59 dB HL
�mean=20 dB; standard deviation=16 dB�. Figure 6 shows a
plot of their hearing loss against age. The open circles mark
those listeners who had completed a SSQ questionnaire �see
below�; the asterisks those who did not. As the distribution
was similar to the UK National Study of Hearing �Davies,
1995�, which is shown by the solid line, the sample of lis-
teners was a fair representation of the UK population.

For some of the analyses we divided the listeners into
three equal-sized groups, according to age and hearing loss
�see Table I�. We defined an older hearing-impaired group,
an older normal-hearing control group, and a younger,
normal-hearing control group. The two older-adult groups
were matched for age; it was not possible to match the
hearing-levels of the two normal-hearing groups. Fifteen of

FIG. 4. The measured levels produced at the center of the array, for each of
the virtual sources, as a function of the virtual distances. The asterisks mark
the level of the direct sound, the open circles the level of all the other
�reverberant� sounds, and the filled circles the combined level. The four
panels are for the reference distance �2 or 5 m� crossed by the condition
�normal or equalized level�.

FIG. 5. The direct-to-reverberant ratios for each of the virtual sources. The
circles are derived from the measured levels reported in Fig. 4; the asterisks
are computed directly from the results of the image-source method. The
dashed line marks a direct-to-reverberant ratio of 0 dB.
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the 19 individuals in the older, hearing-impaired group had
sensorineural losses �defined by air-bone gaps �10 dB�, the
other four had mixed losses.

Two-thirds �53/77� of the listeners also completed the
SSQ questionnaire �Gatehouse and Noble, 2004; Noble and
Gatehouse, 2004�. They formed a representative selection of
our population, although there was an under-sampling of
people aged between about 30 and 60 �Fig. 6�. As our focus
was the distance questions of the SSQ, we generated three
summary measures of the SSQ responses �see Appendix�:
“expected-distance” �items 15 and 16�; “expected location”
�17�, and “dynamic-distance” �8, 9, 12, 13�. Each response to
a question was marked from 0 to 10, with 0 representing
complete inability or absence of a quality, and 10 represent-
ing complete ability or presence of a quality.

III. RESULTS

A. Group results

The average psychometric functions for the three groups
of listeners in the Normal-Level conditions are shown in the
panels of Fig. 7. Within each panel, the four tasks of
2-Closer, 2-Further, 5-Closer, and 5-Further are marked by
open circles, filled circles, open hourglasses, and filled hour-
glasses, respectively. The error bars mark the
±95%-confidence intervals for each point of the psychomet-
ric functions; a score of 50% corresponds to chance. The left
column plots the data as a function of the difference in dis-
tance between the two intervals of each trial, �r; the right
column plots the same data as a function of the percentage
change from the closest of the two distances, �r /rmin. The
lines show psychometric functions fitted to the group data,

and assume that d� was proportional to �r; the 5-Further
psychometric functions are shown by dashed lines to differ-
entiate them from the others.

In the left-hand panels it can be seen that there was a
clear advantage for the 2-Closer task over the 2-Further task
and for the 5-Closer task over the 5-Further task, and also
that both the 2 m tasks were easier than either of the 5 m
tasks. That is, the listeners found distance discrimination to
be easier for a closer target than for a further target when
expressed as �r; for example, 1 vs 2 m was easier than 2 vs
3 m, and both were easier than 4 vs 5 m or 5 vs 6 m. These
results reflect the well-known result that discrimination

FIG. 6. The mean hearing loss in their better ear of the 77 listeners who took
part in the experiment, plotted as a function of their age. The values are the
average of 500, 1000, 2000, and 4000 Hz. The open circles are those listen-
ers who completed a SSQ questionnaire; the asterisks are those who did not.
The solid line plots the mean hearing loss from the UK National Study of
Hearing �Davies, 1995�.

TABLE I. The age and hearing-loss classifications used to define the three groups.

Age, years Hearing loss, dB
Group N Conditional Mean Conditional Mean
Younger, normal hearing 19 �45 33 �=25 5
Older, normal hearing 19 56–69 61 �=25 14
Older, hearing impaired 19 56–69 63 �25 38

FIG. 7. Average psychometric functions for the Normal-Level conditions
from each of the three groups of listeners �young normal, older normal, and
older hearing impaired�. The four functions in each panel are for the four
tasks of “2-Closer,” “2-Further,” “5-Closer,” and “5-Further.” In the left
column the data are plotted as a function of the difference in distance be-
tween the two trials, �r; in the right column the same data are plotted as a
function of the percentage change in distance, �r /rmin. The lines show psy-
chometric functions fitted to the group data, assuming that d� was propor-
tional to �r; the 5-Further psychometric functions are shown by dashed
lines to differentiate them from the others. Chance performance is 50%.
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thresholds for distance are generally larger for further source
distances �see review by Zahorik et al., 2005�. The right-
hand panels show that the data are almost invariant across
task when plotted as a function of �r /rmin; discrimination
threshold �taken as 75% correct� corresponded to a �r /rmin

of about 25%. The exception was the 5-Further task, which
generally gave lower performance than the other tasks. This
was especially so for the older-impaired group �bottom-right
panel�; here discrimination threshold corresponded to a
�r /rmin of approximately 50%.

Figure 8 plots the corresponding data for the Equalized-
Level conditions. Performance was lower overall, and many
of the psychometric functions—especially those for the
older-impaired group—were near chance. The invariance
with distance ratio was mostly observed, although here it
was the 2-Closer task �open circles� that appeared to give
lower performance than the other tasks. None of the average
functions reached threshold �75%�, but an extrapolation of
the functions would give a discrimination threshold of, at
best, a �r /rmin of somewhere around 200%.

In order to formally compare the results across groups
we calculated the average score across the three points with
nonzero �r /rmin in each of the psychometric functions. The
results for the Normal-Level conditions are shown by the
histogram bars in the top panel of Fig. 9. The arrows mark
the significant comparisons, with a criterion for significance
of p�0.05. Nonparametric statistical tests showed that there

was an overall effect of listener group for the 2-Closer and
5-Further tasks �respectively, Kruskall-Wallis H=8.0, p
�0.05 and H=9.7, p�0.01�; within these, the younger-
control group gave significantly lower scores than the older-
control and older-impaired groups for the 2-Closer task �re-
spectively, Mann-Whitney Z=2.2, p�0.05, and Z=2.5, p
�0.05�, while the older-impaired group gave significantly
lower scores than the older control group in the 5-Further
task �Z=3.1, p�0.01�. Neither the 2-Further nor 2-Closer
tasks gave a significant overall effect �respectively, H=1.8,
not significant; H=1.8, not significant�. The equivalent re-
sults for the Equalized-Level conditions are shown in the
bottom panel of Fig. 9. Significant effects of listener group
were found for the 2-Further, 5-Closer, and 5-Further tasks
�respectively, H=8.2, p�0.05; H=8.4, p�0.05; H=14.0,
p�0.01�. In all three tasks, the older-impaired group per-
formed worse than the younger-control group �respectively,
Z=2.6, p�0.01; Z=3.1, p�0.01; and Z=3.5, p�0.01�, but
the older-impaired group performed worse than the older-

FIG. 8. As Fig. 7 but for the Equalized-Level conditions.
FIG. 9. Top panel: Average discrimination thresholds for each of the three
groups of listeners for the four tasks in the Normal-Level conditions. The
error bars are the 95% confidence intervals. The discrimination thresholds
were calculated for d�=1. Bottom panel: Average percent correct for each of
the three groups of listeners for the four tasks in the Equalized-Level con-
ditions and in the Normal-Level conditions. The values are the averages of
the three right-most points in each psychometric function plotted in Figs. 7
and 8. The error bars are the 95% confidence intervals. Chance performance
is 50%. In both panels the arrows mark the significant comparisons reported
in the main text.
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control group in only the 2-Further and 5-Further tasks �re-
spectively, Z=2.3, p�0.05; Z=2.8, p�0.01�. No effect was
found for the 2-Closer condition �H=3.0; not significant�.

B. Individual results

Further insight into the results can be found from con-
sidering the individual data. The four panels of Fig. 10 show,
for each of the normal-level tasks, each individual’s score in
the last point of the psychometric function as a function of
their hearing loss �in 92% of the cases, this point gave the
highest score on the psychometric function�, for which the
absolute difference in distance �r was either ±1 �2 m tasks�
or ±3 m �5 m tasks�. As each point was based on 36 trials,
the expected ±95% confidence interval about a score of 50%
was a score range of ±17%. In the 2-Closer and 5-Closer
tasks �top row�, most of the listeners were performing the
task at ceiling for this point �for the 2-Closer task, 54/77
listeners either scored maximum or made one mistake in the
36 trials; for the 5-Closer task, 67/77 listeners did the same�.
Nevertheless, in the 2-Closer task �top-left panel�, there was
a surprising number of normal-hearing listeners who per-
formed lower than ceiling. In the 2-Further and 5-Further
tasks �bottom row�, the results were more variable; only a
minority of listeners performed at ceiling �the corresponding
counts were 11/77 and 6/77�, while even at the lowest levels
of hearing loss there were some listeners who performed
notably poorly. The nonparametric correlations �Spearman’s
rho� of performance with hearing loss for the four tasks, in
the order 2-Closer, 2-Further, 5-Closer and 5-Further, were,
respectively, +0.27, −0.11, −0.01, and −0.39 �p�0.02, not
significant, not significant, p�0.01�.

The corresponding plots for the Equalized-Level condi-
tions are shown in Fig. 11. In all four tasks there was a
significant nonparametric correlation with hearing loss �re-
spectively, r=−0.25, −0.34, −0.42, −0.49; p�0.03, �0.01,

�0.01, �0.01�. Inspection of the graphs showed that the
correlations were probably due to a relative lack of listeners
who had high hearing losses and who performed well; at the
lowest levels of hearing loss, the range of performances
found was generally from 50% to 100%, but at the higher
levels of hearing loss �25 dB or more�, no one performed
above 75%.

C. SSQ results

Table II reports the nonparametric correlations between
the three summary measures of the SSQ distance questions
and the average scores in each of the experimental conditions
�columns 1–4� and with the average score across all the con-
ditions �column 5�. Apart from the 5-Further task with the
“expected distance” summary measure, none of the Normal-
Level data correlated significantly with any of the SSQ re-
sponses. In contrast, the majority of the correlations of the
Equalized-Level data with the SSQ responses were signifi-
cant; the correlation coefficients with the “expected distance”
and “expected location” summary measures were about
equal, although the correlation coefficients with the
“dynamic-distance” summary measure were slightly less.
That the signs of the significant correlations were all positive
was expected: a higher mark on a SSQ item represented a
better self-reported capability than a lower mark, while a
higher score on the experimental test represented better dis-
tance discrimination than a lower score.

IV. DISCUSSION

A. Experimental results

We measured distance discrimination in a virtual 7 m
�9 m room for a population of normal-hearing and hearing-
impaired listeners. When the levels of the sentences were
“normal,” in that the differences in overall level due to the
effect of the inverse-square law were available, the threshold

FIG. 10. Individual scores in the best �right-most point�
in each of the psychometric functions, plotted as a func-
tion of each individual’s hearing loss for the Normal-
Level conditions.
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�taken at 75% correct� corresponded to a relative change in
distance �r /rmin of about 25%. Only for the “further-than”
task with the 5 m reference distance did a group of elderly
hearing-impaired individuals perform worse than an age-
matched normal-hearing group; there the threshold �r /rmin

was about 50%. These thresholds were derived from psycho-
metric functions that assumed d� was proportional to the
absolute change in distance �r, which, apart from one con-
dition, gave good fits to the data �the fits were worst for the
5-Further task�. When the level of the sentences was equal-
ized, in that the effect of the inverse-square law was re-
moved, performance was substantially worse in every condi-
tion. Everyone with a hearing loss more than about 25 dB
performed at chance, and there was substantial individual
variation even in the normal-hearing listeners: some were
able to discriminate the distances well, while others were
also at chance. Thresholds could not be reliably determined
for these cases, but visual inspection suggested they would
be of the order of 200%.

The previous studies of distance discrimination were re-
viewed by Zahorik et al. �2005�. There is little agreement on
threshold values, and both the methods used and the acoustic

environment affect the results. The smallest values have been
found for anechoic or pseudo-anechoic �outdoor� environ-
ments; for instance Ashmead et al. �1990� reported a thresh-
old change as small as 6% using an anechoic chamber with
reference distances of 1- and 2-m and with a 500 ms broad-
band noise. A useful comparison may be made with Simpson
and Stanton’s �1973� study who, like us, were also interested
in normal situations of indoor listening. They used a 3.5
�3.8 m sound-treated room, which they described as acous-
tically complex with some reverberant sound, and which
gave a rate of change of overall level of 4 dB per doubling of
distance; they did not report its reverberation time. A
1600 Hz pulse train served as the stimulus, which was con-
tinually presented while the loudspeaker was moved until the
listener reported that it had moved. For a reference distance
of 2.3 m they found difference limens of 13% and 15% �ex-
pressed as �r /rmin; the first value is for a target closer-than
the reference, the second for further-than�. We are unsure
why this value is lower than what we found, but it may relate
to our use of spoken sentences as stimuli. These were chosen
specifically because they are typical and because speech is a
prominent topic in the SSQ questionnaire; had we adopted

FIG. 11. As Fig. 10, but the individual scores for the
Equalized-Level conditions.

TABLE II. Correlations of the summary measures of the SSQ items with the experimental data.

SSQ summary measure Condition

Task

All2-Closer 2-Further 5-Closer 5-Further

Expected distance �15, 16� Normal Level −0.03 0.20 0.25 0.28a 0.21
Expected location �17� Normal Level 0.06 0.17 0.05 0.24 0.14
Dynamic distance �8, 9, 12, 13� Normal Level −0.16 −0.11 −0.04 0.12 −0.05
Expected distance �15, 16� Equalized Level 0.32a 0.47b 0.40 0.25 0.40b

Expected location �17� Equalized Level 0.30a 0.39b 0.36b 0.26 0.37b

Dynamic distance �8, 9, 12, 13� Equalized Level 0.22 0.30a 0.29a 0.14 0.28a

aSignificance level �0.05.
bSignificance level �0.01.
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other stimuli, we might have compromised the relationship
between the experimental measure and the questionnaire
data. But spoken sentences have fast, dynamic, unpredictable
variations in level, and the mean level of each sentence in the
present databases also varied by about 1–1.5 dB. It is pos-
sible that both effects contributed to a detriment on the psy-
chophysical performance, as stimulus-specific effects have
been observed before in distance studies: for instance,
Zahorik �2002a� noted that listeners placed more weight on
the direct-to-reverberant ratio for a noise-burst stimulus than
for a single spoken-syllable stimulus.

Most of the listeners suffered considerable difficulties in
comparing the distances of sounds in situations where
changes in the overall level were unavailable and the primary
cue to distance was the relationship between the direct and
the reverberant sounds. We estimated a �r /rmin of some-
where around 200% in the Equalized-Level conditions,
which compares poorly to the excellence of distance discrim-
inability when overall level was the primary cue �e.g. Simp-
son and Stanton, 1973; Strybel and Perrott, 1984; Ashmead
et al., 1990�. It is also somewhat larger than that found by
Zahorik �2002b�, who determined the discrimination thresh-
old for distance via measurements of the discrimination
thresholds for the direct-to-reverberant ratio itself using a
virtual-acoustic, headphone-presentation method. His results
gave a direct-to-reverberant discrimination threshold of
about 5 dB, corresponding to a distance-discrimination
threshold of 2.59 when expressed as a factor of the reference
distance or 159% when expressed as �r /rmin. Zahorik also
noted that it was similar to the factor �2.04, or a �r /rmin of
104%� that he independently derived from a consideration of
the variability in listeners’ reports of apparent distance that
he had collected in an earlier experiment in a small audito-
rium with a reverberation time of around 700 ms �Zahorik,
2002a�.

There was considerable individual variability in the
Equalized-Level conditions, however, and inspection of the
results shown in Fig. 11 shows that some listeners may have
been performing significantly worse than chance. This would
suggest that they were using the total level of the reverberant
sounds as a cue, rather than the direct-to-reverberant ratio: as
can be seen from Fig. 4 �open circles�, in the Equalized con-
ditions this increased with distance, so, if a listener was de-
ciding on the furthest away of the stimuli in the two intervals
by choosing that with a lower level, he/she would be marked
wrong. To quantify this possibility, we fitted psychometric
functions �as before, assuming d���r� to each of the indi-
vidual datasets and calculated the distribution of the slopes
of the functions; any listener who responded on the basis of
the direct sound would give a negative slope, any listener
who randomly guessed would give a zero slope, and any
listener who responded on the basis of the direct-to-
reverberant ratio would give a positive slope. The results are
plotted as asterisks in Fig. 12; it can be seen that there were
a substantial number of listeners who gave negative slopes.
Some of these slopes will have happened by chance, how-
ever; to estimate these, we simulated 10 000 “chance” psy-
chometric functions, in each of which the score for each of
the four points was obtained from 36 trials of random guess-

ing, and fitted psychometric functions to those. The simu-
lated distribution is shown by the dashed line in each panel
of Fig. 12. On the upper side of the distributions, there are
always more listeners than expected from the simulation who
gave positive slopes; this indicates that some listeners could
do the task and responded on the basis of the direct-to-
reverberant ratio. Only in the lower side of one distribution
�2-Closer; top-left panel� were there more listeners—about 5
out of 77—than expected who gave negative slopes. That is,
about 6% of listeners in this condition appear to have re-
sponded on the basis of the level of the reverberant sounds.

The open circles in Fig. 12 plot the results of the corre-
sponding analysis of the Normal-Level conditions; as ex-
pected, all the listeners showed positive slopes, indicating
they were responding on the basis of overall level.

One of the principle objectives of the present experiment
was to determine if there were any effects of hearing impair-
ment on distance perception. With the Normal-Level stimuli,
we found poorer performance only for the 5-Further task. As
this was a condition where the change in the reverberant field
dominated, it suggests that hearing-impaired listeners may
have a reduced capacity to discriminate distances using the
relationship between the direct sound and the reverberant
field. This interpretation is consistent with the data from the
Equalized-Level conditions, where performance of the
hearing-impaired group was essentially at chance �but note
that a substantial number of the non-impaired listeners also
performed near chance in these conditions�.6 It parallels the
common experience that hearing-impaired listeners endure
many problems in reverberant or noisy environments. It also
suggests that listeners with sensorineural hearing loss rely

FIG. 12. Top left panel: Distribution of the slopes of the individual psycho-
metric functions for the 2-Closer task in the Normal-Level condition �open
circles� and in the Equalized-Level conditions �asterisks�. The dashed line
plots the expected distribution given chance performance, found using a
computer simulation. Other panels: corresponding results for the other con-
ditions of the experiment. Note that the abscissa for the bottom panels is
different from the abscissa for the top panels.
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primarily on changes in overall level as a cue to differences
in distance. If so, then any signal processing and fitting fea-
tures in hearing aids or cochlear implants which can compro-
mise overall level—for example, aggressively applied, fast-
acting multi-channel wide-dynamic-range compression, or
adaptive directional microphones—might carry penalties in
distance perception. Such features are usually designed to
offer advantages in simple speech intelligibility, but for some
patients distance perception �and spatial listening in general�
is an important contributor to their experience of hearing
handicap: for them, any feature that changes overall level
may actually be disadvantageous.

In a room the level of the direct sound reduces at 6 dB
per doubling of distance while the level of the reverberant
sound often reduces at a rate of the order of 1 dB. Thus it
would be expected that distance perception would become
more problematic for hearing-impaired listeners the further
away the target was. The point at which the levels of the
direct sound and reverberant field are equal—the critical
distance—depends upon the size of the room and its acoustic
properties. For our virtual room, the critical distance was
4 m �Fig. 5�. Although the direct-to-reverberant ratios in our
room were similar to those measured in a real classroom of
approximately the same size �Nielsen, 1993, reported values
at 1 and 5 m of 8.3 and −3.4 dB; ours were +8 and −1 dB�,
our room had a relatively short reverberation time for its size
�Nielsen’s value was about 500 ms; ours was about 250 ms�.
Longer reverberation times would reduce the critical dis-
tance, and so extend the range of difficult distances for
hearing-impaired listeners.

The second principle objective was to determine if the
experimental measure of distance perception was related to
the self-report data from the SSQ questionnaire. Although
the experimental method was much more controlled and con-
strained than the topics included in the SSQ, the data do
provide some support in the performance domain for those
self-reports.7 For the Normal-Level conditions, there was
only one significant correlation; the 5-further task with the
“expected distance” SSQ score. That the overall-level cue
was weakest in that 5-further condition, and that the majority
of correlations between the Equalized-Level data and the
SSQ scores were statistically significant, suggests that listen-
ers’ subjective ratings of distance capability may be deter-
mined by their experience in environments dominated by
direct-to-reverberant ratio rather than by overall level. There
was little distinction between the “expected distance” and
“expected location” summary measures, which was perhaps
to be expected given the similarity in the questions. The
correlations with the “dynamic distance” summary measure
were, on average, the least. This may have been due our use
of static sentences; a dynamic experiment, incorporating
moving stimuli, may be required to reveal strong correlations
with those SSQ items.

B. Distance simulation with a 24-loudspeaker array

The methods used in previous distance experiments have
either presented stimuli from loudspeakers at differing dis-
tances in real rooms or outdoors �e.g., Nielsen, 1993; Ash-

mead et al., 1995�, or from headphones using virtual-
acoustic techniques �e.g., Bronkhorst and Houtgast, 1999;
Zahorik, 2002a�. We do not know of any published studies
that have used a synthetic loudspeaker-based system similar
to our RI-CLA system, while we know of only one study that
has used the more-complex method of wave-field synthesis
�Kerber et al., 2004�. Our system differs from that in the
emphasis on one point in space—wave-field synthesis �e.g.,
Berkhout et al., 1993� attempts to recreate an accurate sound
field across a substantial portion of space—and in accepting
the curvature of the wave fronts that results from the loud-
speakers being quite close to the listener. The system is simi-
lar to the “Simulated Open Field Environment” developed by
Hafter and Seeber �2004� and Seeber and Hafter �2005�,
which uses a rectangular array of 48 loudspeakers instead of
a circular ring of 24. All the loudspeaker methods have the
advantage that the listener only uses their own HRTFs: there
are no complications with nonindividualized HRTFs; nor are
there any difficulties with the weak externalization of the
percepts that can sometimes occur with headphone-presented
virtual acoustics. Experimental time need not be spent mea-
suring individual HRTFs for each listener, nor are there com-
plications if the experimental design requires the listener to
use hearing aids or cochlear implants. Furthermore, the com-
putational analysis can be extended to generate the acoustics
of most environments, so allowing considerable generality in
future studies.

Our own experiences of the RI-CLA system—and those
of visitors to the laboratory—were that the sounds were in-
deed at distance, and certainly further than the loudspeakers
of the array. We have collected some acoustic and perceptual
data that supports these experiences.

A set of acoustic measurements showed that the sounds
actually found at the center of the loudspeaker array were, as
required, dominated by the echoes calculated by the room-
image method, but with the addition of reverberation from
within the loudspeaker array and the experimental room. The
solid line in both panels of Fig. 13 shows the instantaneous
level �calculated via convolution with a 0.25 ms Hanning
window� of the impulse response of the whole apparatus,
measured by placing a single microphone at the center of the
array, and recording the response to ten clicks �to avoid the

FIG. 13. The instantaneous level of the impulse response of the loudspeak-
ers in the array, recorded in three conditions: 2 m virtual source �left panel,
gray line�; 5 m virtual source �right-panel, gray line�, and a real source at
1 m �both panels, solid line�. The recordings have been bandpass filtered
between 200 and 12 000 Hz to avoid the background noise in the room, and
are the result of time aligning the responses to ten individual clicks and then
averaging.
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background noise in the room, the recordings were high-pass
filtered from 200 to 12 000 Hz�. The largest pulse was the
direct sound, followed by a set of individual reflections, of
which the clearest was at 5.4 ms and which was due to the
sound reflecting from the opposite side of the array to the
source loudspeaker, and then followed by a decaying re-
sponse, at a rate of approximately −0.75 dB per ms. The
gray lines in each panel show the equivalent recordings for
the 2 m virtual source �left panel� and the 5 m virtual source
�right panel�. Both of these contain substantially more reflec-
tions than the impulse room of the apparatus itself, and dem-
onstrate the dependence of the level and delay of the direct
sound on distance. The results show that the present method
is suitable for recreating complex acoustic environments, de-
spite the nonideal acoustics of the loudspeaker array and the
room.

Additional perceptual data showed that, on average, the
apparent distance of a spoken sentence was underestimated
in comparison to the virtual distance the sentence was syn-
thesized to be at; this result is consistent with the commonly
observed underestimation of the distance of a real source
�see meta-analyses by Zahorik, 2002a, and Zahorik et al.,
2005�. During the initial, demonstration part of the experi-
ment we asked listeners to report the apparent distance of a
5 m sentence: 81% of the listeners reported it as further than
the actual loudspeakers, and 24% reported it as outside the
experimental room. The listeners were also asked to estimate
numerically the apparent distance of sources at 2, 5 and 8 m:
the mean responses were 1.5, 3, and 4 m. Although our lis-
teners had few visual markers with which to calibrate their
numerical estimates of distance, and that the purpose of the
demonstration was to provide structured practice and training
to the listeners instead of formal experimental data, the data
are suggestive that the RI-CLA system provided a good ex-
perience of auditory distance.

Nevertheless, there are some limitations in the present
system, primarily due to the design and loudspeaker array
and to the computer model used to calculate the acoustic
environment of the room. First, we noticed occasional �7%�
front/back errors in the demonstration phase of the experi-
ment. Second, as the radius of the array is only 1 m, the
wave fronts of the sounds will still be somewhat curved
when they reach the listener. An application of the inverse-
square law gives a reduction in intensity at the far ear com-
pared to the near ear, of, at most, 1.8 dB, and so would be
minor in comparison to the expected interaural level differ-
ences of up to about 30 dB. Third, the apparent direction of
the virtual source would tend towards the direction of one of
the loudspeakers if the listener does not sit at the exact center
of the array. If one sets as a criterion a difference between
apparent and required angles of 10°—a reasonable value for
a nonexperienced hearing-impaired listener to notice a mis-
alignment in azimuth—then a geometric calculation shows
that for a virtual distance of 8 m, the listener must sit within
±20 cm of the center of the array. This size of this “sweet
spot” is inversely dependent on the virtual distance; for a
2 m virtual source, it is ±40 cm. Finally, our implementation
of Allen and Berkeley’s �1979� room-image procedure was
deliberately restricted in its acoustic complexity, primarily in

not using frequency-dependent absorption coefficients. It is
clear that the final performance of any distance-synthesis
system will be dependent upon the accuracy of the compu-
tational model; for instance, frequency-dependent effects
were included by Bronkhorst �2001� in his calculation of the
acoustics of a virtual room. We are presently exploring more
complex algorithms.

C. Summary

The experimental results demonstrated that listeners
with sensorineural hearing loss show deficits in the ability to
use some of the cues—primarily the direct-to-reverberant
ratio—that underpin distance perception, and the compari-
sons between the experimental data and the questionnaire
responses suggest that hearing-impaired listeners may be
thinking of environments dominated by direct-to-reverberant
ratio when reporting their distance capabilities. Although the
synthetic-distance paradigm used was simplified from the
complexities and richness of everyday listening situations,
the correspondence between performance on our constrained
experimental task and a listener’s self-reported capability
was encouraging. We plan on future studies that will address
the challenges of making the environments more realistic
while retaining experimental tractability, and expect to study
the advantages and potential penalties of signal processing in
hearing aids and cochlear implants.
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APPENDIX: DISTANCE QUESTIONS FROM THE SSQ
QUESTIONNAIRE

The “Speech, Spatial, and Qualities of Hearing” Ques-
tionnaire was described by Gatehouse and Noble �2004� and
Noble and Gatehouse �2004�. Its 49 items include speech
perception in noisy and/or dynamic environments, the direc-
tion and/or distance of sound sources, the clearness or natu-
ralness of sounds, and the effort or concentration needed to
listen or to distinguish sounds. Distance perception is a topic
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in seven of the 49 items. Items 15 and 16 refer to distance in
general �“expected distance”�, 8, 9, 12, and 13 to the distance
of dynamic sounds �“dynamic distance”�, and 17 to location
in general �“expected location”�:

8. In the street, can you tell how far away someone is,
from the sound of their voice or footsteps?

9. Can you tell how far away a bus or truck is, from the
sound?

12. Can you tell from their voice or footsteps whether
the person is coming towards you or going away?

13. Can you tell from the sound whether a bus or truck is
coming towards you or going away?

15. Do the sounds of people or things you hear, but
cannot see at first, turn out to be closer than expected?

16. Do the sounds of people or things you hear, but
cannot see at first, turn out to be further than expected?

17. Do you have the impression of sounds being exactly
where you would expect them to be?

1For instance, the partial correlation of this speech-domain question with
handicap was also 0.26: “You are talking with one other person in a quiet,
carpeted lounge room. Can you follow what the other person is saying?”

2The rate-of-decay of 1 dB is for the combined level of the reverberation;
each individual sound in the reverberation decays individually at 6 dB per
doubling of distance.

3The present method was our second attempt at a loudspeaker-based synthe-
sis. We had previously tried a cross-talk-cancellation system, but we found
fundamental limitations in its ability to reproduce accurately the ITD and
ILD information underlying spatial perception. This work is described
separately �Akeroyd et al., 2007�.

4We did not take any steps to prevent the listeners from seeing the loud-
speaker array, because its design and placement in the room would have
made it impractical to install any curtains or blinds. Our own experiences of
valid distance percepts were obtained while being able to see the array.

5Note that the whole loudspeaker array was rotated by 30° relative to the
virtual room, and so the direct path was always presented from the 0°
loudspeaker.

6Curiously, the younger, normal-hearing listeners performed worse than the
others in the 2-Closer task. We are at a loss to explain this.

7Although the sizes of the correlations are modest, they were not unusual in
other studies that have compared performance tests to self-report data �e.g.,
Gatehouse, 1991�.
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The author proposed to adopt wide dynamic range compression and adaptive multichannel
modulation-based noise reduction algorithms to enhance hearing protector performance. Three
experiments were conducted to investigate the effects of compression and noise reduction
configurations on the amount of noise reduction, speech intelligibility, and overall preferences using
existing digital hearing aids. In Experiment 1, sentence materials were recorded in speech spectrum
noise and white noise after being processed by eight digital hearing aids. When the hearing aids
were set to 3:1 compression, the amount of noise reduction achieved was enhanced or maintained
for hearing aids with parallel configurations, but reduced for hearing aids with serial configurations.
In Experiments 2 and 3, 16 normal-hearing listeners’ speech intelligibility and perceived sound
quality were tested when they listened to speech recorded through hearing aids with parallel and
serial configurations. Regardless of the configuration, the noise reduction algorithms reduced the
noise level and maintained speech intelligibility in white noise. Additionally, the listeners preferred
the parallel rather than the serial configuration in 3:1 conditions and the serial configuration in 1:1
rather than 3:1 compression when the noise reduction algorithms were activated. Implications for
hearing protector and hearing aid design are discussed. © 2007 Acoustical Society of America.
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I. INTRODUCTION

Exposure to hazardous noise levels is an international
health concern for workers in noisy industries. A conse-
quence of such noise exposure is noise-induced hearing loss.
While noise-induced hearing loss is mostly preventable by
using hearing protectors, many workers do not wear hearing
protectors because they feel that hearing protectors interfere
with communication and reduce the audibility of warning
signals, especially for those who already have hearing loss
�Kahan and Ross, 1994; Morata et al., 2001; Morata et al.,
2005�. The author proposes to adopt the adaptive multichan-
nel modulation-based noise reduction and wide dynamic
range compression algorithms that are commonly used in
digital hearing aids to provide speech- and level-dependent
signal processing and to enhance the performance of hearing
protectors. As the compression and noise reduction algo-
rithms can be implemented in different configurations, the
focus of this study was to investigate effective compression
and noise reduction configurations for the use of hearing
protection. The effects of different configurations on objec-
tive speech intelligibility and subjective preferences were
also examined.

Hearing aid studies reported that adaptive multichannel
modulation-based noise reduction algorithms improved
sound quality and reduced the overall level of noise without
compromising speech understanding in speech spectrum
noise or in noises with limited temporal fluctuations �Alcant-
ara et al., 2003; Bentler, 2005; Bentler and Chiou, 2006;

Boymans et al., 1999; Boymans and Dreschler, 2000; Bray
and Nilsson, 2001; Ricketts and Dhar, 1999; Valente et al.,
1998; Walden et al., 2000; Ricketts and Hornsby, 2005�. The
implications for hearing protector use are that these noise
reduction algorithms can reduce the overall noise exposure
and at the same time maintain speech intelligibility.

Multichannel wide dynamic range compression is typi-
cally used in hearing aids to provide more amplification for
low-level sounds and less amplification for high-level
sounds. It can also provide different amounts of amplifica-
tion for sounds in different frequency regions. When applied
to hearing protectors, wide dynamic range compression can
limit the output of high-level sounds while simultaneously
providing low-level amplification to workers with hearing
loss and/or enhancing the low-level sounds to preattenuated
levels so that workers can still hear sounds they would nor-
mally hear without them. It is possible that if adaptive mul-
tichannel noise reduction and wide dynamic range compres-
sion algorithms are applied to hearing protectors, workers
will be more willing to wear hearing protectors knowing that
their ability to communicate with others and to hear low-
level sounds will not be compromised.

While hearing aids could theoretically be modified to
become hearing protectors by simply adding attenuators at
the hearing aid input and/or output, the successful utilization
of the noise reduction and wide dynamic range compression
algorithms in hearing protectors requires careful consider-
ation of the interactions between the two systems. Chung
�2004� showed that a noise reduction algorithm greatly en-
hanced the modulation depth of a speech-in-noise signal
when a hearing aid was set to linear �i.e., the noise reduction
algorithm reduced the noise level and enhanced the modula-a�Electronic mail: kingchung@purdue.edu
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tion depth of the speech envelope�. When the hearing aid
was set to 3:1 compression, however, the modulation depth
of the speech envelope was greatly reduced compared to the
linear �i.e., 1:1� setting. This indicated that the noise level
was increased and the speech level was decreased when
compression was activated, which is clearly undesirable.

The problem could be due to the serial implementation
of the noise reduction and the compression algorithms in the
test hearing aid used by Chung �2004� �Fig. 1�A��. Noise
reduction algorithms are designed to reduce the level of
noise and, ideally, to leave the level of speech unaltered. On
the other hand, compression is designed to reduce the level
of high-level sounds and to increase the levels of low-level
sounds. Both algorithms depend on level detectors which
estimate the levels of the incoming signal, to determine their
subsequent actions. If the noise reduction algorithm and the
compression algorithm have their own level detectors and
they are implemented in series, the noise reduction algorithm
reduces the level of noise, and when the signal enters the
compression algorithm, the noise �now a low-level signal� is
amplified and speech �now a high-level signal� is reduced.
Thus, the overall level of noise is increased and the overall
level of speech is reduced.

An alternative configuration is to implement the noise
reduction and the compression configurations in parallel,
which means the two systems may share the same level de-
tectors �Fig. 1�B��, use level detectors with different charac-
teristics to detect the signal at the same point in the signal
processing path �Fig. 1�C��, or implement level detectors at
different points in the signal processing path with non-level
varying functions in between �Fig. 1�D��. In these configu-
rations, the amount of gain provided by each frequency
channel is a joint decision of both systems. Theoretically, the
parallel configuration can avoid one system counteracting the
actions of the other and produce a more desirable result �ei-
ther the relative levels of speech and noise remain the same
or increase with compression�. Yet, few research studies have

addressed this issue and little is known about how the two
different configurations affect the noise levels of the outputs,
speech intelligibility, or perceived sound quality, all of which
would contribute to the decision of whether the resulting
system is more desirable for hearing protector use.

The purposes of this study were: �1� to determine the
desirable configuration of the noise reduction and the com-
pression algorithms �i.e., serial or parallel� that would result
in a reduction of the overall level of noise with or without
compression; and �2� to investigate if speech intelligibility
and overall sound quality preferences were affected by the
configurations of the compression and the noise reduction
algorithms.

II. EXPERIMENT 1

In this experiment, the effects of different compression
and noise reduction configurations were investigated using
eight commercial digital hearing aids. Recordings of hearing
aid output were made by using a Knowles Electronic Mani-
kin for Acoustic Research �KEMAR� fitted with digital hear-
ing aids and placed in a three-dimensional sound field. The
noise levels of the recordings were measured in conditions
with and without wide dynamic range compression or noise
reduction algorithms when speech and two types of noises
were presented to KEMAR at four signal-to-noise ratios
�SNRs�. The differences in the amount of noise reduction
when the compression algorithms were set to 1:1 and 3:1
compression ratios were compared.

A. Calibration of the sound field

A three-dimensional speaker array was placed in an
anechoic chamber with four speakers on the ceiling, four at
ear level, and four on the floor. The ceiling and floor speak-
ers were placed at 45°, 135°, 225°, and 315° azimuths and
they were tilted so that the surface of the speakers faced the
center of the speaker array. The ear-level speakers were
placed at 0°, 90°, 180°, and 270° azimuths. Speech was pre-
sented to the ear-level speaker located at 0° azimuth
�Speaker 1� and noise was presented to all speakers including
Speaker 1. The two background noises used in this study
were the speech spectrum noise from the Hearing in Noise
Test �HINT, Nilsson et al., 1994� and a white noise with flat
spectrum up to 10 kHz.

During the calibration process, speech and noise were
presented using Adobe AUDITION 1.0 wave-editing software
from Computer 1 �2.39 GHz Pentium 4 with 1 Gbytes of
RAM� to the speakers via 2 Delta 1010 �M audio� sound
cards. The speech signal was sent to Speaker 1, a Mackie
HR824 powered speaker with a ±1.5 dB frequency response
from 0.039 to 20 kHz and a maximum output of 100 dB
SPL. Uncorrelated noise signals were sent to the Mackie
speaker and through power amplifiers to 11 Hafler M5 speak-
ers �Speakers 2–12�, which have a frequency response of
0.07–21 kHz±3 dB and a maximum output of 100 dB SPL.
The power amplifiers were two four-channel Crown 4210
and one Ressund eight-channel power amplifier.

The noise signals sent to Speakers 1–12 were calibrated
to be 59 dB SPL to generate an overall sound pressure level
of 70 dB when measured at the center of the speaker array in

FIG. 1. Simplified diagrams of two possible configurations of the noise
reduction and the compression systems: �A� series, �B�–�D� parallel.
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the absence of KEMAR. Speech �Speaker 1� was calibrated
to be 80, 75, 70, and 65 dB SPL to generate sound field
signal-to-noise ratios of +10, +5, 0, and −5 dB, respectively.
Then, KEMAR was placed at the center of the speaker array.

B. Hearing aid characteristics

The characteristics of eight digital hearing aids from six
manufacturers are summarized in Table I. Hearing aids from
the same manufacturer were designated the same letter with
the older model named 1 and the newer model named 2.
These eight hearing aids were chosen because they have
adaptive multichannel modulation-based noise reduction al-
gorithms that detect slow modulations of speech �i.e., modu-
lations in the temporal envelope of speech generated by the
opening and closing of the supralaryngeal vocal tract� and
use the estimated speech-to-noise ratio to determine the
amount of amplification in each frequency channel.

No hearing aid with curvilinear compression was chosen
because its compression ratios changed with the input level
and it was thus impossible to determine its compression ratio
for a level-varying signal such as speech. In addition, hearing
aids with noise reduction algorithms that utilized Wiener fil-
ters were not included because the noise levels at the output
of these hearing aids were higher when the noise reduction
algorithms were activated than when deactivated �Chung and
Acker, 2006�, and thus were not suitable for use in hearing
protectors.

The eight digital hearing aids were programmed to have
1:1 and 3:1 compression with a flat frequency response �i.e.,
within 5 dB variation from 0.25 to 5 kHz at 80 dB SPL in-
put� when the hearing aids were worn in KEMAR. The 3:1
compression ratio was chosen for the compression conditions
because this is the typical upper limit for wide dynamic
range compression hearing aids. The input-output functions
of the digital hearing aids were also double-checked in the
Fonix 7000 Hearing Aid Analyzer using the ANSI 1996 test-
ing protocol.

Other advanced signal processing features such as direc-
tional microphones and feedback reduction algorithms were
deactivated. In addition, the reserve gain was set to the mini-
mum and the maximum power output was set to the maxi-
mum in order to avoid the testing materials being processed
by the high-level compression limiting algorithm which typi-
cally have compression ratios higher than 5:1.

C. Recording of the stimuli

The equipment used in the recording process was iden-
tical to that used in the calibration process, except that a
reference microphone �ER11� was hung above KEMAR’s

head to record unprocessed sounds in the sound field. The
outputs of the eight digital hearing aids were recorded at
SNRs of +10, +5, 0, and −5 dB in speech spectrum noise and
white noise when the hearing aids were set to linear or 3:1
compression at four settings:

1. No noise reduction �NR-Off�,
2. Low noise reduction �NR-Low�,
3. Medium noise reduction �NR-Medium�,
4. High noise reduction �NR-High�.

The NR conditions were recorded by activating the noise
reduction algorithm in the hearing aid fitting software �i.e.,
all parameters in the hearing aids were identical in the NR-
Off and NR conditions except the activation of the noise
reduction algorithm�. A total of 64 conditions were recorded
for each of the eight hearing aids �i.e., 4 hearing aid settings
�2 compression settings �4 SNRs�2 noises�.

HINT lists 1 to 3 with sentence spacing identical to the
original HINT were used to simulate an environment in
which a co-worker of the hearing protector users was speak-
ing sentences one by one with pauses in-between. Concat-
enated sentences �lists 1–3� were also recorded to simulate
the environments where the co-worker spoke in paragraphs.
During the recording process, the speech was presented
roughly 10 s after the presentation of continuous noise to
allow time for the noise reduction algorithms to adapt. The
hearing aid output and the reference microphone output were
recorded in the left and right channels of Computer 2
�1.8 GHz Intel Pentium M processor with 512 Mbytes
RAM�.

To ensure all speech signals were presented in the region
with the intended compression ratio �i.e., below the compres-
sion limiting threshold�, the 1:1 NR-Off condition at +10 dB
SNR was always recorded first. The noise level in the left
�hearing aid processed signal� and right �reference signal�
channels were then equalized off-line to eliminate any differ-
ence caused by the gain of the hearing aid. Then, the overall
levels of the concatenated speech were compared. If the
overall level in the hearing aid output is more than 1 dB
lower than that in the reference, it is likely that some of the
speech components were recorded in the output limiting
range of the hearing aid, which compressed speech peaks and
lowered the overall output levels. In such case, the overall
gain of the hearing aid was reduced. In the final recording,
the level differences between the outputs of the hearing aid
and the reference microphone were within 1 dB for all eight
test hearing aids.

Figure 2 shows the output of two hearing aids, C and E1,
when the hearing aid was set to NR-Off, NR-Low, NR-

TABLE I. A summary of the hearing aid characteristics.

Group I Group II

Hearing aid model A B C D1 D2 E1 E2 F
Number of noise reduction channels 15 20 10 14 17 9 16 8
Number of compression channels 15 20 4 14 17 9 16 8
Hearing aid style ITE ITE ITE ITE BTE ITE BTE ITE
Compression and noise reduction configuration Unknown Unknown Parallel Parallel Series Series Series Series

1092 J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 K. Chung: Effective compression and noise reduction configurations



Medium, and NR-High. The recordings were recorded in the
linear and 3:1 compression conditions at a SNR of +10 dB.
For each condition, 1 s of noise precedes and follows the
sentence “The team is playing well.” The lower the noise
level, the more effective the noise reduction algorithm was
for hearing protection. The higher the speech peaks, the
higher the estimated overall speech level was.

D. Data analysis

The noise levels in the recordings were measured for
each of the eight digital hearing aids. The noise level for
each experimental condition was measured between sen-
tences at approximately 0.5, 1, 2, and 3 min between sen-
tences after the onset of the noise. The noise levels for most
hearing aids stabilized within 1 dB of the steady state level
within 1 min after the onset of the noise, with the exception
of Hearing Aid A, which stabilized within 3 min. Thus, an
additional measurement was taken at 4 min for Hearing Aid
A. The average noise level of an experimental condition was
estimated by averaging the measurements at 1, 2, and 3 min
for the hearing aids. The average noise levels of Hearing Aid
A were estimated by averaging the measurements at 3 and
4 min. The amount of noise reduction offered by the noise
reduction algorithms was defined by the difference between
the noise levels estimated in the NR-Off and the NR condi-
tions.

E. Results

Based on the differences in noise reduction between the
1:1 and the 3:1 compression conditions, hearing aids with
similar or negative noise level differences are assigned to
Group I and hearing aids with positive differences are as-
signed to Group II. Tables II and III summarize the results in
speech spectrum noise and white noise, respectively. The dif-
ferences in the amount of noise reduction between the 1:1
and 3:1 conditions mainly reflected the interaction between
the compression and the noise reduction algorithms. The
noise levels in the 3:1 conditions of Group I hearing aids

were equal or similar to that in the linear conditions. This
meant that the performance of these noise reduction algo-
rithms was either not affected �i.e., 0 difference� or enhanced
�i.e., negative difference� by the activation of 3:1 compres-
sion. Both scenarios are desirable for hearing protection ap-
plications. On the other hand, the amount of noise reduction
in the 3:1 compression conditions of Group II hearing aids
was lower than that in the linear conditions. This indicated
that the noise reduction effect was reduced when the 3:1
compression was activated. As all the hearing aids in Group
II had serial compression and noise reduction configurations,
it is concluded that the serial configuration is undesirable for
hearing protection applications.

Note that the speech level was expected to decrease for
both hearing aids when the 3:1 compression was activated
because all the recordings were made with speech peaks pre-
sented at a level higher than that of the noise level �see the
temporal envelopes in Fig. 2�. The effects of compression
and noise reduction on the overall amplitude of speech at the
hearing aid output are further discussed in Experiment 2.

F. Discussion

In this experiment, the interactions between the com-
pression and the noise reduction algorithms were examined
for eight hearing aids. Compared to the linear conditions, the
3:1 conditions yielded an equal or higher amount of noise
reduction for Group I hearing aids and lesser amount of
noise reduction for Group II hearing aids. From a practical
point of view, noise reduction algorithms that yielded similar
or higher amounts of noise reduction when compression was
activated would be more desirable for hearing protection de-
vices. As many hearing aid manufacturers keep information
on the compression and noise reduction algorithm configu-
ration proprietary, the configurations of some test hearing
aids were unknown. From the available information in Table
I, it is speculated that the parallel configurations were more
desirable than the serial configurations.

FIG. 2. The outputs of a hearing aid from Group I �C� and a hearing aid from Group II �E1� recorded when the hearing aids were set to no noise reduction
�NR-Off�, low noise reduction �NR-Low�, medium noise reduction �NR-Medium�, and high noise reduction �NR-High� at SNR 10 dB in white noise �WN�
and in speech spectrum noise �SSN�.

J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 K. Chung: Effective compression and noise reduction configurations 1093



It appears that not all hearing aid manufacturers are
aware of the potential problems of implementing the com-
pression and the noise reduction algorithms in series. For
example, Hearing Aids D1 and D2 were marketed roughly 4
years apart by the same hearing aid manufacturer. D1, the
older model, has the more desirable parallel configuration yet
the recently launched D2 has the serial configuration. It is
unknown how many other hearing aids currently on the mar-
ket also have the serial configuration. Although the percep-

tual effects arising from interactions between the noise re-
duction and compression algorithms have not been exam-
ined, it is presumably the case that hearing aid users might
find it more preferable to listen to sounds with a lower level
of background noise, making the parallel configuration more
desirable for hearing aid use. In addition, Nabelek et al.
�2006� reported that good hearing aid users have a higher
tolerance of noise level than nonusers or occasional users. It
is possible that the parallel configuration can provide ampli-

TABLE II. The average amount of noise reduction in the linear �1:1� and 3:1 compression conditions in speech spectrum noise. All the values were calculated
by subtracting the noise levels measured in the NR conditions in those in the NR-Off conditions.

NR
settings

Group I Group II

A B C D1 D2 E1 E2 F

1:1a 3:1b Diffc 1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff

SNR=−5 in sound field
Low 6.9 82 −1.3 2.5 2.7 −0.3 5.9 5.6 0.4 3.1 3.4 −0.3 2.5 0.9 1.6 8.0 2.7 5.3 −0.2 −1.3 1.2
Medium 11.8 13.2 −1.4 3.9 3.7 0.2 8.0 8.6 −0.7 5.0 5.7 −0.7 5.3 1.9 3.4 12.0 4.3 7.7 3.8 0.3 3.5 3.1 0.4 2.7
High 9.2 10.7 −1.5 5.8 5.9 −0.1 11.1 9.9 1.2 7.5 8.1 −0.6 8.0 3.0 5.0 16.0 6.1 9.9 7.2 1.8 5.4

SNR=0 dB in sound field
Low 5.2 5.9 −0.7 2.7 2.9 −0.1 5.1 5.4 −0.3 2.9 3.4 −0.5 2.6 0.9 1.7 7.8 2.7 5.1 −0.2 −1.3 1.1
Medium 10.0 10.7 −0.7 4.3 3.8 0.5 7.2 7.4 −0.2 4.8 5.6 −0.8 5.3 1.9 3.4, 11.9 4.1 7.7 3.5 0.2 3.2 3.2 0.3 2.9
High 7.2 8.0 −0.8 5.6 5.8 −0.2 8.9 9.1 −0.1 7.3 8.1 −0.9 7.9 3.1 4.8 15.9 6.1 9.8 7.1 1.8 5.3

SNR= +5 dB in sound field
Low 3.6 5.7 −2.1 2.4 2.7 −0.3 5.3 5.4 −0.1 2.9 3.5 −0.6 2.8 0.9 1.8 7.7 2.8 4.9 0.0 −1.4 1.4
Medium 9.0 10.5 −1.5 3.5 3.6 −0.1 7.2 7.3 −0.1 4.8 5.6 −0.8 5.6 1.9 3.7 12.0 4.3 7.7 3.7 0.2 3.5 3.1 0.9 2.2
High 5.5 7.8 −2.3 5.4 5.4 0.0 9.0 8.9 0.1 7.3 8.1 −0.8 8.3 3.0 5.4 15.7 6.0 9.7 7.3 1.9 5.5

SNR= +10 dB in sound field
Low 3.7 5.8 −2.1 2.8 2.8 0.0 5.3 5.3 0.0 1.8 3.4 −1.6 2.6 0.9 1.7 7.9 2.7 5.2 −0.1 −1.4 1.4
Medium 8.5 10.2 −1.7 3.8 3.5 0.3 7.2 7.3 −0.1 4.6 5.6 −1.0 5.4 1.8 3.5 11:8 4.2 7.6 3.8 0.3 3.5 2.0 0.4 1.5
High 6.0 7.7 −1.8 5.4 5.1 0.4 9.0 9.9 −1.0 7.1 8.3 −1.1 8.1 3.0 5.1 15.7 11.6 4.1 7.2 1.7 5.5

aThe higher the values under 1:1 and 3:1 columns, the higher the amount of noise reduction.
bIf the amount of noise reduction in 3:1 is less than that in 1:1 conditions, the addition of compression enhanced the level of noise which is undesirable for
the application to hearing protectors.
cThe higher the values in the Diff columns, the more averse the effects of compression on noise reduction.

TABLE III. The average amount of noise reduction in the linear �1:1� and the 3:1 compression conditions in white noise.

NR
settings

Group I Group II

A B C D1 D2 E1 E2 F

1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff 1:1 3:1 Diff

SNR=−5 in sound field
Low 5.9 5.8 0.2 3.1 2.7 0.4 4.3 4.4 −0.1 3.8 3.8 0.0 2.5 0.8 1.7 7.3 2.6 4.8 −0.1 −1.5 1.4
Medium 10.8 9.4 1.4 4.7 4.0 0.6 5.6 6.3 −0.7 6.4 6.3 0.1 5.3 1.8 3.5 10.5 4.0 6.5 3.4 0.1 3.3 5.2 1.4 3.8
High 7.9 7.5 0.4 6.9 6.0 1.0 7.0 6.3 0.7 8.9 8.8 0.1 8.2 2.8 5.4 14.8 6.1 8.7 7.0 2.2 4.8

SNR=0 dB in sound field
Low 6.1 5.9 0.2 3.0 2.8 0.3 4.1 4.9 −0.8 4.0 3.8 0.1 2.7 0.8 1.8 7.0 2.5 4.5 −0.1 −1.5 1.3
Medium 10.8 10.2 0.6 4.7 3.8 0.8 5.3 6.2 −0.9 6.6 6.3 0.2 5.5 1.8 3.7 10.6 4.2 6.4 3.5 0.1 3.4 5.1 1.4 3.7
High 7.8 7.5 0.3 6.7 5.9 0.9 6.5 7.7 −1.2 9.1 8.8 0.2 8.3 2.8 5.5 14.7 6.1 8.6 7.1 2.2 4.9

SNR= +5 dB in sound field
Low 6.0 5.9 0.1 3.1 2.7 0.3 4.3 4.6 −0.3 4.0 3.8 0.1 2.6 0.8 1.7 7.1 2.4 4.7 −0.1 −1.5 1.4
Medium 10.4 9.9 0.5 4.6 3.9 0.7 5.6 6.2 −0.5 6.6 6.3 0.3 5.4 1.8 3.6 10.5 3.9 6.6 3.5 0.1 3.4 4.7 1.3 3.4
High 7.5 7.1 0.4 6.4 5.6 0.9 6.6 7.8 −1.1 9.1 8.8 0.2 8.3 2.8 5.4 14.7 5.7 9.1 7.1 2.2 4.9

SNR= +10 dB in sound field
Low 5.6 5.6 0.0 3.0 2.8 0.2 4.1 4.6 −0.5 4.0 3.8 0.1 2.4 0.7 1.7 7.1 2.6 4.5 −0.2 −1.5 1.3
Medium 9.6 9.1 0.5 4.3 3.9 0.3 5.1 6.1 −1.0 6.5 6.3 0.2 5.3 1.8 3.5 10.7 4.2 6.5 3.5 0.0 3.5 4.3 1.2 3.1
High 6.7 6.4 0.3 6.2 5.2 0.9 6.3 7.7 −1.4 9.0 8.8 0.2 8.0 2.8 5.2 14.8 6.1 8.6 7.2 2.2 4.9
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fication with a consistently lower noise level regardless of
the compression ratio and thus can enhance the acceptance of
hearing aid use.

There are several other observations regarding the
amount of noise reduction �see Tables II and III for details�.
First, some hearing aids in Group I had a higher amount of
noise reduction in the 3:1 condition as compared to some
hearing aids in Group II �i.e., Hearing Aid E1 in the 3:1
conditions reduced noise to an equal or greater degree than
Hearing Aid B in both speech spectrum noise and white
noise�. This means that a hearing aid with a parallel configu-
ration is not guaranteed to provide superior noise reduction
effects compared to a hearing aid with a serial configuration.
Second, the noise reduction algorithms implemented in the
newer hearing aid models do not necessarily generate a
higher amount of noise reduction than the older models. For
example, E1 had a greater amount of noise reduction than
E2. This could be due to a change in the manufacturer’s
philosophy of how much noise reduction is appropriate for
hearing aids or other factors in the hearing aid implementa-
tion.

Third, a higher level of the noise reduction setting does
not necessarily increase the amount of noise reduction. For
example, the medium noise reduction setting of Hearing Aid
A yielded the highest amount of noise reduction among the
three settings. Fourth, the amount of noise reduction in
speech spectrum noise and white noise need not be the same.
For example, Hearing Aid C had more noise reduction in
speech spectrum noise than in white noise but this pattern
was reversed for Hearing Aid D1. The differences in noise
reduction of different noises could be due to various factors
in the hearing aids, e.g., the amount of noise reduction ap-
plied to different frequency bands and the manufacturer’s
assumption of the typical listening environments that the
hearing aids encounter. The implication for hearing protec-
tors is that it should be possible to tailor the parameters of
the noise reduction algorithms to effectively reduce noises
with different frequency spectra.

The noise level used in this experiment �i.e., 70 dB SPL�
was relatively low compared to real-world noise levels en-
countered in noisy factories to avoid the high-level compres-
sion limiting algorithms implemented in some hearing aids.
Should the compression and the noise reduction algorithms
be used in hearing protectors, either the threshold of the
compression limiting range can be set at a much higher level
or an attenuator can be used to reduce the level of the input
signal so that the input would not reach the compression
limiting range. Thus, the same noise reduction actions that
we see in this experiment can also be realized in hearing
protectors even if the noise level in the real-world environ-
ments is much higher.

A caution in interpreting the above-mentioned findings
is that the eight test hearing aids had different time constants
�i.e., attack time and release time� in their compression algo-
rithms and noise reduction algorithms. It was assumed that
the pauses between the sentences �5–6 s� were much longer
than the release times of the hearing aids so that the level of
the following sentence was not affected by the presence of
the previous sentence. In addition, as the amount of noise

reduction was compared between the 1:1 and 3:1 conditions,
it was assumed that the effects created by the time constants
of the noise reduction algorithm were canceled out for each
hearing aid. However, the exact interactions of the time con-
stants of compression and noise reduction algorithms are un-
known at this time and should be a subject of future studies.

Overall, the measurements made in this experiment in-
dicated that noise reduction algorithms utilizing modulation
detection and gain reduction could be applied successfully to
hearing protective devices to effectively reduce the noise
level. Although different noise reduction algorithms varied in
their effectiveness in reducing the noise level in speech spec-
trum noise and white noise, up to 15 dB of noise reduction in
speech spectrum noise and 14.8 dB in white noise were pos-
sible compared to the NR-Off conditions. Additionally, the
parallel configurations of the compression and the noise re-
duction algorithms allow the noise reduction algorithms to
work in conjunction with compression so that the amount of
noise reduction is maintained or enhanced when both algo-
rithms are activated.

III. EXPERIMENT 2

The purpose of this experiment was to investigate the
effects of compression, noise reduction and configurations of
the compression and the noise reduction algorithms on
speech intelligibility. Normal-hearing listeners’ speech intel-
ligibility was tested when they listened to recordings of
speech in white noise testing materials which were processed
by two hearing aids with known parallel �P� and serial �S�
configurations of compression and noise reduction algo-
rithms. P was Hearing Aid C and S was Hearing Aid E1 in
Experiment I.

White noise was chosen to be the background noise be-
cause many machine noises resemble the attributes of white
noise and few studies have tested the effectiveness of adap-
tive multichannel modulation-based noise reduction algo-
rithms in white noise. As speech has less energy in the high
frequency region, it is relatively more difficult for noise re-
duction algorithms to detect modulations in high-frequency
channels in white noise than in speech spectrum noise due to
lower SNRs in those channels. If the noise reduction algo-
rithms reduce gain too much, they can potentially compro-
mise speech intelligibility which is highly dependent on the
audibility of high frequency speech components.

A. Subjects

Sixteen normal-hearing listeners between the ages of 18
and 31 �mean�25� years participated in this study. Their
hearing thresholds were tested to be less than or equal to
20 dB HL in octave intervals between 0.25 and 8 kHz. All
listeners had normal middle ear function �i.e., Type A tym-
panometry�. They listened to speech processed by Hearing
Aids P and S monaurally through a GSI 61 audiometer in an
IAC sound-treated room.

B. Hearing aid characteristics

Hearing Aids P and S were selected for this experiment
because their noise reduction algorithms were tested to pro-
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vide similar speech levels and amounts of noise reduction
compared to their no noise reduction settings in 1:1 compres-
sion. In this study, P was set to maximum noise reduction
and S was set to medium noise reduction during the record-
ing process in order to achieve comparable noise reduction
performance in 1:1 conditions.

C. Preparation of the testing stimuli

1. Recording of the test stimuli

Speech and white noise were presented to the sound
field using the same equipment and recording procedures
described in Experiment 1. The difference was that both
speech and noise were presented from Speaker 1 to eliminate
head shadow and body baffle effects. Sixteen HINT sentence
lists �lists 9–16� and 30 concatenated sentences �HINT lists
1–3� were recorded in each experimental condition: �1�
1:1_NRoff, �2� 1:1_NR, �3� 3:1_NRoff, and �4� 3:1_NR.
The HINT sentences and white noise were calibrated at 75
and 70 dB SPL, respectively �i.e., SNR= +5 dB in the sound
field�.

2. Characteristics of the test stimuli

As the amounts of gain provided by P and S were not the
same, the overall level differences between the 1:1_NRoff
conditions were measured using AUDITION. The overall level
of all the conditions processed by the same hearing aid was
adjusted by the amount of the difference to eliminate the
differences in amplification between the two hearing aids. In
addition, the amount of amplification provided by the 1:1
and 3:1 conditions were not equal in Hearing Aids P and S.
Subsequently, the difference in the noise level of the
1:1_NRoff and 3:1_NRoff conditions was measured for
each hearing aid and then the 3:1_NRoff and 3:1_NR con-
ditions were amplified for the amount of the difference �see
Table IV for details�. Recall that the speech levels and the
amount of noise reduction were equated in the 1:1 NR con-
ditions for the two hearing aids. This meant that after adjust-
ing for the gain differences between the hearing aids and
between the 1:1 and 3:1 conditions, any differences in the
amount of noise reduction �i.e., the noise level in NR minus

that in NRoff conditions� between the 1:1 and the 3:1 set-
tings of the same hearing aid were due to the interactions
between the compression and noise reduction algorithms.

The overall speech and noise levels of the test stimuli
and the effects of the compression and the noise reduction
algorithms are summarized in Table IV. The speech level
was determined by subtracting the intensity of the noise level
measured between sentences from the intensity of the corre-
sponding concatenated sentences �overall level� using

ISp = ISp+N − IN, �1�

Sp = 10 log�log−1�Sp + N�/10 – log−1�N�/10� , �2�

where I�intensity, Sp�level of speech in dB, N�level of
noise in dB, and Sp+N�level of speech plus noise in dB.

In general, the noise levels in the noise reduction �NR�
conditions were lower than the no-noise reduction �NRoff�
conditions. For P, the amount of noise reduction in the 1:1
and the 3:1 conditions were comparable because of the par-
allel configuration. For S, the amount of noise reduction in
the 3:1 conditions were higher than those in the 1:1 condi-
tions due to the serial configuration as described in Experi-
ment 1. As expected, the speech level was generally reduced
when a 3:1 compression was activated for both hearing aids.

D. Speech recognition test

During the test, the presentation orders of the hearing
aids, hearing aid settings, and the allocation of the sentence
lists to experimental conditions were counterbalanced across
the subjects. The test stimuli were presented to normal-
hearing listeners monaurally via an ER3-A insert earphone to
their better ear or to the ear that they preferred. The listeners
were instructed to repeat the sentence after listening to each
sentence and they were encouraged to guess if they were not
sure. Each listener listened to eight sentence lists in eight
experimental conditions �i.e., 2 hearing aids � 4 settings�.
The key words were generated and scored using the same
procedures described in Chung et al. �2006�. Speech recog-
nition scores in percent correct were calculated for each ex-
perimental condition and each listener off-line.

TABLE IV. The r.m.s. presentation levels of speech and noise for Hearing Aids P and S and the effects of noise reduction algorithms and compression on the
levels of speech and noise, the overall signal-to-noise ratios �SNR�, and the change in overall SNR ��SNR�. In general, the less negative or more positive the
values in the speech and the �SNR columns and the more negative the values in the noise column, the better the noise reduction or compression effects.

Presentation level Noise reduction effecta Compression effectb

Condiions Overall Speech Noise SNR Speech Noise �SNR Speech Noise �SNR

P_1 :1_NRoff 77.7 74.4 74.9 −0.5
P_1 :1_NR 72.4 71.5 64.9 6.6 −2.9 −10.0 7.1
P_3 :1_NRoff 75.6 67.6 74.9 −7.3 −6.8 0.0 −6.8
P_3 :1_NR 69.6 67.9 64.7 3.2 0.3 −10.2 10.5 −3.6 −0.2 −3.4
S_1 :1_NRoff 77.7 73.6 75.5 −1.9
S_1 :1_NR 71.3 70.3 64.3 6.0 −3.3 −11.2 7.9
S_3 :1_NRoff 76.0 65.9 75.5 −9.6 −7.7 0.0 −7.7
S_3 :1_NR 73.1 69.2 70.9 −1.7 3.3 −4.6 7.9 −1.1 6.6 −7.7

aCalculated by subtracting the levels in the NRoff conditions from that of the corresponding NR conditions. For example, the effect of noise reduction on
speech for P_1:1_NR=71.5 �in P_1:1_NRoff condition�−74.4 �in P_1:1_NR condition�=−2.9 dB �i.e., noise reduction reduced the level of speech by
4.1 dB�.
bCalculated by subtracting the levels in the 1:1 conditions from those of the corresponding 3:1 conditions.
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E. Results

The average speech recognition scores and standard de-
viations are plotted in Fig. 3. An ANOVA with repeated mea-
sure on the hearing aid setting factor was performed. Signifi-
cant differences in speech recognition scores were found
among the conditions �F�15,7�=3.927, p=0.0008�. Post hoc
Bonferroni/Dunn tests indicated that the score obtained in
the S_3:1_NRoff condition was significantly lower than the
scores obtained in all other conditions �p�0.0018, probabil-
ity adjusted for the number of tests conducted� except the
P_3:1_NRoff condition. These results indicated that the ac-
tivation of the noise reduction and the compression algo-
rithms did not affect the speech intelligibility for Hearing
Aid P. For Hearing Aid S, the 3:1 compression without a
noise reduction algorithm lowered the speech intelligibility
and the activation of the noise reduction algorithm offset the
degrading effects of compression.

F. Discussion

1. Effects of compression

A compression effect was observed for Hearing Aid S in
the speech recognition scores. The activation of 3:1 compres-
sion slightly reduced the speech recognition scores obtained
by S but did not affect the scores for P. As the speech in
noise materials were presented at suprathreshold levels �i.e.,
69.4 to 77.5 dB SPL�, the audibility of the speech compo-
nents should not have an effect on speech intelligibility for
the normal-hearing listeners.

Previous studies reported that compression systems, as
compared to linear systems, usually did not degrade speech
intelligibility for normal-hearing listeners if the compression
system had �1� compression ratios of equal to or less than
3:1, �2� low number of compression channels �i.e., �4 chan-
nels�, and/or �3� long release times �i.e., �100 ms� �Yund
and Buckles, 1995, �a�–�c�� Souza and Turner, 1998; Humes
et al., 1999; Boike and Souza, 2000, Hansen, 2002�. How-
ever, studies using hearing aids with more frequency chan-

nels �i.e., � 8 channels� and fast time constants �i.e., release
time �100 ms� suggested that the speech recognition scores
of normal-hearing listeners decreased with compression ra-
tios as compared to linear amplification �Hohmann and Koll-
meier, 1995; Yund and Buckles, 1995a–c; Hornbsby and
Ricketts, 2001�. The reduction in speech recognition in these
compression conditions was reportedly due to the reduction
in the temporal and spectral contrasts between speech and
noise, resulting in a lower overall SNR in the hearing aid
output than in the input signal �Plomp, 1994; Crain and
Yund, 1995; Hohmann and Kollmeier, 1995; Souza et al.,
2006�. In Fig. 2, the 3:1 conditions clearly show a less dis-
tinctive temporal envelope for the speech signal than the 1:1
conditions for both hearing aids.

The difference in speech recognition scores for the con-
ditions with 3:1 compression and no noise reduction �i.e.,
P_3:1_NRoff and S_3:1_NRoff� is probably due to the
differences in the combination of the number of channels and
the time constants implemented in the two hearing aids. P
has four compression channels with adaptive time constants
�i.e., the release time is less than 100 ms for brief/impact
sounds and 800–900 ms for longer duration sounds� whereas
S has nine compression channels with fast time constants
�i.e., release times �35 ms in all compression channels�. Our
results showing that S_3:1_NRoff decreased speech recog-
nition scores slightly while P_3:1_NRoff did not, are con-
sistent with previous studies that the combination of high
compression ratios �i.e., �3:1�, fast time constants and a
high number of compression channels reduced the speech
recognition scores of normal-hearing listeners.

The above-mentioned results also suggested that it is
desirable to have different numbers of channels for the com-
pression algorithm and the noise reduction algorithm in hear-
ing devices. It is theoretically sound to implement more
noise reduction channels because they allow for finer sepa-
ration of speech and noise and thus result in better noise
reduction effects. Yet, it is undesirable to have too many
channels for the compression algorithm, especially if they
have fast time constants. Future studies are needed to inves-
tigate the optimal combinations of the number of noise re-
duction and compression channels.

Compression has been reported to effectively enhance
the audibility of low-level sounds, improve the speech intel-
ligibility of low-level speech, and reduce harmonic distor-
tions of high-level speech for listeners with hearing loss �Hu-
mes and Wilson 2004; Larson et al., 2000; Lippmann et al.,
1981; Shanks et al., 2002; Moore et al., 1999; Souza, 2002;
Souza and Turner, 1996, 1998; Souza and Kitch, 2001; Yund
and Buckles, 1995a–c�. It is expected that the above-
mentioned results would also be true if compression were
applied to hearing protectors.

2. Noise reduction algorithm

The speech recognition scores of normal-hearing listen-
ers indicated that the activation of noise reduction algorithms
did not degrade the speech intelligibility for either P or S.
These results indicated that the noise reduction algorithms
included in this experiment effectively reduced noise level
without compromising the speech intelligibility in white

FIG. 3. The average speech recognition scores and standard deviations of
speech recorded at SNR= +5 dB after being processed by Hearing Aids P
and S at different combinations of noise reduction off �NRoff�, noise reduc-
tion algorithm activated �NR�, and compression ratios �i.e., 1:1 or 3:1�. The
symbols above the bars indicated significantly different conditions.

J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 K. Chung: Effective compression and noise reduction configurations 1097



noise. It appears that although white noise has higher fre-
quency contents than the speech signal, the noise reduction
algorithms did not reduce the gain of the hearing aids exces-
sively to compromise the intelligibility of the speech signals.

An interesting result is that although the activation of the
noise reduction algorithms did not improve speech recogni-
tion compared to the 1:1_NRoff conditions for either hear-
ing aid, the activation of the noise reduction algorithm offset
the negative effects of 3:1 compression for Hearing Aid S.
Chung et al. �2006� calculated the speech transmission index
of signals processed with and without the noise reduction
algorithm implemented in S in another study. They found
that the noise reduction algorithm greatly increased the
speech intelligibility index which implied that the modula-
tion depth of the temporal envelope was greatly enhanced. A
similar phenomenon was also observed in Fig. 2 in this
study. As previous studies indicated that speech temporal en-
velope cues are important for speech understanding, espe-
cially at low SNRs �Drullman, 1995; Hohmann and Koll-
meier, 1995; Shannon et al., 1995; Noordhoek and Drullman,
1997; van der Horst et al., 1999; Smith et al., 2002; Healy
and Warren, 2003; Souza and Boike, 2006�, it is speculated
that the restoration of the speech recognition scores in the
S_3:1_NR condition occurred because the noise reduction
algorithms enhanced temporal envelope cues and the normal-
hearing listeners were able to use these envelope modula-
tions for speech understanding in this particular listening
condition.

Another possibility for the increased speech recognition
scores in the S_3:1_NR condition is that the noise reduc-
tion algorithm reduced forward and backward masking of the
low-level speech sounds compared to the S_3:1_NRoff
condition. Further studies are needed to determine the under-
lying mechanism�s� involved.

3. Compression and noise reduction algorithm
configuration

The configurations of the compression and the noise re-
duction algorithms do not seem to have an effect on speech
intelligibility. The conditions with compression and noise re-
duction algorithms �P_3:1_NR and S_3:1_NR� yielded
similar speech recognition scores as the conditions without
compression or noise reduction for both hearing aids. How-
ever, the differences in the noise level at the hearing aid
output did support the use of the parallel configuration for
hearing protection applications.

IV. EXPERIMENT 3

In this experiment, normal-hearing listeners rated the
overall sound quality preferences of A-B comparison pairs in
a combined paired-comparison and categorical rating para-
digm. Previous studies reported that sound quality is a mul-
tidimensional phenomenon �Gabrielsson and Sjogren, 1979,
Gabrielsson et al., 1988�. Overall sound quality preference,
instead of different sound quality dimensions, was used to
allow the listeners to respond according to their own weight-
ings of quality dimensions.

A. Subjects

The 16 normal-hearing listeners recruited for Experi-
ment II also participated in this study.

B. Preparation of the testing stimuli

Six sentences from the sentence lists recorded in Experi-
ment 2 were chosen to generate A–B comparison pairs.
These sentences were chosen because they contained all the
English vowels and consonants except “zh” as in pleasure.
Each of the six sentences formed two reference combinations
that are composed of the same sentence recorded at the same
hearing aid settings �i.e., P_1:1_NR–P_1:1_NR and
S_1:1_NRoff–S_1:1_NRoff� and seven test combinations
that were composed of the same sentence recorded at differ-
ent hearing aid settings �i.e., P_1:1_NRoff–P_3:1_NRoff,
S_1:1_NRoff–S_3:1_NRoff, P_1:1_NR–P_3:1_NR,
S_1:1_NR–S_3:1_NR, S_3:1_NRoff–P_3:1_NRoff,
S_1:1_NR–P_1:1_NR, and S_3:1_NR–P_3:1_NR�.
Each sentence was preceded with 500 ms of noise and fol-
lowed by 200 ms of noise. A 300 ms silence was inserted
between the sentences to mark the boundary of the condi-
tions. The order of occurrence for the test combinations were
reversed in half of the sentences �e.g., three sentences were
presented as P_1:1_NRoff–P_3:1_NRoff and another 3 as
P_3:1_NRoff–P_1:1_NRoff�. There were a total of 54
comparison pairs �i.e., 6 sentences � 9 combinations�.

C. Procedures

During the test, the listeners were instructed to imagine
that they were working in a noisy environment for 8 h a day
and listening to their co-workers. After listening to a pair of
sentences, they ranked the preferred condition �Condition 1
or Condition 2� and quantified the magnitude of preference
using the overall sound quality preference rating scale de-
picted in Fig. 4. If a listener preferred Condition 1 and rated
the magnitude of preference as 3, a 3 was assigned to Con-
dition 1 and a 0 was assigned to Condition 2. This procedure
recorded the differences in preference ratings for the com-
parison pairs. The presentation orders of the comparison
pairs were randomized and the listeners were blinded to the
conditions presented.

D. Results

A summary of the group mean differences in overall
sound quality preference ratings are shown in Fig. 5. To ex-
amine if any combinations yielded significant differences be-
tween the conditions, the statistical analyses were carried out
in five steps: �1� Calculate the individual means of each hear-
ing aid setting in each combination by averaging the scores

FIG. 4. The overall sound quality preference rating scale used in the com-
bined paired-comparison and categorical rating paradigm.
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given to each setting in the six sentences �e.g., the individual
means for Settings A and B in Combination A–B�; �2� calcu-
late the group means by averaging the individual means for
Settings A and B in each combination; �3� calculate the in-
dividual mean difference by subtracting the condition with a
lower group mean �e.g., Setting A� from the condition with a
higher group mean �e.g., Setting B� in each combination for
each listener �i.e., the individual mean difference for Combi-
nation B–A�; �4� conduct a repeated measure ANOVA to
examine if there were any significant differences among the
group mean differences of the nine combinations �note that
all the group mean differences which are the average of in-
dividual mean differences for the different combination
pairs, are positive�; and �5� conduct post hoc tests if a sig-
nificant main effect was found in Step 4.

The ANOVA results showed a significant main effect
�F�15,8�=12.309, p�0.0001�. Bonferroni/Dunn post hoc
tests were conducted to compare the group mean differences

in preference ratings for the seven combinations and the av-
erage of group mean differences of the reference pairs. The
group mean differences between P_3:1_NR–S_3:1_NR,
S_1:1_NR–S_3:1_NR, and P_3:1_NRoff –
S_3:1_NRoff were found to be significantly different from
that of the reference pairs �i.e., difference �2.04, p
�0.0063, with probability adjusted for eight t-tests con-
ducted at 0.05 level of significance�. These results indicated
that the listeners preferred Hearing Aid P to Hearing Aid S if
both 3:1 compression and noise reduction algorithms were
activated. They also preferred Hearing Aid S in the linear
setting more than the 3:1 compression setting when the noise
reduction algorithm was activated. Additionally, the listeners
preferred P rather than S in the 3:1_NRoff setting.

Besides ANOVA, regression analyses were performed
between the group mean differences in preference ratings
and the differences in overall sound pressure level, speech
level, noise level, and speech-to-noise ratio between the two
settings of the nine combinations. The correlation coeffi-
cients between these factors indicated that the group mean
differences were inversely proportional to the differences in
overall sound pressure level �r=−0.69, p�0.05� and the
level of noise �r=−0.85, p�0.01�, directly proportional to
the difference in speech-to-noise ratios �i.e., correlation
coefficient=0.47, p=0.20�, and not correlated to the differ-
ences in the level of speech �i.e., correlation coefficient=
−0.06, p=0.89� �see Table V for details�. These results sug-
gested that lower overall sound pressure levels and lower
noise levels have significantly contributed to the sound qual-
ity preferences of the normal hearing listeners.

E. Discussion

In this experiment, the subjective sound quality prefer-
ences of normal-hearing listeners on the effects of activating
the 3:1 compression were tested on hearing aids with serial
and parallel configurations of their compression and noise
reduction algorithms. Two reference conditions were in-
cluded for reliability checks and for estimation of the vari-

TABLE V. The differences in overall sound quality preferences, overall sound pressure level, speech level,
noise level, and SNR and between the comparison pairs and the correlation coefficients among these factors.
The differences in preferences, overall SPL, speech level, noise level, and SNR were calculated by subtracting
the values of Condition 2 from those of Condition 1.

Differences in

Comparison pairs

Differences
in

preferences

Overall
SPL
�dB�

Speech
�dB�

Noise
�dB�

SNR
�dB�

P_1 :1_NR−P_1 :1_NR 0.9 0.0 0.0 0.0 0.0
P_3 :1_NRoff−P_1 :1_NRoff 1.2 −2.2 −10.7 1.0 −11.7
P_3 :1_NR−P_1 :1_NR 1.0 −2.8 −3.3 0.4 −3.7
S_1 :1_NRoff−S_1 :1_NRoff 0.1 0 0 0 0
S_1 :1_NRoff−S_3 :1_NRoff 1.0 1.9 5.3 0.6 4.7
S_1 :1_NR−S_3 :1_NR 2.6 −2.0 1.2 −8.5 9.7
P_1 :1_NR−S_1 :1_NR 0.4 0.9 1.1 −0.4 1.5
P_3 :1_NRoff−S_3 :1_NRoff 1.8 −0.5 −4.0 0.0 −4.0
P_3 :1_NR-S_3 :1_NR 3.9 −3.9 −1.1 −8.5 7.4
Correlation −0.69* −0.06 −0.85* 0.47

*p�0.05.

FIG. 5. Summary of the group mean differences in overall sound quality
preference ratings for the nine combinations. The symbols indicate the com-
binations with mean differences significantly different from that of the ref-
erence.
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ability of the rating tasks. The group mean differences and
the standard deviations of the reference pairs were less than
or equal to 0.85 on a 10 point scale. This indicated that the
listeners who participated in this study were reliable in the
sound quality preference rating tasks and the variability was
low.

The normal-hearing listeners rated the P_3:1_NRoff
condition to be slightly more preferable than the
S_3:1_NRoff condition. Previous studies reported that clar-
ity was often the most highly weighted dimension of sound
quality among normal-hearing and hearing-impaired listeners
�Gabrielsson et al., 1988; Balfour and Hawkins, 1992; Prem-
inger and Van Tasell, 1995; Neuman et al., 1998� and that
clarity was highly correlated to the objective speech intelli-
gibility scores �Jerlvall et al., 1983; Gabrielsson et al., 1988�.
As S_3:1_NRoff obtained lower speech recognition scores
than other conditions, it is possible that the listeners pre-
ferred the P_3:1_NRoff condition because of higher per-
ceived clarity.

Additionally, the P_3:1_NR and S_1:1_NR condi-
tions were rated to be between slightly and moderately more
preferable than the S_3:1_NR condition. Recall that none
of these conditions yielded significantly different speech rec-
ognition scores in Experiment 2, yet the regression analysis
showed a strong relationship between preference and lower
noise level and a moderate relationship between preference
and lower overall level. It is likely that the listeners preferred
P_3:1_NR and S_1:1_NR more than S_3:1_NR because
they had lower overall sound pressure levels and lower noise
levels than the S_3:1_NR condition. In addition, the fact
that P_1:1_NR and P_3:1_NR had similar overall noise
levels and that they did not yield a significant difference in
preference further supported that compression implemented
in parallel with a noise reduction algorithm did not aversely
affect subjective sound quality preferences of normal-hearing
listeners. The parallel configuration of compression and
noise reduction algorithm is, therefore, more preferable for
the application of hearing protectors if both are activated.
The same results can also be applied to hearing aids.

V. SUMMARY AND FUTURE STUDIES

The author proposed to adopt the adaptive multichannel
modulation-based noise reduction and wide dynamic range
compression algorithms to enhance hearing protector perfor-
mance: Reducing noise level and, at the same time, allowing
effective communication with peers via an acoustic medium.
The results of this series of experiments indicated that when
compression was activated, parallel implementation of the
compression and the noise reduction algorithms provided an
equal amount of noise reduction yet serial implementation
reduced the amount of noise reduction compared to the linear
conditions. In addition, adaptive multichannel modulation-
based noise reduction algorithms did not degrade speech in
white noise whether compression was activated or whether it
was implemented in parallel or in series with the compres-
sion algorithm. Further, a noise reduction algorithm imple-
mented in parallel with the compression algorithm reduced
noise level and increased overall sound quality preference

and, at the same time, maintained speech recognition scores
of normal-hearing listeners in white noise. Taken together,
adaptive multichannel noise reduction algorithms and wide
dynamic range compression should be implemented in par-
allel in hearing protectors for effective noise reduction.

The utilization of the compression and the noise reduc-
tion algorithms in hearing protectors can potentially solve
many problems associated with current hearing protectors.
For example, workers who fear being unable to communicate
with their co-workers or to hear warning calls, do not fully
insert the hearing protector, or simply do not wear the hear-
ing protectors. If they knew their hearing protectors would
not compromise their ability to hear speech, it is possible that
they would be more willing to wear them. Further, these
algorithms can potentially reduce the inconvenience of tak-
ing the hearing protectors in and out of the users’ ears be-
cause they can communicate with their co-workers without
the need to remove their hearing protectors.

Despite the promising effects of the compression and the
noise reduction algorithms, future studies are needed in sev-
eral areas. First, the effectiveness of these noise reduction
algorithms needs to be examined using real-world noises
which are likely to have more temporal fluctuations than the
white noise used in this study and the noises reported in
other hearing aid studies. Second, localization of speech and
warning signals have been cited as one of most important
concerns of workers using hearing protectors �Kahan and
Ross, 1994; Morata et al., 2001, 2005�. Future studies need
to address the effect of adaptive multichannel noise reduction
algorithms on the localization ability of hearing protector
users. Third, as the actions of noise reduction algorithms are
controlled by multiple parameters, future studies are also
needed to tailor the settings of these parameters so that the
amount of noise reduction, speech intelligibility, and the us-
ers’ localization ability will be maximized for different noisy
environments. Fourth, many advanced hearing aid signal
processing algorithms may be applicable to hearing protec-
tors �e.g., directional microphones and automatic telecoil
switches�. Future studies are needed to explore which signal
processing algorithms are suitable for hearing protectors.
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Current theories of voice production depend critically upon knowledge of the near field flow which
emanates from the glottis. While most modern theories predict complex, three-dimensional
structures in the near field flow, few investigations have attempted to quantify such structures. Using
methods of flow visualization and digital particle image velocimetry, this study measured the near
field flow structures immediately downstream of a self-oscillating, physical model of the vocal
folds, with a vocal tract attached. A spatio-temporal analysis of the structures was performed using
the method of empirical orthogonal eigenfunctions. Some of the observed flow structures included
vortex generation, vortex convection, and jet flapping. The utility of such data in the future
development of more accurate, low-dimensional models of voice production is discussed. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2409488�

PACS number�s�: 43.70.Aj, 43.70.Bk, 43.70.Jt, 43.28.Ra �AL� Pages: 1102–1118

I. INTRODUCTION

Traditionally, according to the linear source-filter theory
of voice production, the glottal volume velocity is considered
to be the sound source of the human voice �Fant, 1960; see,
e.g., Stevens �1998�, for extensive review�. However, this
theory relies heavily on assumptions about the voice source,
the vocal tract filter, and the independence of the source and
filter, which have never been formally validated for normal
�modal� phonation, and much less for nonmodal states of
phonation such as may occur in dysphonia, or at phrase and
sentence boundaries in English. In addition to neglecting
possible source-tract interactions, another critical limitation
of the linear source-filter theory of voice production may be
its dependence on one-dimensional, scalar field theory.
McGowan �1988� maintained that a full three-dimensional
description of the fluid velocity field at glottal exit was re-
quired to accurately model the voice source. First, he argued
that a nonacoustic �rotational, incompressible� component of
the glottal velocity field, separate from the glottal volume
velocity, was required to accurately predict the oral acoustic
output. Second, he argued that vortex structures in the glottal
near field produced a fluctuating force on the vocal folds. In
particular, he contended that vortex structures were produced
during glottal opening, and that the roll-up, acceleration and
downstream convection of such structures resulted in an up-
stream force on the vocal folds. Thus, McGowan �1988� pro-
posed a flow feedback mechanism, which directly impacted

vocal fold dynamics, and hence sound generation within the
larynx. Krane �2005� proposed a similar mechanism for un-
voiced speech production.

Similarly, Hirschberg et al. �1996� has argued that the
flow separation point and the area of the glottal jet, as as-
sumed by most advanced computational models of vocal fold
vibration, are only crude, first-order approximations. They
contend that the flow separation point and the area of the
glottal jet cannot be accurately approximated without a full
knowledge of the near field flow structures immediately
downstream of the glottis. Indeed, based on major discrep-
ancies between theory and experiment, Hofmans et al.
�2003� concluded that “the structure of the jet flow” was
critical for modeling the sound source, and predicting the
oral acoustic output. Indeed, many investigators have probed
the possible contributions of three-dimensional source
mechanisms in voice production �Barney et al., 1999; Hir-
schberg, 1992; Hofmans, 1998; Hofmans et al., 2001a, b;
Howe and McGowan, 2005; Krane, 2005; McGowan, 1988;
McGowan and Howe, 2006; Shadle et al., 1999; Zhang et
al., 2002�.

Despite such investigations, only a few attempts have
been made to quantify the near field flow structures immedi-
ately downstream of the glottis. The primary measurement
technique which has been used to quantify particle velocities
in this region has been single-fiber, hot-wire anemometry, a
method which assumes that particle velocities are nonzero
only in the inferior-superior direction, and that in this direc-
tion, the velocities are non-negative. However, if complex
three-dimensional fluid structures were to exist within the
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near field flow, then hot-wire anemometry would not be an
appropriate technique to quantify such structures.

In order to circumvent possible problems with the tech-
nique of hot-wire anemometry, we use the methods of flow
visualization and particle image velocimetry to study the
near field flow structures of a self-oscillating, physical model
of the vocal folds, with a vocal tract attached. Using the
method of empirical eigenfunctions, we conduct a spatio-
temporal analysis of the near field flow structures. Specifi-
cally, we address the following questions: what are the most
significant spatio-temporal structures of the near field flow?
Are these structures similar to ones which have been re-
ported previously for static models of the glottis? Do these
structures suggest feedback mechanisms between the near
field flow and the larynx? And what possible implications do
such structures have on voice production?

II. MATERIALS AND METHODS

A. General experimental setup

The general setup for our experiments is shown in Fig.
1. It consisted of an expansion chamber, a straight inflow
tube, a pair of physical models of the vocal folds, a LASER
light sheet, and a high speed camera. The volumetric flow
rate of the pressurized air supplied to the expansion chamber
was measured with a precision mass flowmeter �type 558A,
MKS�. The expansion chamber was used to acoustically ter-
minate the inflow tube on the upstream side with a defined
acoustical impedance. It could be regarded as an experimen-
tal equivalent to the bronchi and lungs in humans. It was
made of 1.27-cm-thick Plexiglas, was about 50.8 cm long,
and had an inner cross section of 23.5 cm�25.4 cm �vol-
ume: approx. 30.3 l�. A theatrical fog machine �Chauvet Hur-
ricane Fogger F-650� inside the expansion chamber was used
to seed the air flow with tracer particles for flow visualization

and digital particle image velocimetry �DPIV� measure-
ments. Downstream from the expansion chamber, we placed
a straight cylindrical PVC tube �inner diameter 2.54 cm�. We
used two inflow tube lengths, a 69-cm-long tube with
quarter-wavelength frequency of approx. 125 Hz and an
81-cm-long tube with a quarter-wavelength frequency of
about 106 Hz. The ratio of the cross-sectional areas of the
expansion chamber and the subglottal inflow tube was ap-
prox. 117. Therefore, we assumed that on the upstream side
the inflow tube had an acoustic termination equivalent to an
ideal open end. The measured reflection factor reported in
Zhang et al. �2006� confirmed this assumption.

The physical models glued into grooves in two acrylic
mounting plates were placed at the downstream end of the
subglottal inflow tube. Details on the fabrication and dy-
namic characteristics of the physical model were reported
elsewhere �Thomson, 2004; Thomson et al., 2005, 2004�. In
brief, they were made from a two-component liquid polymer
solution mixed with a liquid flexibilizer solution. The models
were approx. 1.2 cm high �superior-inferior dimension� and
0.8 cm wide �medial-lateral direction�. The model lengths �in
anterior-posterior direction� were 1.7 and 2.3 cm, respec-
tively. The physical properties of both sets of models were
identical and as reported in Thomson et al. �2005�. Note that
the oscillation frequencies of both sets were similar to the
quarter-wavelength resonance frequency of the used subglot-
tal inflow tube. For a detailed report on the influence of the
acoustics of the subglottal inflow system see Zhang et al.
�2006�.

The sound pressure downstream from the physical
model was measured with a 1.27-cm-diam microphone
�4193-L-004, B&K, Denmark�. The microphone was con-
nected to a conditioning amplifier �NEXUS 2690, B&K,
Denmark� where the signal was bandpass filtered between
20 Hz and 22.4 kHz. The filtered signal was monitored with
a digital storage oscilloscope and recorded with a standard
PC sound card at a sampling rate of 100 kHz and 24 bit
resolution for a voltage range of ±1.0 V. The microphone
was calibrated with a B&K sound level calibrator �type
4231�.

During the flow visualization and DPIV experiments
with a double-pulsed LASER, the LASER pulses were not
locked to specific phases of the model oscillation. Instead,
we simultaneously recorded the far field sound pressure and
a trigger signal generated from the LASER unit before each
double pulse. As shown in Fig. 2, the far field sound pressure
spectrum was harmonic. Thus, a posteriori we could select
series of “snapshots” where the oscillating flow was repeat-
edly illuminated at approx. similar phases. The selected
snapshots were “quasi-phase-locked” representations of the
time-dependent periodic flow field. As the fundamental fre-
quency f0 depended weakly on the subglottal flow rate, we
recorded a different number NT of phases per period T due to
the repetition rate f rep of the double-pulsed LASER. The fun-
damental frequency f0 was f0= f rep�n+1/NT� where the inte-
ger n is the number of oscillation cycles between consecutive
double pulses of the LASER �f rep is the repetition rate of the
double pulses.�.

FIG. 1. �Color online� Experimental setup for flow visualization of glottal
jet: Expansion chamber with the theatrical fog machine for flow seeding,
straight cylindrical inflow tube, pair of physical vocal fold models, high
speed camera, and Nd:YAG LASER with LASER sheet module. The axial
direction is perpendicular to the plane of the mounting plates. Note that for
the digital particle image velocimetry �DPIV� experiments we mounted a
large rectangular duct downstream from the mounting plates to increase
mixing and thus seeding density in the entrainment region of the glottal jet
�duct dimensions: 25.4 cm�12.7 cm�12.7 cm�.
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B. Quasi phase-locked flow visualization with LASER
light sheet

A qualitative analysis of coherent flow structures of the
glottal jet was done using the images from the quasi phase-
locked flow visualization experiments. Typical for flow visu-
alization, the seeding density was high in the seeded flow
regions and low outside. In flow regions where the mixing
was small, the scattered LASER light from the seeded flow
showed mainly the dynamics of the boundaries between
seeded and unseeded flow. In flow regions with large mixing,
boundaries between seeded and unseeded flow disappeared
and only the motion of large-scale patches of seeded flow
�“blobs”� could be identified by eye as “coherent structures”
�see Fig. 3�.

For flow visualization with a LASER light sheet, the
beam from a double-pulsed Nd:YAG LASER �Solo III PIV
15, New Wave Research, Fremont, CA� was shaped into a
thin light sheet �approx. 1 mm thick� with a light sheet mod-
ule �Dantec Dynamics, Denmark� mounted to the LASER
head. Each pulse from the double-pulse LASER had about
5 mJ light energy and a pulse duration of about 3–5 ns. The
interpulse interval of the double pulses of the LASER was
�t=0.25 ms or �t=0.5 ms, respectively. The repetition rate
of the double-head LASER was 15 Hz. The scattered light
from the tracer particles in the seeded glottal jet was ob-
served with a high speed camera �Fastcam-Ultima APX,
Photron USA, San Diego� and a 58 mm lens �Noct NI-
KKOR, Nikon, USA� with one 14 mm extension ring. The
CMOS array of the camera contained 1024�1024 pixels to
capture the scattered light from the selected field of view
downstream from the physical model. The recording frame
rate of the high speed camera was 2000 frames/s �for inter-
pulse interval �t=0.5 ms� and 4000 frames/s �for �t
=0.25 ms�, respectively. Two light sheet orientations with
respect to the physical model and the glottal jet were used for
the illumination of the seeded jet flow: First, the light sheet
was placed in an axial and left-right direction to observe the

medial-lateral dynamics of the glottal jet at the midline of the
physical model �shown in Figs. 3, 5, 7, and 9�. Second, the
glottal jet flow in anterior-posterior direction was observed
with a light sheet oriented in an axial and anterior-posterior
direction to assess the three-dimensional structure of the
glottal near field flow �shown in Fig. 10�.

Figure 3 shows one representative flow visualization im-
age where some general flow features can be seen. Note that
at the bottom of Fig. 3, the superior edges of the left and the
right sides of the physical model can be seen being illumi-
nated by the LASER light sheet. The glottal jet within some
small part of the glottal exit channel was also visible.

C. Digital particle image velocimetry „DPIV…

We used DPIV measurements to quantitatively observe
coherent flow structures in the glottal near field flow. In con-
trast to flow visualization, the flow velocity field in the en-
trainment region outside the laminar core region could also
be observed. The field of view of the DPIV measurements
was restricted to about half the size of the flow visualization
images. Therefore, we focused on the dynamics of the lami-
nar core region with the roll-up of large-scale vortices and
the convection of these vortices into the turbulent region �see
Fig. 4�. Thus, DPIV is an extension of flow visualization in
both the resolved region of air flow and the flow field infor-
mation in terms of flow velocities instead of only seeding
density or seeding boundaries.

For planar DPIV, we used a double-pulse Nd:YAG LA-
SER �Solo 120, New Wave Research, Fremont, CA� with a
light sheet module �LaVision, MI� to illuminate a thin slice
�about 1 mm thick� of the seeded jet flow. The light sheet
was oriented in the axial and left-right direction. The energy

FIG. 3. �Color online� Representative flow visualization image during
model oscillation: The superior edges of the left and right model sides were
illuminated by the LASER light sheet. The direction of the streamwise jet
axis is indicated by the red line. �volumetric flow rate about 480 ml/s,
subglottal inflow tube length: 69 cm, physical model length: 1.7 cm�.

FIG. 2. Normalized power spectrum of the sound pressure signal during the
flow visualization measurements. Note that the second harmonic �2f0� is
significantly stronger than the fundamental frequency �f0�. The peak at about
20 Hz is an artifact due to high-pass filtering of the microphone signal.
�f0�122 Hz, volumetric flow rate approx. 480 ml/s, subglottal inflow tube:
69 cm, physical model length: 1.7 cm�.
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of each LASER pulse was about 5–10 mJ. The interpulse
interval of the double pulses was �t=5 �s. A double-shutter
camera �Image Intense, LaVision Inc., MI� with an inter-
frame interval of 5 �s and a repetition rate of 4.95 double
frames/s together with a 60 mm lens �NIKKOR, Nikon
USA� was used to capture the scattered light from the tracer
particles in the LASER light sheet. The CCD array of the
camera contained 1376�1040 pixels that were used to cap-
ture a field of view of 27.2 mm�19.5 mm.

For increased seeding particle density in the downstream
region outside the core of the glottal jet �i.e., in the entrain-
ment region�, a rectangular acrylic duct was mounted down-
stream from the physical model. This also helped to isolate
the jet flow from air disturbances from the laboratory envi-
ronment. The duct was 25.4 cm long �in axial direction� and
had a inner cross section of 12.7 cm�12.7 cm. Therefore,
the ratio of the duct width and the maximum glottal opening
width �Wmax�1 mm� was approx. 127. This expansion ratio
was large, so that influences of the confining duct wall on the
glottal jet dynamics could be neglected.

Flow velocity vector fields were calculated from image
pairs that were obtained from LASER double pulses. For a
detailed description of the theory of DPIV we refer to, e.g.,
Adrian �1991�; Westerweel �1997�. In our experiments, the
processing was done with the software package DaVis
�LaVision, Inc. MI� using a multi-pass algorithm. Two passes
with an interrogation window size of 64�64 pixels were
followed by two passes at 32�32 pixels. The overlap of the
interrogation windows was 50%.

Figure 4 shows one representative velocity field ob-
tained from two-dimensional DPIV measurements of the
glottal jet through the physical model. Only the left side of
the physical model was visible in these DPIV images. The
confining duct walls in Fig. 4 were located at approx. −63

and 63 mm in left-right direction. The maximum jet core
velocity was approx. 40 m/s. Note that the flow vector field
immediately downstream from the right model could not be
resolved, because there the intensity of the scattered LASER
light was too low due to low seeding density and low LA-
SER light intensity.

D. Extraction of coherent flow structures

Coherent structures are spatially and temporally orga-
nized flow structures that are found even in turbulent flow.
They are the building blocks for large-scale motions in fully
developed turbulence �Holmes et al., 1997; Theodorsen,
1952; Townsend, 1976�. Qualitatively, coherent flow struc-
tures could be identified using the “eyeball norm” to identify
small- and large-scale structures in the scattered light from
the seeding concentration fields in flow visualization experi-
ments �Sirovich et al., 1990�: Using a high speed camera and
a double-pulsed LASER light sheet with exposure times of
about 3–5 ns, we effectively “froze” the motion of the glot-
tal jet at two time instances. If the time delay between two
consecutive LASER pulses is short enough compared to the
flow velocities in the observed flow field, then the trajecto-
ries of seeding structures �such as blobs and “hook-like and
wave-like boundaries”� can be tracked by visual inspection.
This is useful especially for the characterization of small-
scale, high-frequency shear layer vortices.

The technique of “principal component analysis” �PCA�
can be used as an objective method to numerically extract
coherent flow structures from seeding concentration fields in
flow visualization experiments and from flow vector fields in
DPIV experiments �Berkooz et al., 1993; Holmes et al.,
1996; Lumley, 1967; Sirovich et al., 1990�. PCA provides a
rational framework to decompose organized flow structures.
PCA is a statistical procedure that identifies coherent, i.e.,
correlated dynamics in spatio-temporal patterns. As the re-
corded images from the flow visualization experiments and
the DPIV measurements captured a superior part of the
physical model, we could relate the dynamics of the coherent
flow structures �here defined as the PCA eigenfunctions� to
the vibrational behavior of the physical vocal fold model.

Coherent flow structures of a spatio-temporal flow field
�“movie”� were defined as the empirical orthonormal func-
tions �l�x� �EOFs� obtained from PCA. The scalar-valued or
vector-valued movie f�x , t� �x�R2, t�R� is written as

f�x,t� = �
�=1

N

�����t����x� . �1�

The functions �l�x� capture the coherent spatial structures of
the flow field movie, the functions �l�t� are the correspond-
ing temporal coefficients �“amplitudes”� of the coherent
structure, and �l were the weights of the coherent structures
with respect to the total dynamics of the spatio-temporal
flow field. We use the terms “topos” to refer to the spatial
functions �l�x�, “chronos” to refer to the temporal functions
�l�t�, and “energy” to refer to �l

2 �Aubry et al., 1991�. For a
detailed description of coherent structures based on PCA, we
refer to the Appendix.

FIG. 4. �Color online� Representative velocity field from DPIV measure-
ment of �slightly confined� glottal jet: The left side of the physical model
was illuminated by the LASER light sheet. A vortex-like structure of the
starting jet is visible on the left side in the entrainment region. The flow field
on the right side of the model could not be resolved due to the low scattered
light intensity in the shadow of the jet flow. The left and right walls of the
confining downstream duct were located at approx. −63 and 63 mm in left-
right direction, respectively. �volumetric flow rate approx. 480 ml/s, funda-
mental frequency f0�99.99 Hz, subglottal inflow tube length: 81 cm,
physical model length: 2.3 cm�.
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III. RESULTS

At a subcritical flow rate of approx. 300 ml/s, in which
the physical model was stationary �“prephonatory stand-
still”�, the open model glottis discharged a steady open jet.
Light sheet illumination of a left-right and axial plane in the
center of the jet showed that the jet axis was inclined by
approx. 8° away from the normal direction of the mounting
plates towards the right model side. This side protruded less
far downstream than the left model side. These observations
hinted that the direction of the glottal duct during prephona-
tory standstill was oblique as the left and right physical mod-
els were deformed asymmetrically by the applied subglottal
flow. Scherer et al. �2001� and Shinwari et al. �2003� found
inclined jet axis directions for both symmetric and oblique
rigid vocal fold models. They also showed that the pressure
distribution in the glottal channel was asymmetric. In our
experiments with deformable physical models, the model ge-
ometry during prephonatory standstill was the result of a
static equilibrium of pressure forces on the physical model
walls and the elastic forces of the models. Even if the elastic
properties of the left and right physical model were identical,
it is possible that the asymmetry in the pressure distribution
on the left and right model walls would lead to an asymmet-
ric oblique direction of the glottal channel during standstill.

For a supercritical flow rate above approx. 480 ml/s, the
typical far field sound pressure of the model oscillations is as
shown in Fig. 2. With this kind of physical model, we typi-
cally observed a significantly larger sound pressure ampli-
tude at the second harmonic �2f0� than for the fundamental
frequency �f0�.

A. Oscillation of laminar jet core axis

Figure 5 shows an enlarged view of the seeded jet flow
in the laminar core region. This cycle of double-frame im-
ages of the scattered LASER light revealed different stages
of attachment and detachment of the laminar core from the
physical model walls. We found this behavior to be consis-
tent in our experiments with the physical model. At the be-
ginning of the cycle �frame 0�, when the flow rate was mini-
mal and the model glottis was almost closed, the seeded flow
stayed attached to the left side of the model �upper side in
Fig. 5�. This side protruded downstream further than the op-
posite right side, probably due to asymmetries of the mount-
ing of the physical models onto the holding plates. During
the opening phase �frames 1 and 2�, when the flow rate in-
creased, the laminar core width increased while the jet flow
stayed attached to the right side of the model �lower side in
Fig. 5�. During maximum opening �frames 3 and 4�, the jet
core axis moved slightly to the center of the glottis, and the
flow detached from the divergent exit wall of the right
model. During the closing phase �frames 5 and 6�, when the
jet flow rate decreased, the laminar core width decreased and
the flow reattached to the right model wall.

During maximum opening and during the closing phase
�frames 3–6�, the laminar core region downstream of the
glottis exit was straight. During the opening phase, we ob-
served a strongly curved flow downstream of the glottis exit:
Just before opening of the model glottis �frames 0 and 7�, the

flow downstream from the almost closed glottis was bent
towards the left model side. This might be due to the leftover
recirculation from the flow in the previous cycle. This curved
flow structure was convected downstream �frame 1� and the
curvature changed towards the right side in a later opening
phase �frame 2�. The changing curvature is probably due to
the influence of the jet flow in the beginning of the cycle
which may produce circulation opposite to the one in frames
0 and 7.

For one oscillation cycle, we estimated the instantaneous
width of the laminar core region and the instantaneous incli-
nation angle of the laminar core axis with respect to the axial
direction �the normal direction to the mounting plates� �Fig.
6�. These values were measured visually from images of the
seeded jet flow within and just downstream of the exit of the
model glottis �as seen in Fig. 5�. Positive inclination angles
indicated inclination to the right model side. Figure 6 shows
that the laminar jet width oscillated quasi-sinusoidally at the
fundamental frequency �T0=1/ f0�. The observed core width
varied between about 0.4 and 1.5 mm. The inclination angle
varied about a mean value of approx. 8° with an amplitude of
approx. 4°. Over one oscillation cycle, it showed a double-
peak behavior: starting from about 4° at the beginning of the
cycle �t=0�, the inclination angle increased to about 12° at
about one quarter of the cycle �t=T0 /4��. Then the angle

FIG. 5. Magnified view of image pairs showing the laminar core region and
the transitional region for one oscillation cycle. The jet core axis oscillated
in the left-right direction: During opening the flow stayed attached to the
right model �lower side�. It detached from the right side, while the direction
of the jet core rotated to the left side. During closing, the flow reattached to
the right side of the model. ��t=0.25 ms, f rep=15 Hz, volume flow rate
approx. 630 ml/s, fundamental frequency f0�122 Hz, subglottal inflow
tube length: 81 cm, physical model length: 2.3 cm�.
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decreased to about 5° at t=T0 /2. In the second half of the
cycle, the inclination angle increased again to about 12° at
about t=3T0 /4 and finally returned to about 4° at the end of
the cycle. Note that the double-peak behavior was also
present in the far field sound pressure as indicated by the
dominant second harmonic in Fig. 2.

B. Shear layer structure

Downstream from the physical model exit, the laminar
core was surrounded by a von Kármán-like vortex street in-
dicated by the hook-like structure of the boundary of the
seeded flow �Figs. 3 and 7�. The width of this vortex street
increased with increasing distance from the physical model,
until the left and right shear layers merged and the visible
hook-like structure disappeared. This widening of the shear
layer was due to the convection and growth of the shear layer
vortices. The flow within the glottal channel was laminar for
the flow rates used in our experiments �here up to about
630 ml/s�.

C. Flapping of turbulent region

Figure 7 shows the seeded jet flow in both the laminar
and the turbulent region during one oscillation cycle. The
disparity of image pairs recorded with a delay of �t
=0.5 ms allowed us to visually track flow patterns in the
plane of the LASER light sheet. As shown in Fig. 7, the jet
flow in the transitional region reorganized into small-scale
turbulent behavior organized in a large-scale wave-like pat-
tern in the turbulent region. This wave-like pattern in the
turbulent region has been termed a “flapping jet” �see
Gordeyev and Thomas �2000�; Thomas and Brehob �1986��.
It stems from early interpretations that the jet “flaps like a
flag” which would imply left-right oscillations of the instan-
taneous axial velocity profile. In static planar jets, the “flap-
ping jet phenomenon” is now understood in terms of large-
scale coherent structures in the turbulent region organized in

an antisymmetric array of counter-rotating vortices
�Gordeyev and Thomas, 2000; Thomas and Brehob, 1986�.
This antisymmetric vortex array convects downstream into
the turbulent region while new vortex structures are created
in the transitional region. Visualizing such a velocity field
with seeding particles in a light sheet, the seeded flow seems
to “flap” in the left-right direction.

The experiments with DPIV confirmed the observations
made from flow visualization. In Fig. 8 we show a sequence
of velocity vector fields for one oscillation cycle. There, the
flapping of the jet in the turbulent region due to the convec-
tion of a vortex structure can be clearly seen �frames 1–3�.
The vortex structure downstream from the left model side
was created during the opening phase. As shown above in
Fig. 5, at minimal opening the flow downstream from the
model was bent towards the left side. This bend then con-
vected downstream �frame 1 in Fig. 8� and led to the obser-
vation that the jet flapped to the right side �frame 2 and 3�. In
frame 4, a small, wavy undulation of the jet core in the
transitional and turbulent region can be seen.

The convection of large-scale plume-like structures dur-
ing one cycle was visualized by spatio-temporal plots con-
structed by concatenating axial slices from flow visualization
image pairs �Fig. 9�. This spatio-temporal plot contained
49 pixel=2.4-mm-wide slices taken from the center region
of the double-pulse flow visualization images. It showed the
temporal behavior of the glottal flow near field in an axial
slice centered about the center of the glottal channel. Due to
the convection of large-scale plumes of seeded flow and the
flapping of the jet in the turbulent region, we observed in-
clined stripes of seeded flow in the spatio-temporal plot. The
convection velocity of the large-scale structures initiated dur-

FIG. 6. �Color online� Inclination angle and width of the laminar core
downstream from the physical model. The inclination angle was defined as
the angle between the axial direction �perpendicular to the mounting plate of
the physical model, see Fig. 1� and the instantaneous laminar core direction.
Positive angles indicated a rotation towards the right side. While the width
of the laminar core varied quasi-sinusoidally with the fundamental fre-
quency, the inclination angle showed a double-peak behavior. During open-
ing and closing �flow acceleration and deceleration�, the jet axis stayed at
the right side of the physical model. �f0=1/T0= f rep�n+1/NT�=120.6 Hz,
where NT=25, n=8, f rep=15 Hz, volumetric flow rate approx. 480 ml/s,
subglottal inflow tube length: 69 cm, physical model length: 1.7 cm�. FIG. 7. Quasi phase-locked observation of the seeded open glottal jet during

one oscillation cycle. A von Kármán-like vortex street in the shear layer of
the laminar core and the flapping of the jet in the turbulent region can be
observed. ��t=0.5 ms, volumetric flow rate approx. 480 ml/s, f rep=15 Hz,
f0= f rep�n+1/NT�=121.875 Hz, NT=8 different phases, n=8, field of view:
50 mm�50 mm, inflow tube length: 69 cm, physical model length:
1.7 cm�.
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ing the opening phase could be estimated from the slope of
the stripe-like patterns. We found convection velocities of
approx. 9.7 m/s compared with jet core velocities of about
40 m/s. The convection velocity of flow structures in the
middle of the oscillation cycle could be estimated as about
7.5 m/s. Note that for the location of the observation slice
there were two inclined stripes for each oscillation cycle.
Therefore, an observer at a fixed location in the turbulent
region would observe a double-peaked seeding concentration
signal for each oscillation cycle.

D. Three-dimensional flow features

Our study used only two-dimensional slices of the full
three-dimensional glottal flow structure. The degree to which
the glottal jet has three-dimensional features was illustrated
with flow visualization experiments with the LASER light
sheet in an axial and anterior-posterior plane �Fig. 10�: First,
we observed vortex structures in the shear layer at the ante-
rior and posterior boundaries of the laminar core �frame 1�.
Second, downstream from the axially convected vortex
structures, the anterior-posterior jet width decreased abruptly
�frame 1�. Third, at maximum opening �frame 2�, we ob-
served a converging laminar jet flow, which might be related

to the axis switching phenomenon known from noncircular
jets �Gutmark and Grinstein, 1999�. And fourth, during clos-
ing �frame 4�, the flow in the light sheet just downstream
from the model broke up into two parts, one anterior and one
posterior jet flow. Therefore, the flow downstream from the
physical model was found to be essentially three dimensional
and it showed typical features of jet flows through static
noncircular orifices �Gutmark and Grinstein, 1999�.

FIG. 9. Spatio-temporal plot from seeding density image pairs constructed
from axial slices revealing convection of plume-like flow structures and
flapping of the flow in the turbulent region: The jet flaps through the axial
slices. For this cycle, the corresponding variation of the laminar core width
and the inclination angle of the laminar core axis were shown above in Fig.
6. The convection velocity of the first plume-like structure could be esti-
mated as about 9.7 m/s, the second as about 7.5 m/s. �width of concat-
enated slices: 49 pixel=2.4 mm, �t=0.5 ms, f rep=15 Hz, f0=1/T0

=120.6 Hz with NT=25, volume flow rate approx. 480 ml/s, inflow tube
length: 69 cm, physical model length: 1.7 cm�.

FIG. 10. Three-dimensional features estimated with flow visualization with
LASER sheet aligned in anterior-posterior direction. One oscillation cycle of
the quasi-phase-locked flow fields is shown. The jet flapped through the
LASER sheet in medial-lateral direction and the jet axis was slightly in-
clined towards one side of the physical model. Hence, at certain parts of the
glottal jet the light sheet did not intersect the seeded jet flow. ��t=0.5 ms,
f rep=15 Hz, f0= f rep�n+1/NT�=123.75 Hz, with NT=4 and n=8, volume
flow rate: 1050 ml/s, inflow tube length: 81 cm, physical model length:
2.3 cm�.

FIG. 8. �Color online� Magnified image sequence of velocity vector fields
from DPIV experiments: Frame 1 corresponds to the velocity field shown in
Fig. 4. In frames 0 and 5, the model glottis is minimal, but not closed.
Residual flow from the previous oscillation cycle could be seen downstream
from the glottal exit �frames 0 and 5�. In frame 1, the glottis opened and the
jet flow velocities in the laminar core increased, while the direction of the
laminar core axis moved to the right side. In frames 2 and 3, the jet axis in
the turbulent region flapped to the right side. In frame 3, the laminar core
widened significantly while the direction of the laminar jet core axis moved
back towards the left side. The largest flow velocities in the jet over the
entire jet length occurred in frame 4. �volume flow rate approx. 480 ml/s,
f0= f rep�n+1/NT�=99.99 Hz where NT=5, n=20, f rep=4.95 Hz, subglottal
tube length: 81 cm, physical model length: 2.3 cm�.
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E. Linear correlations between laminar core and
turbulent region dynamics

1. Coherent structures from seeding concentration
fields

We used PCA to objectively extract patterns of corre-
lated flow behavior of the seeding density field in the laminar
core region and the turbulent region. In this way, coherent
structures were constructed by PCA by finding organized
correlated behavior of flow structures.

The snapshot method was used to construct coherent
flow structures �in terms of empirical orthogonal functions,
EOFs�. We used 51 image pairs of seeding concentration
fields obtained with double-pulsed light sheet illuminations
of the near field of the glottal jet flow. These 51 image pairs
captured about seven cycles of the model vibration, similar
to the one shown in Fig. 7. Before applying PCA we ex-
cluded the downstream protruding superior part of the physi-
cal models from the image pairs. In this way, we suppressed
the influence of coherent scattered light patterns from the
physical model on the construction of coherent flow patterns.
The image pairs with a resolution of 800�850 pixels were
treated as one image and analyzed together. The disparity
between the image pairs is related to the glottal flow velocity
field within the light sheet. Therefore, the constructed topos
of pairs of seeding concentration fields could be associated
with coherent structures of the flow velocity fields down-
stream from the physical model.

Figure 11 shows the first four spatial coherent structures
of image pairs from the seeding concentration field. The cor-
responding spectra of the chronos are shown in Fig. 12 and
the relative eigenvalues are given in Table I. Table I shows
that some coherent structures �EOFs� appeared roughly in
pairs with respect to their relative contributions to the total

variance �total kinetic energy�. Paired eigenvalues were ob-
served previously in other applications of PCA, e.g., see
Deane et al. �1991�; Leonardy et al. �1996�; Ma and Kar-
niadakis �2002�; Ma et al. �2003�; Noack et al. �2003�. A
theoretical explanation for paired eigenvalues from PCA can
be found, e.g., in Glegg and Devenport �2001�. In brief, for
spatio-temporal systems with homogeneous directions �spa-
tially or temporally translationally invariant directions� PCA
modes resemble Fourier modes. Therefore, in spatially ide-
ally homogeneous systems two identical PCA eigenvalues
would appear �degenerate case� that are related to sine and
cosine functions in space and time. Combined appropriately,
paired topos and chronos could describe standing and travel-

FIG. 11. �Color online� First four spa-
tial coherent structures �topos� of the
seeding concentration field from
paired visualization images down-
stream from the oscillating physical
model. The decomposition into coher-
ent structures of paired images was
similar to the decomposition of the
flow velocity field of the glottal near
field. The disparity of the image pairs
of each topos contained the informa-
tion about the underlying velocity
field. Note that EOFs 2 and 3 �and
EOFs 4 and 5 �not shown�� are approx.
spatially shifted versions of each other.
Thus, EOFs 2 and 3 �and EOFs 4 and
5� described traveling wave structures
in the seeding concentration field.

FIG. 12. �Color online� Normalized amplitude spectra of the first five chro-
nos of the coherent structures from the seeding concentration field down-
stream from the oscillating physical model. The first five chronos could be
approximated as: �1�t��const.−cos��0t�, �2�t��sin�2�0t�, �3�t�
�cos�2�0t�, �4�t��sin��0t�, and �5�t��cos��0t� ��0=2	f0, f rep=15 Hz,
f0= f rep�n+ fexp��122 Hz, where fexp�0.125 and n=8�.
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ing waves. Here, paired eigenvalues of coherent structures
were indicative of convection of flow structures in the near
field of the glottal jet flow.

The first coherent structure captured approx. 77%
of the total kinetic energy, about 100% of the total mean
kinetic energy, and 60% of the total fluctuating kinetic
energy. The first chronos could be approximated as
�1�t��const.−cos��0t� ��0=2	f0, f0�122 Hz�. The first to-
pos could be interpreted as the mean jet flow component that
was inclined towards the right model side and oscillated in
amplitude at the fundamental frequency of the model vibra-
tion.

The second and third coherent structures had similar val-
ues for their relative contributions to the total kinetic energy
�
2�5%, 
3�4%� and total fluctuating kinetic energy
�Varx��2�x���8%, Varx��3�x���7%�. Their contributions
to the total mean kinetic energy were negligible. The corre-
sponding chronos of these paired coherent structures could
be approximated as �2�t��sin�2�0t� and �3�t��cos�2�0t�,
respectively. Therefore, the dominant frequency component
for EOFs 2 and 3 was at the second harmonic �2�0�. As a
pair, EOFs 2 and 3 described the convection of large-scale
structures in the turbulent region, as their topos were approx.
spatially shifted versions of each other. These two coherent
structures showed that the dynamics of flow structures in the
right �left� shear layer was strongly correlated with the dy-
namics of flow structures on the left �right� side of the tur-
bulent region. They captured the correlated motion of the
oscillation of the laminar core axis and the jet flapping of the
flow in the turbulent region. This interpretation was consis-
tent with our previous observation of the double-peaked be-
havior of the inclination angle of the laminar core direction
�Fig. 6�.

The fourth and fifth coherent structures also appeared as
a pair with respect to their relative contributions to the total
kinetic energy �
4�2%, 
5�1%� and total fluctuating ki-
netic energy �Varx��4�x���3%, Varx��5�x���2%�. Their
contributions to the total mean kinetic energy were negli-
gible. Their chronos could be approximated as �4�t�
�sin��0t� and �5�t��cos��0t�, with the main frequency
component at the fundamental frequency. Their topos �only
the topos for the fourth coherent structure is shown here�
were again spatially shifted versions of each other. They

showed spatial patterns with three antinodes in the left-right
direction compared to two antinodes in left-right direction
for the second and third coherent structures. Therefore, they
captured smaller-scale details of the oscillation of the lami-
nar core axis and of the flapping of the flow in the turbulent
region. Similarly, higher-order coherent structures showed
correlated behavior of flow structures on a smaller and
smaller spatial scale.

2. Coherent structures from DPIV velocity fields

We used the snapshot method to decompose 50 two-
dimensional DPIV velocity fields into coherent flow struc-
tures. The field of view for the DPIV observations was about
half the size of the flow visualization experiments. In this
way, we could focus on the coherent structures only in the
immediate downstream near field of the glottal flow. The first
four topos are shown in Fig. 13, the magnitude spectra of the
corresponding chronos are given in Fig. 14. Table II shows
the relative contributions of the coherent structures to the
total kinetic energy, the total mean kinetic energy, and the
total fluctuating kinetic energy. Similar to the coherent struc-
tures found in the seeding density images, coherent struc-
tures of the DPIV velocity fields appeared in pairs with re-
spect to their relative contributions to the total kinetic energy.
Thus, traveling wave structures, such as convected vortex
structures, could be constructed from these paired coherent
structures.

The first coherent structure contained about 64% of the
total kinetic energy, about 97% of the total mean kinetic
energy, and approx. 58% of the total fluctuating kinetic en-
ergy. The first topos described the mean jet flow with the
mean jet axis inclined towards the right model side. The
width of the mean jet flow stayed almost constant over the
axial length of about one jet width. Then it widened along
the axial direction. The chronos of the first coherent structure
showed small amplitude oscillations about a large mean
value. Thus, the first coherent structure described a pulsatile
mean jet flow downstream from the physical model.

The second coherent structure contained about 8%, 2%,
and about 9% of the total kinetic, mean kinetic, and fluctu-
ating kinetic energy, respectively. The corresponding topos
showed an antisymmetric velocity field with respect to the

TABLE I. Relative contributions of coherent structures of the near field of the flow visualization experiments
to the total kinetic energy, the total mean energy, and the total fluctuating energy. More than 21 components
were necessary to explain more than 95% of the total energy. The first component was sufficient to explain more
than 95% of the total mean energy, whereas more than 31 components had to be included to recover more than
95% of the total fluctuating energy. �Emean/Etot=43.2%, Efluct /Etot=56.8%, see Appendix for a theoretical
description of these expressions�.

PCA
index

k

Relative contributions of coherent structures to total:

kinetic energy

k= ��k

2�x��x �%�
mean energy
��k�x��x

2 �%�
fluctuating energy
Varx��k�x�� �%�

1 76.9 99.6 59.7
2 4.6 �10−1 8.0
3 4.1 �10−1 7.2
4 1.8 �10−1 3.2
5 1.1 �10−1 1.9
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mean jet axis: While the vector field on the left side of the jet
core was directed downstream, the vector field on the right
jet side was directed upstream �and vice versa for the second
half of the oscillation cycle�. The major frequency compo-
nent of the corresponding chronos was at the fundamental
frequency �f0� of the model vibration. Therefore, this coher-

ent structure captured the left-right oscillation of the direc-
tion of the jet core axis.

The third and fourth coherent structures were approxi-
mately spatially shifted versions of each other. They con-
tained about 6% and 2% of the total kinetic energy, and
about 7% and 3% of the total fluctuating kinetic energy, re-
spectively. Also the fifth and the sixth coherent structures
were spatially shifted versions of each other �not shown
here�. The topos of EOFs 3 and 4 showed a downstream
convecting vortex structure: a vortex-like structure has its
center at about �x ,y�= �3,18� mm in the topos of EOF 3. The
corresponding vortex-like structure can be found at about
�x ,y�= �6,21� mm in the topos of EOF 4. This vortex rotated
in clockwise direction. In the topos of EOF 3, an anti-
clockwise rotating vortex-like structure was observed cen-
tered at about �x ,y�= �5,5� mm downstream from the left
side of the model. The major frequency component of the
third coherent structure was at the fundamental frequency
�f0�. A slightly smaller amplitude was found at the second
harmonic �2f0�. The fourth coherent structure had its major
frequency component at the second harmonic and a slightly
weaker component at the fundamental frequency. Thus, the

FIG. 14. �Color online� Normalized amplitude spectra of the first five chro-
nos of the velocity field from the DPIV measurement. �f0= �n+ fexp�f rep

�100 Hz, where fexp�0.21, f rep=4.95 Hz and n=20�.

FIG. 13. �Color online� Velocity field and magnitude of the first four topos of the DPIV measurement �every third velocity vector shown�: The topos of EOF
1 shows approx. the average velocity field with a mean laminar core width of approx. 2 mm. The topos of EOF 2 captured the left-right oscillation of the jet
core location and direction. The topos of EOF 3 and 4 are approx. spatially shifted versions of each other. They showed vortex-like structures convecting
downstream. Together, they described the flapping of the jet axis in the turbulent region.
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third and fourth coherent structures explained the left-right
jet flapping in the turbulent region as the convection of vor-
tex structures. They also captured the roll-up of a starting
vortex downstream from the left model side.

3. Comparison of coherent structures from seeding
concentration fields and DPIV velocity fields

The presented coherent structures from the seeding con-
centration fields and from the planar DPIV velocity fields
were obtained from different sizes of the fields of view: the
fields of view for the seeding concentration fields were about
twice as large as for the DPIV experiment. Therefore, the
DPIV experiment only captured the immediate flow near
field downstream from the physical model �the laminar core
region, the transitional region, and the beginning of the tur-
bulent region�, whereas the flow visualization experiments
included a larger part of the turbulent region. Therefore, the
coherent structures of the flow visualization experiment cap-
tured correlated behavior between the immediate near field
and the turbulent region. In this respect, the topos of EOFs 2
and 3 of the flow visualization experiment corresponded to
the topos of EOF 2 of the DPIV experiment.

IV. DISCUSSION

In this paper, we used two experimental methods to
qualitatively and quantitatively characterize the near field of
the glottal flow through a self-sustained oscillating physical
model of vocal folds: First, we used the scattered light inten-
sity from a double-pulsed LASER light sheet to qualitatively
measure the seeding density field in a single plane of the
glottal jet. From the disparity of seeding density patterns of
the paired flow visualization images we could estimate the
motion of flow patterns. Second, we applied digital particle
image velocimetry �DPIV� to quantitatively measure the in-
plane flow velocity field in a single plane of the glottal jet.

Due to the limited repetition rate of the double-pulsed
LASER we could only obtain a few quasi phase-locked im-
age pairs per glottal jet oscillation. In the future, methods
should be developed to increase the number of observable
vibration phases. All qualitative and quantitative visualiza-

tion measurements were done for single planes either in axial
and left-right direction or in axial and anterior-posterior di-
rection. Thus, we observed that the flow near field is essen-
tially three dimensional. Further experiments have to be done
to, first, obtain out-of-plane velocity fields and, second, to
get whole-volume measurements of the three-dimensional
velocity field of the pulsating glottal jet.

As we used a fairly wide downstream duct �expansion
ratio about 127� in our DPIV experiments to increase the
seeding density, our DPIV measurements could be consid-
ered as open jet experiments. Using DPIV and PCA to ex-
tract coherent flow structures from flow velocity fields, fu-
ture studies could be done on the influence of smaller
expansion ratios on the dynamics of the glottal jet. In the
human larynx, the ventricular folds could provide such a
small expansion ratio. Recently, flow visualization experi-
ments and DPIV measurements with static and driven vocal
fold models including the ventricular folds have been re-
ported in Triep et al. �2005� and Kucinschi et al. �2006�.

A. Flow separation and unsteady Coanda effect

1. Asymmetric flow separation inside the glottis

The laminar core axis of the pulsatile glottal jet oscil-
lated in the left-right direction. The jet flow stayed attached
at one model side during opening. It then detached and
moved to the center of the model glottis while its width
increased. During closing, the jet flow reattached to the
model side where it was attached during opening. This indi-
cates that the flow separation points within the glottal chan-
nel occurred at different axial �inferior-superior� positions on
the left and right medial surface of the physical model: The
separation points within the glottal channel oscillated in axial
direction, and the temporal variation of the jet separation
location was different on the left and right model wall. In our
experiments, the left and right model sides did not oscillate
symmetrically with respect to the medial-lateral and inferior-
superior vibration amplitude and phase, although left and
right model oscillations were always synchronized to the
same fundamental frequency. The asymmetries in amplitude
and phase were presumably due to left-right asymmetric

TABLE II. Relative contributions of coherent structures in the PIV experiments to the total kinetic energy, the
total mean energy, and the total fluctuating energy. To recover more than 95% of the total variance of the
velocity field, the first 30 EOFs had to be included. The first component was sufficient to explain more than
95% of the total mean energy. More than 32 component had to be included to explain more than 95% of the
total fluctuating energy. The total mean energy contains about Emean/Etot=16.9% of the total kinetic energy,
whereas the total fluctuating energy contains about Efluct /Emean=83.1% of the total energy. �see Appendix for a
theoretical description of these expressions�.

PCA
index

k

Relative contributions of coherent structures to total:

kinetic energy

k= ��k

2�x��x �%�
mean energy
��k�x��x

2 �%�
fluctuating energy
Varx��k�x�� �%�

1 64.3 96.5 57.8
2 7.7 2.0 8.9
3 6.1 1.2 7.0
4 2.1 �10−1 2.6
5 1.4 �10−1 1.7
6 1.3 �10−4 1.6
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pressure forces related to the asymmetric flow separation
points and due to asymmetries in the mounting of the physi-
cal models.

We conclude that the flow separation points depended
on the detailed instantaneous flow channel geometry. We hy-
pothesize that once the separation points become asymmetric
between left and right side, then left-right asymmetric flow
pressure forces would act on the glottal channel walls. This
would lead to left-right asymmetric vocal fold geometry,
even if the visco-elastic vocal fold properties and the initial
vocal fold geometry were identical and perfectly symmetric.
The asymmetric vocal fold geometry in turn would affect the
flow structure, thus completing a flow-structure feedback
loop within the glottal channel. Thus, this flow-structure
feedback loop inside the glottal channel affects the symmetry
of the coupled fluid-structure system. Therefore, this flow-
structure feedback could always render the left-right sym-
metric fluid-structure behavior unstable.

In general, human vocal folds show a similar behavior:
Left-right aysmmetries are inherent to the visco-elastic and
geometric properties of human vocal folds. However, due to
nonlinear coupling �such as from the glottal air stream� hu-
man vocal folds typically synchronize to a common funda-
mental frequency during phonation. For large left-right
asymmetries in pathological conditions, such as recurrent
nerve paralysis, left and right human vocal folds can dis-
entrain and oscillate at different frequencies �Mergell et al.,
2000; Neubauer et al., 2001; Steinecke and Herzel, 1995�.
Vocal fold asymmetries in healthy normal vocal folds can be
induced voluntarily to desynchronize their oscillation. Thus,
biphonation and chaotic behavior can be generated by asym-
metries �Mergell and Herzel, 1997; Neubauer et al., 2001;
Steinecke and Herzel, 1995�.

2. Unsteady Coanda effect

We provide further experimental evidence that the ‘un-
steady Coanda effect’ can occur during vocal fold vibration.
The term “unsteady Coanda effect” is used in analogy to the
“Coanda effect” in stationary flows �Coanda, 1936; Panitz
and Wasan, 1972�. As our physical model of vocal folds was
deformable, the divergence angle of the glottis �corresponds
to include angle in Scherer et al. �2001�; Shinwari et al.
�2003�� and the glottal channel direction �termed obliquity in
Scherer et al., 2001; Shinwari et al., 2003� were dynamic
variables, in contrast to previous experiments where they
were only control parameters �Erath, 2005; Pelorson et al.,
1994; Shinwari et al., 2003; Triep et al., 2005; Vilain et al.,
1999�. Dynamically, maximum divergence angles typically
occurred when the volume flow was maximal. The diver-
gence angles of the left and right model at the downstream
side of the model were asymmetric due to the construction of
the physical model.

Measurements by Pelorson et al. �1994� and Vilain et al.
�1999� with static and driven vocal fold models and starting
or pulsatile flow found that the Coanda effect might not oc-
cur during phonation due to its large buildup time compared
to the oscillation period. Recently, Erath �2005� and Erath
and Plesniak �2006a, b, c� found that the unsteady Coanda
effect occurs in pulsatile flows through static glottal channels

with different divergence angles at their outlet. In a recent
DPIV study on a driven vocal fold model, Triep et al. �2005�
found that the unsteady Coanda effect occured during the
opening of the driven glottis.

Our observations show that an unsteady Coanda effect
can occur under unsteady oscillatory conditions, as we ob-
served attached jet flow to only one model side, predomi-
nantly during glottal opening and closing. Our hypothesis is
that the unsteady Coanda effect may be induced by flow
structures downstream from the vocal folds.

B. Feedback/feedforward mechanisms in the glottal
flow

1. Flapping of the turbulent jet region

In our flow visualization experiments, the jet axis in the
transition region and the turbulent region showed wavey un-
dulations in axial direction: The jet appeared to be flapping
like a flag in the left-right direction. Our flow visualization
experiments and DPIV measurements showed that large-
scale vortex structures were generated and convected down-
stream into the transitional and turbulent region. The starting
jet flow at the beginning of the oscillation cycle might have
initiated the roll-up of these large-scale vortex structures.
Note that this roll-up might be also influenced by the remain-
ing flow structures from the previous cycle. The particular
spatial alignment of large-scale vortex structures would re-
sult in an apparent flapping motion of the seeded jet flow.
Analogous to planar jet experiments �Gordeyev and Thomas,
2000; Thomas and Brehob, 1986; Thomas and Prakash,
1991�, we note that the term flapping jet is a misnomer in the
context of glottal jets. We propose that the glottal jet axis in
the turbulent region is undulated due to antisymmetric large-
scale vortex structures that are convected downstream.
Therefore, at a fixed axial position the jet axis appears to be
oscillating in the left-right direction. Applying PCA to flow
visualization fields and DPIV velocity fields, we found
paired coherent structures that indicated sine and cosine-like
flow patterns in the axial direction. The superposition of
these patterns explained the flapping turbulent jet similar to a
traveling wave. This corroborated our hypothesis that flap-
ping was caused by convecting vortex structures in the tran-
sitional and turbulent region.

2. Coherent structures reveal correlations of the
laminar core region and the turbulent region

Coherent flow structures were extracted from the near
field flow. By construction from PCA, coherent flow struc-
tures revealed spatio-temporal patterns that showed corre-
lated flow motion of the laminar core region, the surrounding
shear layer, and the turbulent region. Coherent, i.e., corre-
lated behavior might indicate a coupling mechanism, a
“feedback/feedforward coupling” of the glottal flow and its
downstream near field. Such a feedback/feedforward cou-
pling of the shear layer mode with the jet column mode �i.e.,
the large-scale vortices in the transitional and turbulent re-
gion�, has been found previously in planar jet experiments.
In analogy to these planar jet experiments through static pla-
nar orifices �Huang and Hsiao, 1999; Thomas and Chu,
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1989; Thomas and Prakash, 1991�, it is possible that the free
shear layers around the laminar core region and the boundary
layers within the glottis may be strongly influenced by an
acoustic and hydrodynamic interaction with the roll-up of
large-scale vortex rings. Such a mechanism was already dis-
cussed by McGowan �1988�.

Based on our extracted coherent flow structures, we hy-
pothesize that there could be different mechanisms that could
induce left-right asymmetric fluid-structure oscillatory be-
havior in oscillating physical models. Highly correlated re-
gions within the first few dominant coherent structures were
located on opposite sides of the axial jet centerline: The left
�right� shear layer dynamics was positively correlated to the
dynamics of the right �left� turbulent region. This observa-
tion may indicate that pulsatile glottal jets may be dynami-
cally similar to planar jets �Gordeyev and Thomas, 2000;
Thomas and Brehob, 1986; Thomas and Prakash, 1991�.
Spatial correlations in planar jets from symmetric static slit-
like orifices explaining jet flapping �Thomas and Chu, 1989;
Thomas and Prakash, 1991� were similar to the coherent
structures observed in our physical model.

This dynamic similarity would imply that an interaction
mechanism exists in pulsatile glottal jets that couples the
shear layers around the laminar core region with the roll-up
of large-scale vortices in the transition region. Thus, jet flap-
ping in the turbulent region would be coupled with the shear
layer dynamics �i.e., the shear layer mode�. As explained
above, jet flapping could be explained by an antisymmetric
staggered array of large-scale vortex structures in the turbu-
lent region. In analogy to static planar jet experiments �Tho-
mas and Chu, 1989; Thomas and Prakash, 1991�, we use the
term “jet column mode” for this flow structure.

The buildup of this jet column mode in the transitional
region could create an acoustic dipole due the vortex genera-
tion in the transition region. Following Thomas and Prakash
�1991�, the pressure waves from this dipole could disturb the
shear layer mode �i.e., the von Kármán-like vortex street�
close to the glottal discharge plane �feedback mechanism�. In
turn, disturbances of the shear layers would convect down-
stream until they would reach the transitional region to affect
the vortex generation �feedforward mechanism�.

Furthermore, the shear layers could affect the flow sepa-
ration points in the glottis �feedback mechanism�. Hence, the
unsteady Coanda effect �i.e., asymmetric flow separation lo-
cations� discussed above might be even induced by the feed-
back interaction of the jet column mode with the shear layer
mode. Disturbances in the shear layer might affect the
boundary layers in the glottis. Thus, this might help to break
the symmetry of the flow in the glottal channel. In turn, this
might again influence the jet column mode and the flapping
jet. Overall, this might close a feedback/feedforward loop
comprising the glottal wall geometry �and the glottal visco-
elastic properties�, the flow pressure distribution in the glot-
tal channel, and the near field of the glottal jet. Hence, the
glottal dynamics would not only be affected by the flow in
the glottal channel, but also by the near field of the glottal
jet. Future experiments should further explore this hypoth-
esis.

3. Influence of acoustic pressure field on glottal jet
structures and dynamics

When the glottis is open, the glottal jet could be affected
by the acoustic pressure in the subglottal, upstream system. It
has been shown that the coherent structures of acoustically
excited jets through static orifices behave different from
“natural” unexcited jets �Faghani et al., 1999; Kang et al.,
1998; Olsen et al., 2003; Schram et al., 2005; Thomas and
Brehob, 1986; Thomas and Chu, 1989; Thomas and Prakash,
1991; Zhao et al., 2001�. Confined jets through static orifices
can also be affected by the downstream acoustics. Maurel et
al. �1996� showed that the downstream cavity length facili-
tated self-sustained jet oscillations �jet flapping� at a fre-
quency determined by the cavity length. Studies on forced
jets �e.g., Hsiao and Huang, 1990a, b; Huang and Hsiao,
1999; Peacock et al., 2004� showed that oscillations of the
jet orifice walls or acoustic pressure fluctuations at the trail-
ing edge of the nozzle can control the symmetry of the in-
stability mode in the shear layer around the laminar core
region. Symmetric and antisymmetric modes could be se-
lected using different oscillation frequencies of the orifice
wall or acoustic pressure disturbance at the trailing edge of
the nozzle. Moreover, the dynamics of the turbulent jet re-
gion can be affected by such acoustic or mechanic excita-
tions of the shear layers in the laminar core region �Reynolds
et al., 2003�.

C. Reduced-order dynamic models for glottal
fluid-structure oscillator

Our study could be regarded as an extension of the work
by Shinwari et al. �2003�. In particular, they used flow visu-
alization to qualitatively study the steady glottal jet flow
through static glottal models. They used divergent glottal
channel geometries that were either left-right symmetric or
oblique �asymmetric�. In two schematic drawings they quali-
tatively sketched the coherent flow structures of the flow
near field downstream from the flow separation points. Here,
we used PCA to quantify coherent flow patterns found in our
self-sustained oscillating physical model. We also propose
that in studies with static glottal models, coherent structures
in terms of empirical orthogonal eigenfunctions should be
extracted with PCA. This approach would allow a quantita-
tive comparison of the flow structures found in experiments
with static and self-sustained oscillating models.

More important, relevant mechanisms for the interaction
of the glottal near field with the intraglottal flow can be
parameterized using coherent flow structures: Reduced-order
models can be constructed by “projecting” the governing
equations of fluid dynamics onto a dynamically dominant
subset of empirical coherent structures. This approach, some-
times called the “empirical Galerkin method” �Lumley and
Blossey, 1998; Noack et al., 2004�, has been used in classical
systems in unsteady fluid dynamics, e.g., cylinder wake flow
�Ma and Karniadakis, 2002; Ma et al., 2003; Noack et al.,
2003; Sirisup et al., 2004�, airfoils �Dowell and Hall, 2001�,
and two-dimensional unsteady flows in complex geometries
�Deane et al., 1991�. Therefore, coherent structures could
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facilitate the development of reduced-order dynamic models
of the near field flow in static, driven, and self-sustained
oscillating models of vocal fold vibration.

D. Interpretation of two-dimensional flow
field representations

In this paper we presented two-dimensional velocity
field measurements of a pulsatile glottal jet. We used mea-
surement planes that intersected the glottal jet in different
directions. Therefore, we showed that the glottal jet down-
stream from a physical model of vocal folds has an inher-
ently three-dimensional structure. We found that the glottal
flow near field of a self-sustained oscillating model of vocal
folds was essentially three-dimensional and unsteady �time
dependent�. Caution has to be taken in the interpretations of
two-dimensional flow visualization experiments where the
time-dependent flow field images represent only two-
dimensional slices of the flow. Azimuthal structures with out-
of-plane motion and therefore three-dimensional effects were
neglected in our study. For regular vocal fold oscillations,
traversing measurement planes in future experiments could
resolve the dynamics of the glottal jet in different layers.
Thus, three-dimensional coherent flow structures could be
observed. New developments in high speed DPIV �e.g., to-
mographic DPIV� would allow to also study glottal jets dur-
ing nonstationary and irregular vocal fold oscillations. This
would be especially important to further understand patho-
logical voice production.

E. Interpretation of seeding density fields

Flow visualization measurements should be interpreted
with caution, as the images only represent concentration
fields of the seeding particles and the dynamics of the under-
lying velocity and pressure fields are unknown. If the seed-
ing density is high as in our experiments, only the boundaries
between the seeded glottal flow and the unseeded surround-
ing air could be detected in the near field. Therefore, the
classic Kelvin-Helmholtz roll-up of the shear layers resulting
in von Kármán-like vortex streets could be visually observed
�Winter et al. �1987��. Flow visualization might not be able
to show staggered vortex arrays in the transitional and turbu-
lent region, as the seeding particles diffuse too fast for any
discrete vortical structures to be visible after some distance
downstream from the glottis. Nevertheless, Kirby et al.
�1990� and Sirovich et al. �1990� showed that concentration
field patterns can still be interpreted in terms of the actual
fluid motion. Kirby et al. �1990� used computer simulations
of steady open jet flows to compare the coherent structures
�in terms of EOFs� from the flow velocity and pressure fields
with the EOFs from the corresponding mass fraction field.
The mass fraction is related to the seeding density and thus
the scattered light intensity captured in flow visualization
experiments. They showed that principal component analysis
of the mass fraction field still yielded qualitatively similar
information about the coherent flow patterns.

F. Preliminary studies and directions
for future research

Using a physical rubber model of vocal folds, we
showed the existence of coherent structures in this artificial
glottal jet. In preliminary experiments on excised human and
canine larynges we confirmed the existence of a flapping jet
structure and of the left-right oscillation of the laminar core.
The presented experiments on the jet flow through a physical
model of vocal folds appeared to be qualitatively similar to
these preliminary observations. Future work with excised lar-
ynx preparations using the presented experimental and ana-
lytical techniques should explore this behavior further.

V. CONCLUSION

Using methods of flow visualization and digital particle
image velocimetry �DPIV�, this study measured the near
field flow structures immediately downstream of a self-
oscillating, physical model of the vocal folds, with a vocal
tract attached. A spatio-temporal analysis of the structures
was performed using the method of empirical orthogonal
eigenfunctions. Some of the observed flow structures in-
cluded vortex generation, vortex convection, and jet flap-
ping. Jet flapping was observed, presumably due to antisym-
metric �staggered� arrays of large-scale vortices in the
streamwise direction in the turbulent region. In the transition
region of the glottal jet, large-scale vortices were generated,
presumably from the growing instability waves in the free
shear layer surrounding the laminar core region. It is hoped
that this paper will stimulate the development of low-order
models, as well as more detailed experiments regarding the
interaction of coherent structures with each other and the
vibrating vocal folds.
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APPENDIX: COHERENT STRUCTURES
CONSTRUCTED FROM PRINCIPAL
COMPONENT ANALYSIS „PCA…

Principal component analysis �PCA� was used to extract
mutually decorrelated �orthogonal� spatio-temporal struc-
tures from measured complex spatio-temporal flow velocity
fields V�x , t�, x�R2, t�R. PCA is also commonly referred
to as “empirical orthogonal function analysis,” “biorthogonal
decomposition,” “Karhunen-Loéve expansion,” “proper or-
thogonal decomposition,” “principal factor analysis,” “singu-
lar value analysis,” and the “singular spectrum analysis”
�Berry et al., 1994�. Consider the discretized velocity field
“movie” V�xk ,y� , ti� describing the measured spatio-
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temporal velocity field. Here, xk, k=1, . . . ,Nx, yl, l
=1, . . . ,Ny, indicate the spatial coordinates �in left-right and
anterior-posterior direction�, and ti, i=1, . . . ,M is the time
index. We used the “snapshot method” �Sirovich, 1987� to
analyze the spatio-temporal flow velocity fields obtained
from flow visualization and digital particle image velocim-
etry �DPIV�. The covariance matrix K measures linear cor-
relations of the velocity field V�xk ,yl , ti� by comparing on
average the behavior of the measured field variable at all
different measured time instances �snapshots� ti:

K�tk,t�� =
1

N
�
i=1

N

V�xi,tk� · V�xi,t�� = �V�xi,tk� · V�xi,t���xi

�A1�

with k, l=1, . . . ,M and N=Nx*Ny. The symbol �·�xi
denotes

a spatial average. We do not exclude the spatial or the tem-
poral mean of the velocity field V�xk ,yl , ti� before calculat-
ing the covariance matrix, as this would introduce artificial
correlations to the measured spatio-temporal field �Aubry et
al., 1991�. The covariance matrix is a real, symmetric and
positive semidefinite matrix. Therefore, it can be diagonal-
ized and has real and non-negative eigenvalues:

K�� = 
���. �A2�

The normalized eigenvectors �l�t�, l=1, . . . ,M, corre-
spond to the empirical orthogonal functions �EOFs�. Some-
times they are called “chronos” to indicate their chronologi-
cal meaning �Aubry et al., 1991�. The eigenvalues 
l are the
“weights” of the normalized EOFs. They reflect the contri-
butions of the EOFs to the overall variance. The eigenfunc-
tions define a set of orthogonal directions in the 2M-
dimensional state space 	V�tl�
, and the eigenvalues are the
variances of the measured velocity field movie V�x , t� pro-
jected onto the EOF directions. The eigenfunctions are sorted
with respect to their variances.

The total variance Etot �total kinetic energy �Aubry et al.,
1991�� of the set of states 	V�xk , ti�
 is given by the sum of
the eigenvalues 
l:

Etot = �
�=1

N


� = �V�xk,ti� · V�xk,ti��xk,ti
, �A3�

where 
l is the variance of one single spatio-temporal struc-
ture. As the EOFs �l establish an ortho-normal system
���k�t��l�t��t=kl�, the “movie” V�xk , ti� can be written as a
linear superposition:

V�xk,ti� = �
�=1

M

���xk����ti� . �A4�

The spatial expansion coefficients �l�xi� are determined by
the projection of the movie onto the eigenfunctions:

���xi� = �
k=1

M

V�xi,tk����tk� = �V�xi,t����t��t. �A5�

Sometimes, the spatial coefficients are called “topos,” as
they express the topological importance of the associated
chronos �Aubry et al., 1991�. They also can be regarded as

spatial eigenfunctions corresponding to their associated chro-
nos that can be thought of as temporal eigenfunctions. Fi-
nally, the velocity field movie can be decomposed as

V�xk,ti� = �
�=1

M

�����xk����ti� �A6�

with �l�xk� defined as

���xk� = �����xk� , �A7�

�� = �
�. �A8�

Here, we used the following:

��k�xi� · ���xi��xi
= 
kk� = �k����k�xi� · ���xi��xi

.

�A9�

Thus, the normalized topos �l�xi� also establish an ortho-
normal system of empirical spatial eigenfunctions.

Another useful property of the topos �k�xi� and the
weights �total kinetic energy� 
k can be derived using the
general relationship between the variance of a function f�x�
and its first two moments:

Varx�f�x�� = ��f − �f�x�2�x = �f2�x − �f�x
2. �A10�

Therefore, we can write

Varx��k�x�� = ��k
2�x��x − ��k�x��x

2. �A11�

Together with ��k�x� ·�l�x��x=
kkl, we arrive at


k = ��k�x��x
2 + Varx��k�x�� . �A12�

With Etot= �V�xk , ti� ·V�xk , ti��xk,ti
=�k=1

M 
k for the total ki-
netic energy, we can further write

Etot = �
k=1

M

��k�x��x
2 + �

k=1

M

Varx��k�x�� = Emean + Efluct

�A13�

Thus, the contribution 
k /Etot of each EOF �k�t� �chro-
nos� to the total variance �the total kinetic energy� of the
spatio-temporal velocity field movie V�x , t� can be separated
into the contribution to the total mean kinetic energy
��k�x��x

2 /Emean and to the total fluctuating kinetic energy
Varx��k�x�� /Efluct.

�
k=1

M

k

Etot
=

Emean

Etot
�
k=1

M

��k�x��x
2/Emean

+
Efluct

Etot
�
k=1

M

Varx��k�x��/Efluct. �A14�
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Three-way interactions between sound waves in the subglottal and supraglottal tracts, the vibrations
of the vocal folds, and laryngeal flow were investigated. Sound wave propagation was modeled
using a wave reflection analog method. An effective single-degree-of-freedom model was designed
to model vocal-fold vibrations. The effects of orifice geometry changes on the flow were considered
by enforcing a time-varying discharge coefficient within a Bernoulli flow model. The resulting
single-degree-of-freedom model allowed for energy transfer from flow to structural vibrations, an
essential feature usually incorporated through the use of higher order models. The relative
importance of acoustic loading and the time-varying flow resistance for fluid-structure energy
transfer was established for various configurations. The results showed that acoustic loading
contributed more significantly to the net energy transfer than the time-varying flow resistance,
especially for less inertive supraglottal loads. The contribution of supraglottal loading was found to
be more significant than that of subglottal loading. Subglottal loading was found to reduce the net
energy transfer to the vocal-fold oscillation during phonation, balancing the effects of the
supraglottal load. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2409491�

PACS number�s�: 43.70.Bk, 43.70.Aj �AL� Pages: 1119–1129

I. INTRODUCTION

Mathematical models of human voice production may
be used to study normal and pathologic phonation, to predict
the effects of phonosurgery, or to aid voice therapy. Source-
resonator coupling, produced by fluid-sound interactions at
the glottis, is a key factor in the production of self-
oscillations. Fluid-sound interactions affect voice efficiency,
color the spectra of the voice source, and modify the stability
of the dynamic voice production system, resulting in a
change in oscillation frequency and onset pressure. Control
of efficiency and spectral content can be used in singing
�Titze, 2004�. The instabilities produced by the flow-sound
interaction could help to explain irregular phonation
�Mergell and Herzel, 1997�. The effects of subglottal tract
loading may be critical, especially in studies involving ex-
cised larynx and synthetic models of the vocal folds, where
the subglottal tract used to supply the flow may play a com-
paratively large role �Austin and Titze, 1997; Zhang et al.,
2006�.

A. Mathematical models of voice production

Early models of vocal-fold vibrations were based on
myoelastic-aerodynamic theory �Van den Berg, 1958�. In the
single-mass model of Flanagan and Landgraf �1968�, the ab-
sence of the vocal tract made it impossible to obtain self-
sustained oscillations. Earlier excised larynx experiments
showed that self-sustained oscillation can be obtained in the
absence of a vocal tract �Van den Berg and Tan, 1959�. The
effects introduced by the delay between the upper and lower
portion of the vocal folds during oscillation were subse-
quently incorporated to create the well-known two-mass
model �Ishizaka and Flanagan, 1972�. This model allowed
for acoustic feedback and self-sustained oscillations with or
without the presence of acoustic loading. Multimass models
have been developed to better account for the asymmetry
between the lower and upper parts of the folds, and the pres-
ence of a mucosal wave. The “body-cover model” �Titze and
Story, 1997� allowed the effects of acoustic loading on the
volumetric flow rate to be considered using a wave reflection
analog approach �Kelly and Lochbaum, 1962; Liljencrants,
1985; Rahim, 1994; Story, 1995�. The flow model used in
these investigations was shown to be stable and able to
handle time-varying flow and irregular geometries �Titze,
1984�. Fulcher et al. �2006� designed a so-called “effective
one-mass model,” i.e., a single-mass model of the vocal folds
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excited by a negative Coulomb damping force. The negative
Coulomb damping force was assumed to be equivalent to the
aerodynamic forces on the vocal folds, thus keeping the driv-
ing force in phase with tissue velocity. The pressure force for
the inward, closing phase of the cycle was smaller by a factor
of two than that for the outward opening phase. The model
exhibited self-sustained oscillations without the need for
acoustic loading. This model was conceptually accurate, but
did not include a quantitative flow model, acoustic loading,
or collision effects.

High-order models with thousands of degree of freedom
�e.g., finite-element models� have provided additional insight
on phonation mechanisms that are not captured by low-order
models. The modal response of simplified vocal-fold models
�Berry and Titze, 1996� and fluid-structure interactions �Th-
ompson et al., 2005� have been studied using the finite-
elements method. Such models often use an incompressible
flow formulation, and ignore acoustic loading effects. Sim-
plified, unrealistic boundary conditions such as constant
pressure or constant velocity are typically imposed at the
inflow and outflow boundaries of the computational domain,
ignoring the effects of sound waves in the subglottal and
supraglottal spaces on transglottal pressures.

B. Previous observations of acoustic coupling in
phonation

A schematic illustrating the acoustic coupling problem
in voice production is shown in Fig. 1. The interactions be-
tween fluid flow through the glottis and radiated sound
waves are regulated by the impedances of the glottis and the
vocal tract �Rothenberg, 1981; Fant and Lin, 1987; Titze and
Story, 1997�. The impedance of the supraglottal tract has
been argued to be primarily governed by the impedance of
the lower tract, i.e., the epilarynx. Narrow entry sections in
the vocal tract result in a high impedance, comparable with
the impedance of the glottis, which favors flow-sound inter-
actions, �Titze and Story, 1997�. It has been shown that under
these conditions, flow-sound interactions affect the volumet-
ric flow rate waveform. Skewing, ripple or depressions in the
open phase, as well as short-term variations of formant fre-
quencies and bandwidths, were observed in cases with strong
interactions �Rothenberg, 1981; Fant and Lin, 1987�. Phona-
tion is known to be facilitated by the combined effects of the
time-varying geometry of the orifice and a delayed vocal-
tract response. The effective damping of vocal-fold vibration
decreases with vocal-tract inertance �positively reactive� and
increases with vocal-tract resistance. In addition, a net com-
pliant vocal-tract load �negatively reactive� tends to squelch
oscillation �Titze, 1988�.

Subglottal tract coupling effects are less well under-
stood. Experimental studies using excised larynges �Austin

and Titze, 1997� and physical rubber models �Zhang et al.,
2006� indicate that a subglottal tract length much longer than
the physiological length is required to obtain self-sustained
oscillations. Different subglottal tract configurations were
found to affect the phonation threshold pressure. Strong in-
teractions between laryngeal dynamics and subglottal acous-
tics were observed. The results of these studies show the
importance of including the subglottal tract in laryngeal dy-
namics.

C. Research objectives

In the present study, the factors that control the coupling
between the vibration of the vocal folds, the sound field in
the subglottal and supraglottal tracts, and the airflow through
the larynx were investigated. The goal was to determine how
significant acoustic loading effects were relative to the time-
varying flow resistance of the glottis during normal phona-
tion. The individual contributions of the vocal tract and the
subglottal tract to the overall acoustic load impedance were
identified. In order to achieve these goals, a dynamic model
of phonation that included the effects of the sound field in
the vocal tract and the supraglottal tract for several configu-
rations was developed.

II. EFFECTIVE SINGLE-DEGREE-OF-FREEDOM
MODEL

A. Model description

An enhanced version of the “effective one-mass model”
of Fulcher et al. �2006� was used. The driving force associ-
ated with the negative Coulomb damping was defined based
on the aerodynamic forces acting on the vocal folds. Fluid-
structure interactions, fluid-sound interactions, and collision
effects were included. Figure 2�a� shows schematics of the
vocal-fold model. The motion of the folds was assumed to be
bilaterally symmetric. The equation of motion for each fold
is given by

mÿ + bẏ + k�y − yo� = FP + FH, �1�

where m is the body mass of one vocal fold, y is the dis-
placement of the mass at the glottal end, yo is the equilibrium
position of the mass without the action of external forces, b
is the viscous damping constant, and k is the spring constant.
The terms FP and FH are fluid pressure and impact forces, as
described in detail in the following sections.

B. Pressure force

The net medial-lateral fluid pressure force, FP, applied
to the walls of the vocal folds is the main driving force for
the oscillator. The wall pressure is affected by fluid-sound
interactions, which cause instantaneous changes in transglot-
tal pressures, and the air flow. The flow was assumed to be
inviscid, irrotational, and approximately incompressible. The
“quasi-steady approximation” was made, i.e., the time-
varying flow was treated as a sequence of stationary flows
for similar geometries and boundary conditions at each time
step. Under these conditions, Bernoulli’s equation is valid
along a streamline in the region from the subglottal to the

FIG. 1. Diagram of an interactive voice production system.
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glottal opening. The flow is assumed to be detached from the
wall at the orifice discharge to form a jet. Aerodynamic ef-
fects after/at the glottal opening �pressure recovery, dynamic
head loss, momentum diffusion, etc.� are included through
the use of time-varying orifice discharge coefficient �herein
referred to as ODC�. The wave reflection analog supplies the
subglottal and supraglottal acoustic pressures used in the cal-
culations. From conservation of mass, the relation between
subglottal and glottal flow velocities is

Asuup = Ag�x�ucl�x� , �2�

where As and uup are subglottal cross-sectional area and
upstream �subglottal� pressure. Ag�x� and ucl�x� are func-
tions that describe cross-sectional area and centerline ve-
locity along the depth of the folds �or length in the flow
direction�. For simplicity, the function that describes the
glottal area Ag�x� is assumed to be quadratic. This area is
obtained using a shape function f�x�, such that Ag�x� is
equal to f�x� times the length of the folds. A 2D compari-
son between this geometry and the M5 geometry of
Scherer et al. �2001� is shown in Fig. 2�b�. To relate pres-
sure and velocity, Bernoulli’s equation was used along the
centerline �or symmetry line� between the subglottal sec-
tion �x=d in Fig. 3�a�� and the opening of the vocal folds
�x=0 in Fig. 3�a��. The pressure distribution and centerline
velocity along the depth of the folds, pcl�x� and ucl�x�, are
related through

1

�
pcl�d� +

1

2
ucl

2 �d� =
1

�
pcl�0� +

1

2
ucl

2 �0� , �3�

where � is the air density. The total pressure at the different
locations is known to be the sum of static and dynamic pres-
sures �Mongeau et al., 1997; Zhang et al., 2002; Thompson
et al., 2005; Park and Mongeau, 2007�. Thus, assuming the
total head at x=d is equal to the subglottal head, and that the
centerline pressure at x=0 is equal to the supraglottal value,
Eq. �3� can be rewritten as

1

�
�pup + pup� �

1

2
uup

2 =
1

�
�pdn + pdn� � +

1

2
ucl

2 �0� , �4�

where pup and pup� are the upstream steady and upstream
acoustic pressures, uup is the upstream flow velocity, and
pdn and pdn� are the downstream steady and downstream
acoustic pressures. Using Eq. �4� to relate centerline ve-
locities between the orifice and the subglottal section, and
defining � as the area ratio, then

uup = ucl
Ag

As
= ucl� , �5�

where for simplicity ucl=ucl�0� and Ag=Ag�0�. Note that all
equations up to this point correspond to ideal flow. Thus,
substitution of Eq. �5� in Eq. �4� yields the ideal velocity
at the glottal opening,

ucl�ideal� =�2�p + �pup� − pdn� �
��1 − �2�

, �6�

where �p is the difference between the static pressure up-
stream and downstream. Since the volumetric flow rate Q

FIG. 2. Basic diagram of the single-degree-of-freedom. �a� Symmetric rep-
resentation. �b� Comparison with M5 model profile �Scherer et al., 2001�.

FIG. 3. Details considered to compute the pressure force. �a� Areas and
pressures in the glottis. �b� Pressure and velocity along the wall.
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must be constant across the system, it can be computed at the
glottal opening as

Q = ucl�ideal�Ag. �7�

Aerodynamic effects that occur after/at the glottal opening,
such as pressure recovery, dynamic head loss, and momen-
tum diffusion may be characterized through the use of an
empirical ODC �Zhang et al., 2002; Park and Mongeau,
2007�. The actual volumetric flow rate is

Q = cd�t�uclAg, �8�

where cd�t� is the time-varying ODC. Using Eq. �6�, the flow
velocity at the opening, from Eq. �7� is

ucl�actual� = cd�t��2�p + �pup� − pdn� �
��1 − �2�

. �9�

This last expression was used with Eqs. �5� and �2� to obtain
corrected expressions for the upstream flow velocity, uup,
and center velocity along the flow direction, ucl�x�. Ber-
noulli’s flow equation between the subglottal section and
any point in the glottis along the centerline yields the
centerline pressure distribution as a function of the posi-
tion in the glottis,

pcl�x� = pup + pup� +
�

2
�uup

2 − ucl
2 �x�� . �10�

The axial flow velocity is approximately constant along x,
which implies that the x component of the flow velocity near
the wall is the same as along the centerline, as illustrated in
Fig. 3�b�. The relation between centerline velocity �ucl� and
the wall velocity �uwall� can be obtained from the wall
geometry, as shown in Fig. 3�b�, yielding

ucl�x� = uwall�x�cos � , �11�

tan � =
d

dx
�f�x�� = f��x� , �12�

uwall�x� =
ucl�x�

cos�arctan�f��x���
. �13�

Using Bernoulli’s flow equation again for any pair of points
in the glottis, the wall pressure over the folds as function of
position, pwall�x�, is

pwall�x� = pup + pup� +
�

2
�uup

2 − uwall
2 �x�� . �14�

The pressure force acting on the folds in Eq. �1� is the inte-
gral of the normal pressure pwall�x� over the surface of the
folds. Therefore,

Fp = L�
0

d

pwall�x�dx . �15�

C. Orifice discharge coefficient „ODC…

Experimental data are available for the ODC of typical
glottal orifices �Park and Mongeau, 2007; Zhang et al., 2002;
Scherer et al., 2001�. Values for the discharge coefficient

were selected from Park and Mongeau �2007� for an opening
converging case and a closing divergent case. Values were
selected for Re=7000 since the quasi-steady approximation
was found to be accurate for that range. Peak values of the
discharge coefficient were cd=0.85 for the opening phase
and cd=1.34 for the closing phase, i.e.,

cd�t� = �0.85, v�t� � 0

1.34, v�t� � 0.
�16�

Such a step function change is physiologically unrealistic,
but consistent with the Coulomb force excitation in Fulcher’s
original model. The following smoothing function was used
in the present study to make the time evolution of the ODC
more regular:

cd�t� = 1.095 − 3.55
v

�vmax�
, vmax � 0. �17�

D. Collision force

A Hertz impact force �Stronge, 2000� was used to de-
scribe the collision force, FH in Eq. �1�. The impact force on
each fold is given by

FH =
4

3
�3/2�1 + bH�̇�	 E�r

1 − �2
 , �18�

where � is the penetration of each vocal fold through the
contact plane, which corresponds to the absolute value of the

position of the mass from the centerline y=0. Similarly, �̇ is
the magnitude of the velocity of the mass during collision.
The relevant vocal-fold material properties are the damping
constant bH, the Young modulus E, and the Poisson ratio �.
The parameter r is the radius of curvature of the colliding
surface, which is approximately the depth of the folds, d. The
values of the parameters required to compute FH are shown
in Table I. An increment in the damping ratio 	H of the
oscillator was included following the guidelines suggested
by Story and Titze �1995�. The damping ratio, 	H, was in-
cremented by 40% with respect to its normal value. Note that
the damping ratio defines the damping constant b, as ex-
pressed during collision as

bH = 2	H
�mk . �19�

The pressure force was adjusted, since it acts onto part of the
folds surface during collision. The pressure force during col-
lision was assumed to be the product of the upstream pres-
sure and the effective surface in contact with the fluid. From
the model geometry, shown in Fig. 2, the supraglottal pres-
sure does not affect the vibration of the vocal folds during
collision. This is in contrast with models allowing
convergent/divergent modes of vibration �e.g., the two-mass
model or the body-cover model�, in which both subglottal
and supraglottal pressures can act over the vocal-fold surface
during this phase of the cycle.

E. Parameter values

The values for the parameters used in the model were
largely taken from previous studies �Titze, 2002; Story and
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Titze, 1995; Berry and Titze, 1996�. These values are shown
in Table I. The values for the areas of the supraglottal tract
were from Story et al. �1996�. A simplified flow diagram of
the source model is shown in Fig. 4.

III. IMPLEMENTATION OF THE WAVE REFLECTION
ANALOG TECHNIQUE

The wave reflection analog technique �Kelly and Loch-
baum, 1962; Liljencrants, 1985; Rahim, 1994; Story, 1995� is

a time-domain description of the propagation of one-
dimensional, planar acoustics waves through a collection of
uniform, consecutive cylindrical tubes. Little has been done
to model sound in the subglottal system using this technique,
contrasting the wealth of information for the vocal tract. A
subglottal area function along with an adequate subglottal
attenuation factor are proposed in this section.

A. Subglottal area function

The area function for the subglottal tract was based on
anatomical studies of the respiratory system �Weibel, 1963�,
in which the total cross-sectional area of the airways was
measured as a function of the distance from the larynx using
silicone rubber casts and excised adult lungs. Based on these
data, an equivalent area function with no tube branching was
denned. Although tube branching can potentially be included
using a wave reflection analog approach, it was not included
in this study. To compensate the absence of branching, a
boundary correction �the boundary appears partially closed�,
first introduced by Titze �1984�, was imposed at the terminal
section of the equivalent subglottal model. The area denned
for the terminal section produces a reflection coefficient �r
�0.8� that yielded the targeted subglottal resonances and
bandwidths. Table II shows the values of the area function
for 62 cylindrical sections of length 3.9683 �mm� and a sam-
pling frequency of 44.1 �kHz�.

TABLE I. Parameters and constants used in the vocal-fold model for the numerical simulations.

Parameter Symbol Nominal value

Length of the vocal folds L 0.015 �m�
Depth of the vocal folds d 0.003 �m�
Equilibrium position of the mass yo 0.0001 �m�
Mass of one fold m 2
10−4 �kg�
Stiffness �spring constant� k 200 �N/m�
Damping ratio 	 0.1
Damping ratio �collision� 	H 0.5
Subglottal lung pressure pup 800 �Pa�
Supraglottal pressure pdn 0 �Pa�
Density of air � 1.15 �kg/m3�
Speed of sound c 350 �m/s�
Young modulus of the folds E 8 �kPa�
Poisson ratio � 0.4

FIG. 4. Simplified flow diagram of the source model computation.

TABLE II. Proposed subglottal area function with uniform sections of
length 3.9683 �mm�.

Section Cross-sectional area in �cm�2

1-10 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7;
11-20 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7;
21-30 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7; 2.7;
31-40 2.2; 2.2; 2.2; 2.2; 2.2; 2.2; 2.2; 2.2; 2.2; 2.2;
41-50 2.2; 2.0; 2.0; 2.0; 2.0; 2.0; 2.0; 1.8; 1.8; 1.8;
51-60 2.7; 2.7; 2.7; 3.6; 3.6; 3.6; 4.9; 4.9; 6.7; 6.7;
61-61 9.8; 1.1;
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B. Subglottal attenuation factor

Yielding walls, viscous dissipation, and heat conduction
losses are the main sources of sound energy dissipation
within the tracts. Following a procedure similar to that for
the vocal tract �Rahim, 1994�, heat conduction losses were
characterized by an exponential attenuation factor. Viscous
friction and heat conduction were assumed to be the same as
for the vocal tract. Assuming that the main yielding walls
losses in the subglottal tract are observed below 3000 Hz, the
average attenuation factor was assumed to be

� �
0.0112
�AK

, and �20�

�K = el�K � 1 − l�K, �21�

where �K is the attenuation factor in cm−1, AK is the cross-
sectional area of the kth section, �K is the propagation loss
factor for the kth section, and l is the length of all sections.

C. Subglottal transfer function and verification
studies

Figure 5 shows the transfer function of the subglottal
system, constructed using the impulse response of the tract at
the glottis with a sampling frequency of 44.1 KHz. It can be
observed that the subglottal resonances are 613, 1341, 2100,
and 2896 Hz; the half-power band widths are between 200
and 300 Hz for all formants. These values are in agreement
with the findings of previous studies of subglottal acoustics
�Harper et al. 2001, 2003; Stevens, 2000�. The accuracy of
the wave reflection analog scheme was evaluated through
comparisons with predictions from harmonic wave propaga-
tion in tubes with simple geometries. The effects of different
boundary conditions, including termination impedances,
were evaluated as well as the effects of the loss factor.
Acoustic coupling effects between subglottal and supraglot-
tal tracts on vowel spectra were investigated. The details of
these studies are available from Zañartu �2006�.

IV. RESULTS

Section IV A describes the relative importance of aero-
dynamic and acoustic pressures with respect to flow-induced
oscillations. Section IV B describes the contribution of each
tract to the overall acoustic pressure excitation.

A. Relative influence of aerodynamic factors and
acoustic coupling on stability

Three different acoustic loads were considered: �1� no
acoustic loading; �2� subglottal tract and a close front un-
rounded vowel /i/ �IPA 301�; and �3� subglottal tract and an
open back unrounded vowel /a/ �IPA 305�. These vowels
were selected because their first formants are significantly
different. The corresponding area functions were taken from
Story et al. �1996�. The area function describing the subglot-

FIG. 6. Time history of key variables with no acoustic loading. Ag: glottal
area �cm2�; v: velocity of the mass �m/s�; Q: volumetric flow rate �cm3/s�;
cd: orifice discharge coefficient; Fp: pressure force �N/m2�; Pdn: downstream
pressure �Pa�; Pup: upstream pressure �Pa�. Nomenclature: —: with ODC;
- - -: without ODC.

FIG. 5. Subglottal tract: Spectrum of the acoustic pressure at the glottis.
Tract excited by a 1-Pa impulse.
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tal tract is shown in Table I. Results were obtained with and
without the effects of the time-varying ODC.

1. No acoustic loading

The time history of key variables is presented in Fig. 6
for cases with and without the effect of the time-varying
ODC. The subglottal static pressure was maintained at
800 Pa. In Fig. 6 �Ag� corresponds to the glottal opening
obtained from the displacement of the mass. The volumetric
flow rate �Q� was computed using several variables of the
model as in Titze �1984, 2002�. The ODC �cd� and the pres-
sure force �FP� were computed using Eqs. �17� and �15�. The
downstream pressure �pdn� is the acoustic pressure in the
vocal tract at the glottis. The upstream pressure �pup� was
obtained as for the subglottal tract, but adding the static lung
pressure. The fundamental frequency �f0� was 180 Hz. This
frequency was greater than the natural frequency of oscilla-
tion, which was expected to be 160 Hz. Self-oscillations
were only obtained when the time-varying ODC was used.
From the time history, it can be seen that the time-varying
ODC is in phase with the velocity of the mass. Collision
effects were not significant. Since there was no acoustic
loading, the acoustic pressures upstream and downstream
were negligible.

2. Vowel /i/ with subglottal tract

The supraglottal acoustic loading defined by the vowel
/i/ had a first formant at 225 Hz and a second at 2486 Hz.
The fact that the first formant is relatively close to the fun-
damental frequency makes this case particularly interesting.
The vowel /i/ presents a loading that appears to be closer to
a resistive loading than an inertive one. From Story et al.
�1996�, the section connected to the glottis is very narrow,
with area 0.33 cm2. This produces high vocal-tract imped-
ance and strong coupling, given that the acoustic pressure
within the tract is large. The subglottal tract had its first two
resonances at 613 and 1341 Hz, and a cross-sectional area of
2.7 cm2 at the glottis �see Table I�. The model geometry is

illustrated in Fig. 7. The time history of key variables is
presented in Fig. 8, using the same nomenclature as before.
The oscillation reached a steady state after the second cycle,
regardless of the effects of the time-varying ODC. This in-
dicates that acoustic loading was the main factor that led to
self-sustained oscillations. The collisions were larger than for
the no-load case. A decrease �relative to the no-load case� in
fundamental frequency, which was 170 Hz, was observed.
The amplitude of the flow rate was reduced and its waveform
was slightly skewed rightward in time. A depression was
observed in the flow rate during the opening phase, mainly
caused by the large peak in the downstream pressure. This
peak is associated with the pressure oscillation associated
with the low-frequency, first supraglottal formant. Although
the subglottal tract was not responsible for the production of
this depression, simulations without the subglottal tract sug-
gested a significant contribution. The presence of the sub-

FIG. 7. Complete system geometry using the vowel /i/ with a snapshot of
the acoustic pressure amplitude vs position at t=5 ms superimposed.

FIG. 8. Time history of key variables for vowel /i/ with subglottal tract. Ag:
glottal area �cm2�; v: velocity of the mass �m/s�; Q: volumetric flow rate
�cm3/s�; cd: orifice discharge coefficient; FP: pressure force �N/m2�; Pdn:
downstream pressure �Pa�; Pup: upstream pressure �Pa�. Nomenclature:
—: with ODC; - - -: without ODC.
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glottal system slightly reduced the depth of this depression,
suggesting that it may have a damping effect on the volumet-
ric flow rate oscillations. The contribution of each tract is
studied in Sec. IV B. The coupling between source and tracts
was evaluated by comparing the pressure force with the
downstream and upstream pressures. During the opening
phase, the downstream pressure reached a peak value and
decayed almost in phase with the pressure force and the mass
velocity, with a slight time lead. During collision, faster os-
cillations in the downstream pressure occurred, mostly asso-
ciated with the high second formant frequency of the supra-
glottal tract. A clear coupling between source and subglottal
tract was observed during collision.

The data obtained using the time-varying ODC were in
close agreement with those from other interactive models of
voice production �Rothenberg, 1981; Fant and Lin, 1987;
Alipour et al., 2000; Story and Titze, 1995; Story, 2002�. The
introduction of the time-varying ODC did not have a signifi-
cant impact on most of the variables. This suggests that the
effects of the fluid-structure interactions were less significant
than the fluid-sound interaction in this simulation.

3. Vowel /a/ with subglottal tract

The supraglottal load given by the vowel /a/ has a first
formant at 786 Hz and a second at 1147 Hz. From Story et
al. �1996�, the cross-sectional area at the glottis was
0.45 cm2. The first formant is much greater than the funda-
mental frequency of oscillation, implying that the supraglot-
tal load impedance is inertive. The subglottal tract was the
same as in the previous case. A schematic of the system and
its sound field is shown in Fig. 9. The time history of several
variables is shown in Fig. 10. As for the previous case, the
oscillation reached a steady state after the second cycle. The
collisions were comparable, and the fundamental frequency
of oscillation was 190 Hz. A ripple during the opening phase
of the volumetric flow rate was evident, in place of the large
depression previously observed. This phenomenon can be
explained by the increased inertance of the supraglottal tract
due to the greater first formant frequency. As for the vowel

/i/, the reduced variation in the upstream pressure confirmed
that the subglottal tract did not affect the production of the
ripple, but it did reduce its magnitude. A detailed analysis of
the contribution of the subglottal tract is presented in Sec.
IV B. In comparison with the previous vowel, a higher de-
gree of coupling with the supraglottal tract was observed
since the structure of the downstream pressure closely re-
sembled that of the pressure force.

Acoustic loading yielded self-sustained oscillations.
Only minor variations were observed when the effects of
fluid-structure interactions were added. The data were again
in excellent agreement with those reported in other interac-
tive models of voice production. The better coupled load
�inertive vocal tract� produced less pronounced variations in
the volumetric flow rate, thus introducing fewer changes in
the sound source due to acoustic coupling.

FIG. 9. Complete system geometry using the vowel /A/ with a snapshot of
the acoustic pressure amplitude vs position at t=5 ms superimposed.

FIG. 10. Time history of key variables for vowel /a/ with subglottal tract.
Ag: glottal area �cm2�; v: velocity of the mass �m/s�; Q: volumetric flow rate
�cm3/s�; cd: orifice discharge coefficient; FP: pressure force �N/m2�; Pdn:
downstream pressure �Pa�; Pup: upstream pressure �Pa�. Nomenclature: —:
with ODC; - - -: without ODC.
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B. Contributions of subglottal and supraglottal
loading on stability

To evaluate the contribution of each tract �subglottal and
supraglottal� to the overall dynamic stability of the system,
the sound field in each tract was selectively activated and
deactivated, while keeping the ODC constant. The same
loads used in the previous section were included, as well as
other acoustic loads, strategically selected to illustrate the
contribution of the sound field in each tract.

Phase plots were used to illustrate the behavior of the
system for each specific acoustic load. The phase plot or
phase portrait is a geometric representation of the trajectories
of a dynamical system in the phase plane �displacement vs
velocity�. This representation was used to identify limiting
cycles and to evaluate stability. Self-sustaining oscillations
were easily identified as a closed loop in the phase plot.
Phase plots for the three types of loads and for three different
locations are shown in Fig. 11. Every row in the group rep-
resents a loading case �infinitely long tubes, finite uniform
tubes, and realistic loads�. For each load, supraglottal and
subglottal tracts were tested separately, and together. Every

column represents the configuration of the acoustic load �su-
praglottal, subglottal, and both together�. From the first row
of Fig. 11, it can be observed that compliant loads �such as
long tubes with low first formant frequencies� did not result
in a steady state for any configuration. Inertive loads �such as
the finite uniform tube, second row in Fig. 11� yielded self-
sustained oscillations only if located supraglotally. The last
row of Fig. 11 presents realistic loading profiles. The vowel
/i/ led to a steady state in absence of subglottal loading. The
addition of a subglottal load quenched the oscillations, indi-
cating a damping effect or negative energy transfer.

V. DISCUSSION

Fluid-sound interactions appear to be more significant
than fluid-structure interactions in maintaining self-sustained
oscillations, particularly for more resistive supraglottal loads.
For the subglottal tract, the acoustic field affects the aerody-
namics of phonation, but not as significantly as the acoustic
field of the vocal tract. The results indicate that �1� the acous-
tic field in the subglottal system reduces the effects intro-

FIG. 11. Phase plots for different acoustic loadings. �a� Supraglottal: Infinitely long tube; �b� Subglottal: Infinitely long tube; �c� Both: Infinitely long tubes;
�d� Supraglottal: Uniform tube, length 17 �cm� and area 1 �cm2�; �e� Subglottal: Uniform tube, length 17 �cm� and area 1 �cm2�; �f� Both: Uniform tube,
length 17 �cm� and area 1 �cm2�; �g� Supraglottal: MRI vowel /i/; �h� Subglottal: Proposed subglottal design; �i� Both: MRI vowel /i/ and proposed subglottal
design.
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duced by the vocal tract, and �2� if there is no presence of
fluid-structure interactions, subglottal tract configurations �in
the absence of a vocal tract� do not yield self-sustained os-
cillations. Subglottal loading may hamper the net energy
transfer to the vocal folds oscillation during phonation, coun-
terbalancing the effects introduced by the vocal tract. Ex-
panding upon the behavior recently noted by Zhang et al.
�2006�, the results suggest that the inertance theory of acous-
tic loading �Titze, 1988� does not directly apply to the sub-
glottal loading. The subglottal tract impedance closely re-
sembles the behavior of a net compliant vocal-tract load,
increasing the effective damping and reducing vocal-fold vi-
bration. Product of the dipole source, the subglottal tract is
driven by an acoustic pressure with an opposite polarity to
that of the vocal tract. This change of sign in the subglottal
impedance is consistent with the proposition that an inertive
subglottal tract behaves like a compliant vocal tract, and vice
versa. More work needs to be done, however, to completely
understand the effects of subglottal impedance on oscillatory
conditions.

Similar questions need to be investigated using more
complex and extensive interactive models of phonation.
More accurate numerical and experimental models of the
subglottal system including several levels of tube branching,
yielding walls, and other losses should be incorporated. The
predictions of the current model need to be explained ana-
lytically and verified experimentally. Further research should
evaluate the importance of acoustic loading under time-
varying vocal-tract shapes �e.g., consonant followed by a
vowel�. Fast transitions observed for the vocal tract in real
articulation could produce fast changes in the sound source
that are likely to produce irregular patterns of vibration.

VI. CONCLUSIONS

The influence of arbitrary acoustic loading on the self-
oscillation characteristics of an effective single mass model
of the vocal folds was investigated. Numerical models for
sound wave propagation in the subglottal tract and the vocal
tract were developed based on a wave reflection analog
method. A single-degree-of-freedom model with adjustable
orifice discharge coefficient was designed to model vocal-
fold vibrations and the airflow through the larynx, improving
the model proposed by Fulcher et al. �2006�. These models
were fully coupled to study complex flow-structural-sound
interactions, or how the sound field in the tracts affects
source properties. The role of fluid-sound interactions was
investigated by activating and deactivating some of the fea-
tures of the model. The results indicated that fluid-sound
interactions are generally more significant than fluid-
structure interactions in maintaining self-sustained oscilla-
tion, although specific vocal-tract shapes can yield different
trends. The results suggested that the acoustic field in the
subglottal tract plays a less significant role than in vocal
tract. However, subglottal loading tends to absorb energy
when the energy transfer to the vocal-fold oscillation from
hydrodynamic and vocal-tract coupling is positive, possibly
damping oscillations. These findings underline the need of

further research on the acoustic field in the subglottal system
and acoustic interactions with the sound source.
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An analysis is presented of regional variation patterns in the vowel system of Standard Dutch as
spoken in the Netherlands �Northern Standard Dutch� and Flanders �Southern Standard Dutch�. The
speech material consisted of read monosyllabic utterances in a neutral consonantal context �i.e.,
/sVs/�. The analyses were based on measurements of the duration and the frequencies of the first two
formants of the vowel tokens. Recordings were made for 80 Dutch and 80 Flemish speakers, who
were stratified for the social factors gender and region. These 160 speakers were distributed across
four regions in the Netherlands and four regions in Flanders. Differences between regional varieties
were found for duration, steady-state formant frequencies, and spectral change of formant
frequencies. Variation patterns in the spectral characteristics of the long mid vowels /e o ø/ and the
diphthongal vowels /�i œy Åu/ were in accordance with a recent theory of pronunciation change in
Standard Dutch. Finally, it was found that regional information was present in the steady-state
formant frequency measurements of vowels produced by professional language users. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2409492�

PACS number�s�: 43.70.Fq, 43.70.Kv, 43.72.Ar �AL� Pages: 1130–1141

I. INTRODUCTION

This paper describes the vowel system of Standard
Dutch as spoken in the Netherlands and Flanders and exam-
ines regional patterns of variation in the acoustic character-
istics of the 15 vowels of Dutch /Ä e ( i Å u + y e o ø Åu �i
œy/. The reasons for describing these regional variation pat-
terns were twofold.

First, in recent years it has become generally accepted
that a language’s vowel system is better characterized when
its description includes regional varieties than when it in-
cludes only a single idealized set of acoustic-phonetic char-
acteristics �Clopper et al., 2005; Hagiwara, 1997�. Earlier
studies on the vowel system of Standard Dutch �Adank, van
Hout, and Smits, 2004; Pols et al., 1973; Van Nierop et al.,
1973� are therefore limited in that they do not include re-
gional varieties. Pols et al. describe the acoustic characteris-
tics of vowel tokens produced by 50 male speakers from the
Netherlands, who spoke Standard Dutch, while Van Nierop
et al. provide a description of vowel tokens produced by 25
female Standard Dutch speakers from the Netherlands.
Adank et al. describe the acoustic characteristics �duration,

f0, and formant frequencies F1 through F3� of realizations of
the vowels of Standard Dutch for ten male and ten female
speakers from the Netherlands and ten male and ten female
speakers from Flanders. Although Adank et al.’s description
is an improvement over Pols et al.’s and Van Nierop et al.’s
in the sense that speakers from Flanders are included as well,
it is limited because it excludes regional varieties.

Second, it is at present not feasible to establish neither
how the pronunciation of the vowels of Dutch varies across
the Dutch language area, nor how this pronunciation of these
vowels evolves over time, as no previous acoustic descrip-
tions are available. This paper attempts to fill this gap by
providing a comprehensive overview of the extent to which
Dutch vowels vary in their acoustic characteristics across
regional varieties in the Netherlands and Flanders. In doing
so, this overview could serve as a point of reference for
further studies on the vowel system of Standard Dutch.

The present study builds on Adank et al., who describe
recordings of 40 professional users of Standard Dutch �i.e.,
teachers of the Dutch language�. These recordings were
made using a sociolinguistic interview in which vowels and
consonants were elicited through a wide variety of tasks.
Adank et al.’s vowel tokens were recorded through a formal
reading task, i.e., reading nonsense words in carrier sen-
tences from a computer screen. Of the 40 speakers, 20 were
from the socioeconomic core area �the culturally and eco-
nomically dominant region� in the Netherlands and 20 were
from Flanders’ socioeconomic core area.

a�Portions of this work were presented as “Distinguishing Regional Varieties
of Dutch” at The International Conference on Language Variation in Eu-
rope �ICLaVE3� 2005 and as “Regional Variation Patterns in the Vowel
System of Standard Dutch” at the Workshop on Accent, Variation and
Change on March 3, 2006 at the UCL Centre for Human Communication.

b�Author to whom correspondence should be addressed; electronic mail:
patti.adank@fcdonders.ru.nl
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Originally, 160 speakers were recorded through Adank
et al.’s sociolinguistic interview. The present study describes
the remaining 120 speakers, who were distributed across six
regional varieties of Standard Dutch, with ten female and ten
male speakers per variety. In the description it is first estab-
lished whether the variation patterns reported for the two
standard varieties described in Adank et al. are representative
for regional varieties of Standard Dutch and, second, the
variation patterns across the six varieties are identified.

II. MATERIALS

A. Database design, recordings, and acoustic
measurements

1. Speech communities, resigns, and towns

In each country, also referred to as “speech community,”
four regions were distinguished, a central region, and three
noncentral regions: an intermediate region and two periph-
eral regions. Twenty speakers were recorded per region. The
central region in each speech community was the socioeco-
nomic core area of that community. It was thought that the
speech from the speakers in the central region would reflect
the most prestigious variety of Northern Standard Dutch, or
NSD, �spoken in the Netherlands� and Southern Standard
Dutch, or SSD, �spoken in Flanders� in both communities. In
Adank et al., the vowel tokens of the two central regions are
described.

Regional pronunciation variation in Standard Dutch is
directly influenced by the dialects of the regions in question.
The more the regional dialects differ from Standard Dutch,
the stronger the accent of that region is present when speak-
ing the standard language �e.g., Chambers, 2003; Labov,
1972�. Covering the range of pronunciation variation implies
selecting peripheral areas. In both speech communities two
peripheral regions were selected that were maximally distant
geographically from each other and from the core area. The
intermediate region was a region geographically next to the
central region. The regional dialects of the intermediate re-
gion are closer to the standard language.

For NSD, the central region was the west, consisting of
the provinces Northern-Holland, Southern-Holland, and
Utrecht, also known as “the Randstad” and referred to as
“N-R” �Netherlands-Randstad�. The cities Amsterdam, Rot-
terdam, Utrecht, and The Hague are part of the Randstad.
The intermediate region for NSD enclosed the southern part
of the province Gelderland and part of the province Utrecht.
This region is referred to as “N-M” �Netherlands-Middle�.

The two peripheral regions for NSD were the province Lim-
burg, or “N-S” �Netherlands-South�, in the south of the Neth-
erlands, and the province Groningen, or “N-N” �Netherlands-
North�, in the north of the Netherlands.

In SSD, the central region was “Brabant,” denoted as
“F-B” �Flanders-Brabant�. Brabant enclosed the provinces
Antwerpen and Flemish-Brabant, with the cities of Antwer-
pen and Leuven, respectively. The intermediate region was
the province East-Flanders, referred to as “F-E” �Flanders-
East�. The two peripheral regions for SSD were the prov-
inces �Flemish� Limburg, or “F-L” �Flanders-Limburg�, and
West-Flanders, or “F-W” �Flanders-West�.

Several towns were selected per region, following three
criteria. First, the selected towns in each region had a com-
parable socioeconomic profile. Second, they belonged to the
same dialect group. Third, the Dutch spoken in the towns
was regarded as characteristic of that region. No major cities
were selected, because it was expected that the Dutch spoken
in major cities is influenced by dialects �or languages� other
than those spoken in the surrounding region, due to migra-
tion. Table I lists the selected towns per region and Fig. 1
shows the location of these towns in the Netherlands and
Flanders.

2. Speakers

All 160 speakers were Dutch teachers at secondary edu-
cation institutes at the time the interview was recorded.
Dutch teachers were selected because they are professional
language users who are expected to speak standard Dutch on
a daily basis. Furthermore, they are instructors of the stan-
dard language and may therefore be regarded as having a
normative role. A final reason for selecting Dutch teachers
was that it was assumed that their speech would show more
regional variation than broadcasters’ �whose speech is gener-
ally used in pronunciation studies of the standard language,
cf. Bell, 1983�.

The teachers who participated in the interview taught at
schools for secondary education in the selected towns. They
had to meet the following requirements. First, at the time of
the interview, they all lived in one of the selected towns, or
near that town in the dialectal region characteristic for that
region. Second, they were born in the region or moved there
before their eighth birthday. Third, they had lived in the
region for at least eight years prior to their 18th birthday.
Finally, the speakers were divided into two age groups, a
younger group and an older group. The speakers in the

TABLE I. The selected towns per speech community, for each of the eight selected regions.

Speech community Region Name Selected towns

Netherlands Central N-R Randstad Alphen aan de Rijn, Gouda
Intermediate N-M South-Gelderland Tiel, Veenendaal, Ede, Culemborg, Elst
Peripheral 1 N-S Limburg Sittard, Geleen, Roermond
Peripheral 2 N-N Groningen Assen, Veendam, Winschoten
Flanders Central F-B Brabant Lier, Heist-op-den berg
Intermediate F-E East-Flanders Oudenaarde, Zottegem, Ronse, Brakel
Peripheral 1 F-L Limburg Tongeren, Bilzen
Peripheral 2 F-W West-Flanders Ieper, Poperinge
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younger group were between 22 and 44 years old at the time
of the interview and speakers in the older group were be-
tween 45 and 50 years old. Each region in Table I was thus
represented by 20 speakers: five young men, five older men,
five younger women, and five older women. Note that speak-
ing a regional dialect or not was not a criterion for selection.
It was assumed that growing up in a specific region implies
that regional features of the standard language play a role in
the acquisition and socialization process.

3. Carrier sentences

Dutch vowels have traditionally been divided into pho-
nologically short vowels, /Ä � ( Å +/, phonologically long
vowels /Ä e ( ø o u y/, and diphthongs, /�( Åu œy/ �Booij,
1995�. All target vowels were produced in a carrier sentence.
The sentences had the following generic structure for the
short vowels �“V” indicates the target vowel�:

In sVs en in sVsse zit de V

/ ( n sVs ɘ n ( n sVs ɘ z ( t d ɘ V/

�In sVs and in sVsse is the V�

The sentences had the following structure for the long
vowels and the diphthongs:

In sVs en in sVze zit de V

/ ( n sVs ɘ n ( n sVz ɘ z ( t d ɘ V/

�In sVs and in sVze is the V�

Of the three different consonantal contexts �CVC,
CVCV, or V�, the CVC contexts were selected for further
processing. The CVC-structure /sVs/ can be regarded as a
neutral context for Dutch vowels.

4. Recording procedure

The vowels were elicited through the sentences that
were presented to the speaker on a computer screen, with a
3 s interval between sentences. When the speaker made a
mistake, the interviewer interrupted the computer program
and went back at least two sentences and asked the speaker
to repeat these sentences. This task was performed twice. A
total of 4800 vowel tokens were thus recorded: two tokens of
each of the 15 vowel categories of Dutch, produced by 160
speakers.

5. Acoustic measurements: Duration, F1 and F2

The start and end times for the duration of each token
were labeled manually in the digitized speech wave. Labels
were placed at zero crossings at the onset and offset of the
glottal vibrations of the vocalic portion of the /sVs/ syllable.
When labeling it was ensured that the surrounding speech
sounds were not audible in the remaining signal. The dura-
tion of each vowel segment was defined as the interval be-
tween the segment labels at the start and end of the vocalic
portion.

The frequencies of F1 and F2 were stored at nine points
of the vowel token’s duration, with the first point at the start
of the vocalic portion and the ninth point at the end of the
vocalic portion, and the remaining points spaced at equal-
sized intervals, relative to the absolute duration. The nine
monophthongal vowels /Ä a � ( i Å u + y/ were represented at
one time point only, i.e., at 50%—the fifth of the nine time
points—as Adank et al. �2004� report that these vowels can
be separated fairly well based on their steady-state character-
istics for their first two formants only. The diphthongal vow-
els /�i œy Åu/ and the long mid vowels /e o ø/ were repre-
sented at two time points, i.e., 25% and 75%, or the third and
seventh time point, as Adank et al. report that these vowels
cannot be adequately separated unless information about
their dynamic characteristics is supplied. They suggest that

FIG. 1. Map of the Netherlands and Flanders, showing
all selected towns,‘�’ shows the location of each town.
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the three long mid vowels for Dutch should not be treated as
monophthongal vowels, but instead as semidiphthongal vow-
els, when describing Dutch vowels acoustically, especially
for NSD. The monophthongal vowels, semidiphthongal vow-
els, and full diphthongal vowels were analyzed separately.

Finally, Adank et al. provided a description of the mea-
surements of the fundamental frequency for the two central
regions. However, as they found no differences between
these two regions, it was decided to exclude the analysis of
the fundamental frequency in the present paper. For further
specifics of the acoustic measurements, see Adank, van
Hout, and Smits �2004�.

III. RESULTS

A. Duration

1. Duration variation within speech communities

Figure 2 shows the average duration measurements for
all vowels across the four regions in the both speech com-
munities and Figure 3 shows the average durations per
region for both genders pooled across both speech commu-
nities.

A repeated-measures analysis of covariance �ANOVA�
was run on the duration measurements for each vowel token,
with vowel category as the within-subject factor and with the
speaker’s regional background �region� and gender as
between-subjects factors. The analysis was carried out per
speech community.

The analysis for NSD showed a significant main effect
of the within-subjects factor vowel �F�6.228,104�=1253.32,
p�0.05, Huynh-Feldt corrected�. Furthermore, effects were
found for between-subjects factors region �F�3,152�=8.91,
p�0.05� and gender �F�1,152�=8.45, p�0.05�, whereas the
region � gender interaction was not significant. This sug-
gests that the duration of some vowels varied across the four
NSD regions. Second, the effect for gender indicates that the
female speakers produced longer vowels than male speakers,
as can be observed in Fig. 3. A post-hoc analysis was carried
out on region to further investigate the differences between
NSD regions. The p value was set to 0.001 to correct for the
large number of analyses. The results showed that the vowels
of the central region N-R were overall shorter than for N-M
and N-N �cf. Fig. 2�. The results for SSD revealed an effect
of the within-subjects factor vowel �F�5.118,104�=1256.81,
p�0.05, Huynh-Feldt corrected� and a significant main ef-
fect of the between-subjects factor gender �F�1,152�=20.45,
p�0.05�, while region and the region � gender interaction
were not significant. Again, the female speakers showed
longer durations than the male speakers �cf. Fig. 3�.

2. Duration variation between speech communities

Figure 4 shows the average duration per speech commu-
nity, pooled across the four regions in each community. To
establish which vowels varied in their duration measure-
ments across both communities, a univariate ANOVA was
carried out for each vowel separately. The duration measure-
ments per vowel token served as the dependent variable, and
community served as the independent variable. Two univari-
ate ANOVAs were run: one for the two central regions and

one with the three noncentral regions nested under commu-
nity, for NSD and SSD separately. Because of the large num-
ber of analyses, p was set to 0.001.

The analysis for the two central regions indicated that
the durations for /œy/ �F�1,78�=14.46, p�0.001� /y/
�F�1,78�=30.52, p�0.001� and /i/ �F�1,78�=16.62, p
�0.001� were different for both communities. The analysis
for the six noncentral regions showed that the duration of /y/
�F�1,78�=84.84, p�0.001� was shorter for NSD and that
the durations of /Ä/ �F�1,78�=30.76, p�0.001�, /�/
�F�1,78�=30.55, p�0.001�, /Å/ �F�1,78�=65.75,
p�0.001�, /+/ �F�1,78�=50.76, p�0.001�, and /(/
�F�1,78�=44.17, p�0.001� were all longer for NSD. There-

FIG. 2. Error bars �bars represent one standard deviation� of average dura-
tion in ms per vowel, for the 80 NSD speakers �top panel� and the SSD
speakers �bottom panel�. �“ou”�/Åu/, “ui”�/y/, “eu”�/ø/, “A”�/Ä/, “O”�/
Å/, “Y”�/+/, “I”�/(/; o�central region, ��intermediate region,
x�peripheral II, and ��peripheral II�.
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fore, additional variation patterns were observed when the
six noncentral regions were taken into account, especially for
/Ä � Å + ( y/.

Second, Adank, van Hout, and Smits �2004� report that
the vowels for the two central regions can be divided into
two durational groups, long /a e o ø Å u �( œy/ and short
/Ä � ( i Å u + y/. To establish whether the same division
would be found across all NSD and SSD regions, a series of
t tests was carried out �cf. Adank et al.�. A total of 105
pairwise comparisons were run for the 15 vowels. These 105

analyses were repeated for the eight regions. The vowels /a e
o ø Å u � ( œy/ displayed significantly �p�0.001� longer
durations than /Ä � ( i Å u + y/ for all four NSD regions and
for SSD’s central region �F-B�. The regions F-E, F-L, and
F-W displayed a different pattern. For F-E and F-L, the vow-
els could be divided into three groups depending on their
duration; long: /a e �( Åu o ø œy/, half-long: /y/ and short: /Ä
� ( i Å u +/. For F-W, the vowels could be divided into two
groups; long: /a e o ø Åu �( œy y/ and short: /Ä � ( i Å u +/.

The duration analysis shows that the division of vowels
into phonetically long and short vowels was not identical in
the two communities. A caveat must be made for F-B; this
region’s division into long and short vowels is not represen-
tative for the three noncentral SSD regions. Instead, it re-
sembles the pattern found for all NSD regions.

B. Formant frequencies: Steady state

1. Steady-state variation within speech communities

The nine monophthongal vowels /Ä a � ( i Å u + y/ were
represented by the formant measurements at 50% of each
vowel token’s duration. The formant frequencies were trans-
formed using Lobanov’s �1971� normalization procedure to
enable comparison of formant frequencies across genders.
Formant frequencies usually vary greatly across male and
female speakers due to anatomical and physiological differ-
ences between both genders �Peterson and Barney, 1952�.
Therefore, Lobanov’s normalization procedure was applied
as it effectively reduces anatomical and physiological
gender-related variation in formant measurements, while ad-
equately preserving variation related to the speaker’s re-
gional background �Adank, Smits, and van Hout, 2004�.

Two multivariate ANOVAs were run on the pooled mea-
surements of F1 and F2 for each vowel token, one for NSD
and one for SSD. In both analyses, the multivariate depen-
dent variable consisted of pooled measurements of normal-
ized F1 �zF1� and normalized F2 �zF2� for the nine monoph-
thongal vowels, and region and gender were included as
between-subjects factors. NSD showed a significant effect
for region �F�3,152�=11.44, p�0.05�, while gender and the
region � gender interaction were not significant. This indi-
cates that the shape of the vowel systems varied across the
four NSD regions. A post-hoc analysis on region �Tukey, p
�0.001� indicated that N-S differed significantly from N-R
and N-M. SSD showed an effect for region �F�3,152�
=16.74, p�0.05�. The post-hoc analysis for region showed
that F-E and F-W differed significantly from central region
F-B, and that F-W differed from F-L. These results indicate
that the shapes of the vowel systems varied regionally in
both speech communities and that speaker gender did not
affect these measurements.

It was decided to use the raw �un-normalized� data for
further analyses, as it is presumed �Clopper et al., 2005;
Disner, 1980� that Lobanov’s normalization procedure may
introduce artifacts when used for measurements based on
vowel systems that differ in their overall size and shape �cf.
Clopper et al., 2005�. In addition, as female speakers are not

FIG. 3. Error bars �bars represent one standard deviation� of average dura-
tion in ms per vowel, for the 80 female speakers �circles� and 80 male
speakers �squares� per region; �“ou”�/Åu/, “ui”�/œy/, “eu”�/ø/, “A”�/Ä/,
“O”�/Å/, “Y”�/+/, “I”�/(/�.

FIG. 4. Error bars �bars represent one standard deviation� of average dura-
tion in ms per vowel, for NSD �circles� and SSD �squares�; �“ou”�/Åu/,
“ui”�/œy/, “eu”�/ø/, “A”�/Ä/, “O”�/Å/, “Y”�/+/, “I”�/(/�.
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directly compared with male speakers in any of these analy-
ses, it is not necessary to use normalized data �cf. Adank,
Smits, and Van Hout, 2004�.

Figures 5 and 6 show the vowel diagrams for the four
NSD regions and the four SSD regions, respectively.

To get an impression of the specific effects of the speak-
er’s regional background on the first two formant frequencies
per vowel token, a univariate ANOVA was carried out for
each of the nine monophthongal vowels per speech commu-
nity. The raw values of F1 or F2 served as the dependent
variable and the four regions per community served as the
independent variable. Table II shows effects for /Ä � ( Å u +/
for NSD and for /� Å u/ for SSD. Overall, the effect sizes
were largest for F1 for /�/, for F2 for /Ä/, and for F2 for /u/
for NSD. The small number of significant effects for SSD
suggest that there was more regional variation within NSD.
As it is generally assumed �e.g., Stevens, 1998� that F2 cor-
relates strongly with tongue position �front versus back� and
F1 with tongue height �high versus low�, it may be that the
monophthongal vowels varied more in tongue position than
in tongue height, as the effects for F2 outnumber those for
F1.

2. Steady-state variation between speech communities

A univariate ANOVA was carried out for each of the
nine monophthongal vowels for the raw values of F1 and F2,
respectively. The values of F1 or F2 served as the dependent
variable, and community served as the independent variable.
These analyses were run twice: once for all measurements of

the two central regions and once for the six noncentral re-
gions. The results as listed in Table III for the two central
regions show effects for two vowels: /( u/, whereas for the
six regions effects for /Ä � ( Å u y/ were found. This suggests
that more regional differences exist between the three non-
central regions per community than between the two central
regions. Furthermore, when Table III is compared with Table
II it appears that more differences occurred within NSD than
between NSD and SSD. Another remarkable outcome is that
more differences occurred for F2 than for F1.

C. Formant frequencies: Spectral change

1. Spectral variation within speech communities

The three long mid vowels /e o ø/ and the diphthongal
vowels /�i œy Åu/ were represented by the formant measure-
ments at 25% and 75% of the vowel duration. All analyses
were carried out for /e o ø/ and /�i œy Åu/ separately, follow-
ing Adank, van Hout, and Smits �2004�. Eight multivariate
repeated-measures ANOVAs were run to test for within-
community differences. The first four were run for /�i œy
Åu/: two for the female and male NSD speakers and two for
the female and male SSD speakers. The within-subjects fac-
tor vowel category consisted of a measure for the spectral
change in each vowel token, which was defined as the abso-
lute difference of the formant frequency between 25% and
75% of the vowel duration in Hz in F1 and F2 �the multi-
variate dependent variable�. Thus �F1 is the absolute differ-
ence in Hz between the values of F1 at 25% and at 75% and
�F2 is the absolute difference in Hz between F2 at 25% and

FIG. 5. Vowel diagram showing average formant frequencies for all monophthongal vowels for NSD. Averages were taken at 50% of the duration. N per
symbol is 40.
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at 75%. The analyses were run on the pooled values for �F1

and �F2 and the four regions �region� served as the indepen-
dent variable in all four analyses. The results showed one
significant effect, for the female NSD speakers ��F�3,76�
=5.83, p�0.05�. A post-hoc analysis �p�0.001� on region
showed that regions N-M and N-S differed, indicating some
spectral-change differences between these two regions for
the female speakers in Fig. 7 for the full diphthongs. No
other effects were found.

The four multivariate repeated-measures ANOVAs for
/e o ø/ used the same design as for /�i œy Åu/. Effects were
found for NSD only, for the female �F�3,76�=6.41, p
�0.05� and male speakers �F�3,76�=2.20, p�0.05�. A post-
hoc analysis �Tukey, p�0.001� indicated that N-M differed

from N-S for the female speakers. Figure 7 shows longer
spectral change trajectories for the three long mid vowels for
N-M than N-S.

Onset and offset frequencies. Figures 7 and 8 show both
spectral change and onset and offset frequencies. Eight mul-
tivariate repeated-measures ANOVAs were run to ascertain
the significance of the differences observed in both figures.
The first four were run on the onsets for /�i œy Åu/, repeated
for F1 and F2 and for NSD and SSD. The within-subjects
factor vowel category was made up of the formant measure-
ments at 25% of the vowel’s steady-state portion, and the
eight regions served as the between-subjects factor region in
each analysis. The results for F1 showed no effects for NSD,
but a significant main effect of region was found for SSD

FIG. 6. Vowel diagram showing average formant frequencies for all monophthongal vowels for SSD. Averages taken at 50% of the duration. N per symbol
is 40.

TABLE II. Partial �2 for the significant effects �p�0.001� for REGION for
the ANOVAs on frequencies for F1 and F2 for the nine monophthongal
vowels.

Vowel NSD SSD

F1 F2 F1 F2

/Ä/ ¯ 0.208 ¯ ¯

/a/ ¯ ¯ ¯ ¯

/�/ 0.413 0.181 0.126 ¯

/(/ 0.174 0.132 ¯ ¯

/i/ ¯ ¯ ¯ ¯

/Å/ 0.169 0.151 ¯ 0.125
/u/ ¯ 0.213 ¯ 0.179
/+/ ¯ 0.130 ¯ ¯

/y/ ¯ ¯ ¯ ¯

TABLE III. Partial �2 for the significant effects �p�0.001� for COMMU-
NITY for the ANOVAs on frequencies for F1 and F2 for the nine monoph-
thongal vowels.

Vowel Two regions Six regions

F1 F2 F1 F2

/Ä/ ¯ ¯ ¯ 0.048
/a/ ¯ ¯ ¯ ¯

/�/ ¯ ¯ ¯ 0.100
/(/ ¯ ¯ 0.046 0.096
/i/ ¯ ¯ ¯ ¯

/Å/ ¯ ¯ ¯ ¯

/u/ ¯ 0.202 ¯ 0.111
/+/ ¯ ¯ ¯ ¯

/y/ ¯ ¯ ¯ 0.169
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FIG. 7. Spectral change patterns for NSD. The phonetic symbol is plotted at the average formant frequency at 75% of the duration and the line originates from
the average formant frequencies at 25% of the duration. N per symbol is 40.

FIG. 8. Spectral change patterns for SSD. The phonetic symbol is plotted at the average formant frequency at 75% of the duration and the line originates from
the average formant frequencies at 25% of the duration. N per symbol is 40.
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�F�3,156�=6.95, p�0.05�, and a post-hoc analysis �Tukey,
p�0.001� showed a that the F-B speakers started their diph-
thongal vowels more open than the F-W speakers �cf. Fig. 7�.
For F2, a significant main effect was also found for region
for SSD �F�3,156�=3.70, p�0.05�, while the post-hoc
analysis showed no effects.

The next four ANOVAs were run on the offsets for /�i
œy Åu/ for F1 or F2 per community. The within-subjects fac-
tor vowel category was made up either of the F1 measure-
ments or of the F2 measurements at 75% of the vowel to-
ken’s steady-state portion, and region served again as the
between-subjects factor. For SSD, the results for F1 showed
an effect for region �F�3,156�=7.85, p�0.05�, and the post-
hoc analysis �Tukey, p�0.001� showed that the F-B speak-
ers ended their diphthongs at a more fronted position than
the F-W speakers �cf. Fig. 8�. F2 showed effects for NSD
�F�3,156�=3.10, p�0.05� and SSD �F�3,156�=4.01, p
�0.05�, but the post-hoc analysis showed no effects.

The second set of eight ANOVAs was run on the onsets
and offsets for /e o ø/. The design was similar to the ANO-
VAs for /�i œy Åu/. The results for F1’s onsets showed
an effect for NSD �F�3,156�=8.70, p�0.05� and SSD
�F�3,156�=3.10, p�0.05�. The post-hoc analysis indicated
that the N-M speakers pronounced the long mid vowels with
a more open onset than the N-S speakers �cf. Fig. 8�. The
results for F2 showed an effect for SSD �F�3,156�=8.16, p
�0.05�. The post-hoc analysis revealed a significant differ-
ence between SSD regions F-E and F-L; /e o ø/ were more
fronted in F-L than in F-E. The results for F1’s offsets
showed a significant main effect for SSD �F�3,156�=3.96,
p�0.05�. The post-hoc analysis showed no significant ef-
fects. F2 showed an effect for SSD only �F�3,156�=7.69, p
�0.05�, and the post-hoc analysis indicated that the F-L
speakers ended their vowels at a more fronted position than
the F-E speakers, as can be observed in Fig. 8.

2. Spectral variation between speech communities

a. Diphthongization. Adank, van Hout, and Smits �2004�
showed that /�i œy Åu/ are more diphthongized for the fe-
male N-R speakers than for the female F-B speakers. Sec-
ond, /e o ø/ are more diphthongized for N-R than for F-B for
both genders. Two repeated-measures ANOVAs were run to
establish whether this variation pattern would also be ob-
served when all regions were included. In the first ANOVA,
the within-subjects factor consisted of pooled values of �F1

and �F2 for /�i œy Åu/, while the eight regions served as the
between-subjects factor. The analysis was repeated for both
genders. A significant main effect was found for region for
the female speakers only �F�1,158�=6.44, p�0.05�, indicat-
ing that the spectral change characteristics for the female
speakers varied for /�i œy Åu/ in NSD and SSD, with longer
spectral change characteristics for NSD than for SSD �cf.
Figs. 7 and 8�. A post-hoc analysis �Tukey, p�0.001�
showed that N-M differed significantly from F-B and F-E
and that N-N differed from F-E. No effects were found for
the male speakers. The second ANOVA was set up as the
first, only here the values of �F1 and �F2 for /e o ø/ served
as the within-subjects factor. The results showed a significant
main effect for region for the female speakers �F�1,158�

=15.89, p�0.05� and for the male speakers �F�1,158�
=13.19, p�0.05�, indicating that the spectral change charac-
teristics varied across the three long mid vowels in NSD and
SSD, with longer spectral change characteristics for NSD.
The post-hoc analysis �Tukey, p�0.001� for the female
speakers showed significant differences between N-R and
F-E, between N-M and all four SSD regions, and between
N-N and F-B, F-E, and F-W. For the male speakers, signifi-
cant differences were found between N-R and F-B, F-E, and
F-W, between N-M and all four SSD regions, and between
N-N and F-B and F-W.

Overall, these results first show that Adank et al.’s find-
ing of more extensive diphthongization for /�i œy Åu/ for
female speakers in N-R than in F-B can be extended to most
regions in both speech communities. Second, Adank et al.’s
finding that /e o ø/ are more diphthongized for N-R than for
F-B for both genders is also valid for most regions in NSD
and SSD.

b. Onset and offset frequencies. Eight repeated-measures
ANOVAs were carried out to identify differences in the onset
and offset frequencies of /�i œy Åu/ and /e o ø/ between both
communities. The first two were run on the onsets for /�i œy
Åu/, for both formants separately. In each analysis, the
within-subjects factor vowel was made up of the formant
measurements at 25% of the vowel’s steady-state portion,
and the eight regions served as the between-subjects factor.
The results for F1 showed an effect of region �F�7,312�
=7.48, p�0.05�, and a post-hoc analysis �Tukey, p�0.001�
revealed that the F-W speakers started their diphthongal
vowels less open than the N-R, N-M, and N-N speakers. The
results for F2 showed an effect for region �F�7,312�=3.12,
p�0.05�, but the post-hoc analysis showed no significant
effects.

The two analyses for the offsets showed the following
results. For F1 for /�i œy Åu/ an effect was found of �
F�7,312�=3.59, p�0.05�, but the post-hoc analysis showed
no effects. For F2, an effect of region was found �F�7,312�
=5.95, p�0.05� and the post-hoc analysis showed that the
F-L speakers ended their diphthongal vowels at a more
fronted position than the N-M and N-N speakers �cf. Fig. 8�.

For /e o ø/, an effect was found for region �F�7,312�
=11.29, p�0.05� for F1’s onsets. The post-hoc analysis
showed F1 differences between N-R and F-L, between N-R
and F-W, between N-M and F-B, F-L, and F-W, and between
N-N and F-L and F-W. Figures 7 and 8 show that the NSD
speakers started their long mid vowels at a more open posi-
tion than the SSD speakers, as all F1 averages are lower for
the SSD regions. For F2, an effect for region �F�7,312�
=4.88, p�0.05� and the post-hoc analysis showed that the
F-L speakers started their long mid vowels more fronted than
the speakers from N-R, N-M, and N-N �cf. Fig. 8�. For the
offsets of F1, an effect for region �F�7,312�=2.43, p�0.05�
was found, but the post-hoc analysis showed no effects. For
F2, an effect for region �F�7,312�=4.60, p�0.05� was
found. The post-hoc analysis showed that the F-L speakers
ended their long mid vowels more fronted than the N-M
speakers �cf. Fig. 8�.

1138 J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Adank et al.: Dutch vowels: regional variation patterns



D. Discriminant analyses

1. Steady-state measurements

Following Adank et al., a quadratic discriminant analy-
sis �QDA� was carried out to establish whether individual
formant measurements show regional variation that allowed
the speakers to be assigned to the corresponding region. The
formant frequencies �F1 and F2� per vowel token for all nine
monophthongal vowels were entered simultaneously as pre-
dictors. The QDA was set to classify each speaker into one of
the eight regions, setting the chance level to 12.5%. A high
percentage of correctly classified speakers suggests that re-
gional accents are highly discriminable. The results showed
that 72.2% of the speakers could be classified correctly. The
formant frequencies of the speakers thus contained sufficient
information about the speaker’s regional background to al-
low the majority of the speakers to be assigned to the correct
region.

A second QDA was carried out with community as the
variable to be predicted �chance level 50%�, with the F1 and
F2 values of the nine monophthongal vowels entered simul-
taneously as predictors. The results showed that 84.4% of the
speakers were classified correctly, meaning that the majority
of speakers could be correctly assigned to either NSD or
SSD.

2. Spectral change

Two QDAs were carried out to establish whether the
speakers could be classified into the corresponding region or
speech community based on the spectral change patterns in
the formant frequencies of /�i œy Åu e o ø/. In the first
analysis, �F1 and �F2, pooled for all 160 speakers for /�i œy
Åu e o ø/ served as predictors, and region served as the de-
pendent variable. This QDA showed that 48.8% of the speak-
ers were classified correctly, which is above chance level
�12.5%�, but considerably lower than the percentages found
for the monophthongal vowels. A second analysis was run
with the same set of predictors, this time with community as
the dependent variable, setting the chance level to 50%. The
results showed that 78.4% of the speakers could be classified
correctly.

These results indicate that the spectral change measure-
ments contained sufficient information for a large proportion
of the speakers to be assigned to the corresponding region or
speech community, although the spectral change information
conveyed less regional information than the steady-state
measurements.

IV. DISCUSSION

A. Duration

First, considerable within-community differences were
found for NSD, but not for SSD. The duration of the vowels
from N-M and N-N was overall longer than for N-R. Fur-
thermore, the division of vowels into phonetically long and
short vowels was not identical for NSD and SSD. For the
intermediate region �N-M� and the two peripheral regions
�N-S and N-N� in NSD, the statistical analysis classified the
vowels into two groups: /�i œy Åu e o ø a/ and /Ä � i ( Å u y

+/. Figure 2 shows that there is hardly any overlap between
these two groups, especially for NSD, with longer durations
for all vowels for the former group. The three noncentral
SSD regions show a different pattern: for the intermediate
region �F-E� and the peripheral I region �F-L�, the vowels
were divided into three groups, longer, /a e � ( Å u o ø œy/,
half-long: /y/ and shorter: /Ä � ( i Å u +/ and for peripheral II,
the vowels were divided into two groups, i.e., longer: /a e o
ø Åu �( œy y/ and shorter: /Ä � ( i Å u +/. This pattern could
be explained by variation in the duration of /y/; it was either
phonetically long, or half long in the nonjcentral SSD vari-
eties of Dutch, while it was phonetically short in NSD and in
SSD’s central region �F-B�. The duration analysis revealed
one further pattern within the Flanders speech community:
the division into longer and shorter vowels in SSD’s central
region �F-B� was identical to the division in the four NSD
regions, but differed from the three noncentral SSD regions.
The division in Flanders’ central variety was thus not repre-
sentative for all SSD regions. The duration division for NSD
and SSD’s central regions was generally in agreement with
phonological descriptions of the duration of Dutch vowels
�Rietveld et al., 2004�. The results for regions F-E and F-L
were more in accordance with the description of Koopmans-
van Beinum �1980�, who classifies /y/ as a half-long vowel.
Nevertheless, the results for F-E and F-L did not fully com-
ply with Koopmans-van Beinum’s analysis as she classifies
/i/ and /u/ as half-long, while they were short for F-L and
F-E.

Second, the analysis indicated between-community dif-
ferences for /y/ and /Ä � Å + (/; /y/ was found to be signifi-
cantly longer for SSD than for NSD, while /Ä � Å + (/ were
significantly longer for NSD �cf. Fig. 4�.

Third, the duration results show longer overall durations
for female speakers across all central and noncentral regions,
and this gender-specific variation pattern was especially
prominent for NSD’s intermediate region �N-M�. A similar
difference between male and female speakers was previously
reported for American English vowels �cf. Hillenbrand et al.
1995; Clopper et al., 2005� and for Swedish vowels, in read
speech as well as in more natural speaking styles �Simpson,
2001�. It is not clear what causes their gender-related differ-
ences, although some authors suggest physiological explana-
tions. For instance, Simpson proposes that these differences
may be partly explained by differences in the synchroniza-
tion of tongue body and tongue tip movements in female and
male speakers.

B. Steady-state F1 and F2

The analysis for the steady-state measurements for the
nine monophthongal vowels first showed within-community
differences. The analyses per vowel showed regional differ-
ences across the majority of NSD’s monophthongal vowels,
i.e., for /Ä � ( Å u y +/. For SSD, regional differences were
only found for three vowels, /� Å u/. The vowels /� Å u/ thus
showed the most within-community variation as they show
differences within both speech communities. Overall, the
monophthongal vowels in both speech communities varied
mostly in their tongue position, and less in their tongue
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height, especially for SSD. Adank et al. reported that the
central regions’ vowel systems are anchored on the point
vowels /a i u/, which were largely unaffected by language
changes between the two central regions. However, the non-
central varieties appeared to be anchored on /a/ and /i/ alone,
as /u/ showed substantial variation in its F2 dimension. Fig-
ures 6 and 7 show that /u/ was relatively backed in regions
N-R, N-N and F-B, but fronted in the five remaining regions.
The vowel /u/ may be undergoing a pronunciation change
and become more fronted in certain regional varieties in
NSD as well as SSD.

The analysis of the steady-state measurements showed
some differences between speech communities as well. More
differences were found between the three noncentral regions
of NSD and SSD than between the two central regions. Dif-
ferences between the two central regions were found for the
two vowels /(u/, while differences between the six noncentral
regions were found for six vowels, i.e., /Ä � ( u + y/.

C. Spectral change of F1 and F2

For the long mid vowels /e o ø/ and the diphthongs /�i
œy Åu/, the spectral change, or diphthongization, was inves-
tigated for F1 and F2. For the two central regions, Adank et
al. reported considerably more diphthongization for /e o ø/
for N-R than for F-B for both formants. An effect of gender
was also found: /�i œy Åu/ showed greatest
F1-diphthongization for the female speakers. The analyses
first revealed some differences within NSD for /e o ø/; which
showed more diphthongization in the intermediate region in
the Netherlands than in the peripheral I region �N-S�. No
differences in diphthongization were found within the SSD
speech community, neither for the diphthongal vowels nor
for the long mid vowels.

The analysis indicated between-community effects only
for the female speakers for /�i œy Åu/, which was also re-
ported in Adank et al. It was found that the female NSD
speakers showed more diphthongization than the female SSD
speakers. Furthermore, /e o ø/ were more diphthongized in
NSD than in SSD, for all speakers. These findings are also in
agreement with Adank et al.

The analysis of the onset and offset frequencies showed
a prominent between-community difference for the long mid
vowels: most NSD speakers started their long mid vowels at
a more open position than the SSD speakers. This result is in
agreement with one of the predictions of a recent theory on
pronunciation change in Standard Dutch �Jacobi et al., 2004;
van Heuven et al., 2002; Stroop, 1998�. This theory states
that a new sociolect of Dutch, “Polder Dutch” is evolving in
the Netherlands. Stroop �1998� claims that this variety is
typical of �relatively� young, highly educated, progressive
Dutch women, but that men are most likely to follow suit.
Stroop further claims that Polder Dutch is not based on any
existing regiolect �regional variety� of Dutch and is spoken
throughout the Dutch language area. The most conspicuous
characteristics of Polder Dutch are a more open pronuncia-
tion of /�i œy Åu/, and a more open pronunciation and in-
creased diphthongization of the long mid vowels
/e o ø/. The analysis of the onsets of /�i œy Åu/ indicated that

the NSD speakers started these vowels at a more slightly
more open position than the SSD’s peripheral II speakers,
but these effects should not be overrated as they were rela-
tively small. The results for the long mid vowels displayed
more aspects of Polder Dutch, as they showed considerably
more diphthongization for the NSD speakers than for the
SSD speakers. Furthermore, the analysis indicated that the
NSD speakers started these vowels at a more open position
than the SSD speakers. However, to establish whether Polder
Dutch is emerging in the Netherlands, more extensive analy-
ses on, preferably, more spontaneous recording material are
required.

D. Differences between and within speech
communities

The results showed differences between as well as
within speech communities. Overall, it seems that more
within-community variation patterns were found for NSD
than for SSD; for NSD regional differences were found for
duration, the steady-state measurements, and the spectral
change measurements for the long mid vowels. The results
indicated that the vowels of Standard Dutch show more re-
gional variation in the Netherlands than in Flanders. A simi-
lar difference between the Netherlands and Flanders was de-
scribed in Van de Velde et al. �1997�. Van de Velde et al.
suggest that the difference in uniformity originated from a
divergence in the pace at which the standard variety evolves
in the two speech communities, with NSD changing more
rapidly than SSD.

E. Regional traces

The results of the discriminant analyses indicated that
there was sufficient regional variation present in the mea-
surements of the steady-state formant frequencies to allow
most of the speakers to be classified into the appropriate
region or speech community. When the analyses were run on
the measurements for the long mid vowels and the diphthon-
gal vowels, a similar pattern was found in the results �al-
though the percentages were lower�. This is noteworthy,
given the specific speaking style used for recording the
vowel tokens, i.e., reading aloud nonsense sentences from a
computer screen. It is well documented �Chambers, 2003;
Labov, 1972� that speakers tend to use more lower-prestige
utterances �e.g., more dialect words� in more informal speak-
ing styles such as spontaneous conversation. In more formal
speaking styles, they tend to use more high-prestige utter-
ances �i.e., more variants in the standard language�. The in-
terview was conducted in a relatively formal setting and the
vowels were pronounced in nonsense sentences. When read-
ing aloud words, especially in nonsense sentences, speakers
are generally over conscious of their speaking style and tend
to carefully monitor their pronunciation. The formal setting
in conjunction with the specific task used may have induced
them to monitor their speech in such a way that relatively
little regional traces were present. However, the results illus-
trated that regional traces may very well be present in the
speech from professional language users, even when the
speech is recorded in a formal setting. It would therefore be
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interesting to compare the present results with acoustic mea-
surements of vowels recorded in one of the more informal
tasks present in the sociolinguistic interview. This may lead
to even more extensive regional variation patterns to be un-
covered between these eight varieties of Standard Dutch. An-
other prospect would be to compare the classifications of the
statistical analyses with classification scores from listeners,
to establish whether listeners can perceive the reported re-
gional differences as well. Alternatively, a perceptual simi-
larity test could be run that presents listeners with a pair of
vowel tokens and requires them to decide whether the two
tokens were produced by speakers of different regional vari-
eties �cf. Clopper et al., 2006�. Clopper et al. used a paired
comparisons similarity task to estimate the perceptual dis-
tance between six regional varieties of Standard American-
English. The results from such a perceptual similarity test
may lead to more insights in the perceived linguistic dis-
tances between specific regional varieties in the Dutch lan-
guage area.

F. Final remarks

It seems justified to conclude that the differences be-
tween the two central regions of NSD and SSD as described
in Adank et al. were, to a large extent, also found for the
noncentral regions within each speech community. However,
the analysis revealed additional variation patterns within and
between NSD and SSD. Most notably, the fronting of /u/ in
five of the noncentral regions across NSD and SSD and the
lengthening of /y/ in the three SSD varieties F-E, F-L, and
F-W. Second, the analysis indicated that SSD was more uni-
form with respect to the variation in the vowel system than
NSD. Furthermore, regional variations patterns in the pro-
duction of long mid vowels /e oø/ supported a recent theory
on an emergent sociolect of Standard Dutch in the Nether-
lands. Finally, the present study illustrated that distinct re-
gional variation patterns can be observed in the speech of
relatively highly educated �i.e., university level or compa-
rable�, professional users of the standard language.
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This study focuses on the extraction of robust acoustic cues of labial and alveolar voiceless
obstruents in German and their acoustic differences in the speech signal to distinguish them in place
and manner of articulation. The investigated obstruents include the affricates �pf� and �ts�, the
fricatives �f� and �s� and the stops �p� and �t�. The target sounds were analyzed in word-initial and
word-medial positions. The speech data for the analysis were recorded in a natural environment,
deliberately containing background noise to extract robust cues only. Three methods of acoustic
analysis were chosen: �1� temporal measurements to distinguish the respective obstruents in manner
of articulation, �2� static spectral characteristics in terms of logarithmic distance measure to
distinguish place of articulation, and �3� amplitudinal analysis of discrete frequency bands as a
dynamic approach to place distinction. The results reveal that the duration of the target phonemes
distinguishes these in manner of articulation. Logarithmic distance measure, as well as relative
amplitude analysis of discrete frequency bands, identifies place of articulation. The present results
contribute to the question, which properties are robust with respect to variation in the speech
signal. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2427122�

PACS number�s�: 43.70.Jt, 43.70.Fq, 43.72.Ar �AL� Pages: 1142–1156

I. INTRODUCTION

The aim of this paper is to distinguish German voiceless
obstruents �pf, ts, p, t, f, s� in manner and place of articula-
tion by making use of their physical differences: Obstruents
are produced by a constriction of the articulators while the
air escapes from the lungs. They include affricates, fricatives,
and stops. Affricates contain acoustic features of both stops
and fricatives. The closures of affricates and stops have the
same acoustic properties while the frication of affricates is
produced as in fricatives by a narrow constriction �cf.
Stevens, 1998, p. 379�. Stop consonants build up a substan-
tial pressure of air during the closure of the vocal tract that is
released. According to Stevens �1998, p. 348�, the release is
characterized by a transient, followed by the frication and
aspiration �if aspiration is present at all�. In comparison to
the release of stops, fricatives have a much weaker energy
onset causing the amplitude of noise to rise slower than in a
stop. At the same time, the duration of the fricatives’ noise
portion is definitely longer compared to that of stops.

The experiments described in this article are designed to
discriminate manner and place of articulation of labial and
alveolar German obstruents in word-initial and word-medial
position. The investigated obstruents, the fricatives �f� and
�s�, the stops �p� and �t�, and the affricates �pf� and �ts�, form
a complete labial-alveolar contrast over three different man-
ners of articulation. The completeness of this series is pro-
vided by the affricate �pf� that, apart from German, is only
found in two of the Niger-Kordofanian languages in Zaire
�cf. Maddieson, 1984�. A velar pendant does not exist in

Standard High German. Only Swiss German and some South
German dialects contain the velar affricate �kx�.

To distinguish manner of articulation of affricates and
fricatives, Howell and Rosen �1983� measured rise time by
calculating the time interval between the onset of a fricative
or affricate to its amplitude maximum. Their studies were
based on one of the earliest acoustic investigations consider-
ing affricates being conducted by Gerstman �1957, as re-
ported by Howell and Rosen, 1983�. Overall, the findings of
Howell and Rosen �1983� and Gerstman �1957� were the
same, namely, that the mean rise time for affricates was sig-
nificantly shorter compared to that of fricatives. This finding
was independent of whether the affricate/fricative appeared
in word-initial, word-medial or word-final position, or
whether the measurements were conducted in isolated words
or in a sentence context.

Shinn �1985� investigated manner and place of articula-
tion for voiced and voiceless obstruents in German, Czech,
and Mandarin. He tested six different acoustic parameters,
taking account of temporal and energy measures: VOT, rise
time, energy change, attack �high-frequency energy at the
consonant onset in comparison to the amount of energy
20–70 ms after the onset�, fall time and noise duration. The
results of Shinn supported the findings of Gerstman �1957�
and Howell and Rosen �1983�, but he applied this metric not
only to affricates and fricatives, but also to stops. Rise time
appeared to be the most appropriate and stable parameter to
distinguish affricates, fricatives, and stops. Stops had the
shortest rise time with a mean of only 7.8 ms, followed by
affricates, with a mean rise time of 49.3 ms and then the
average fricatives rise time was 90 ms �Shinn, 1985, p. 128�.
Moreover, Shinn �1985� was able to distinguish place of ar-
ticulation by the parameter rise time as well although the
distinction between �ts� and �pf� in German was not possible.

a�Author to whom correspondence should be addressed. Electronic mail:
julia.hoelterhoff@uni-konstanz.de
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Apart from rise time Shinn investigated the noise duration
�i.e., the duration of the frication in affricates and fricatives
and the part of the signal following the closure in stops� and
found temporal boundaries within obstruents that allowed
their classification. The frication noise is perceived as be-
longing to stops when its duration is below 75 ms, to affri-
cates when the noise duration is between 75 and 130 ms, and
to fricatives when it is above 130 ms.

Kluender and Walsh �1992� conducted two perceptual
experiments testing the importance of the parameters’ rise
time against noise duration to distinguish American English
voiceless affricates from fricatives. In each experiment one
of these variables �i.e., either the duration of the rise time or
the duration of the noise portion� was manipulated and their
effects on the perception of �t b � versus �b� were analyzed.
They found that rise time alone was not a sufficient param-
eter to perceive the sounds correctly, but that a variation of
the frication duration alone was.

Repp, Liberman, Eccardt, and Pesetsky �1978� investi-
gated the perceptual relevance of temporal acoustic cues for
the affricate - fricative �and stop� distinction. They varied the
noise and silence durations in the stimuli “gray chip” and
measured whether listeners perceived the fricative �b� as in
“great ship” or an affricate �t b � as in “great chip.” They
concluded that the silence and noise portions are interdepen-
dent acoustic cues that need to be related for the appropriate
percept. With an identical duration of the silence portion, a
shorter noise duration resulted in the perception of an affri-
cate �gray chip�, whereas a longer noise duration triggered
the perception of a fricative �great ship�. The findings of
Repp et al. �1978� suggested that the closure and frication
durations �or noise, respectively� of affricates are shorter
compared to those in fricatives and stops. They pointed out
that the identification of a sound as an affricate was not
based on a single cue, but on the proportion of closure and
frication duration of affricates—two acoustic events occur-
ring one after the other. From a perceptual point of view, the
relative and therefore dynamic processing of acoustic events
seems to be important for proper speech recognition. To
summarize, the perceptual distinction of manner of articula-
tion of affricates, fricatives, and stops seems to be possible
based on temporal measurements, either on duration alone or
acoustic cues, like rise time, as well.

However, the studies on noise duration and rise time of
affricates and fricatives showed that the individual duration
depends on the context. In agreement with these findings,
Klatt �1976� conveyed that the duration of fricatives is highly
dependent on the context. A consonant such as �s� can range
from 200 ms in a phrase final position to less than 50 ms in
a consonant cluster. For example, the consonants �p� or �s�
are longer in combination with an adjacent vowel than in the
consonant cluster �sp�. Looking at affricates as simple con-
sonant clusters, the components of affricates �i.e., closure
and frication duration� should be shorter than the corre-
sponding portions in fricatives and stops. Klatt �1976� also
reported that stress patterns have a great influence on dura-
tion.

In several studies, relative amplitude was shown to dif-
ferentiate place of articulation in fricatives. This function

measures the amplitude in a particular frequency region at
the vowel center relative to the obstruent center. For ex-
ample, Stevens �1985� found in several perceptual experi-
ments that amplitude alone is not a relevant indicator to per-
ceptually discriminate different types of fricatives. Instead,
the spectrum amplitude in relation to the neighboring vowel
determined the correct perception. Stevens’ findings were
supported by Gurlekian �1981�, who detected the same cor-
relation for the perception of Spanish fricatives.

One of the most comprehensive studies investigating fri-
catives was conducted by Jongman, Wayland, and Wong
�2000�. They tested several methods of analysis to distin-
guish place of articulation for American English fricatives,
carrying out spectral, amplitudinal, and temporal measure-
ments. They tested spectral peak location by calculating fast
Fourier transform �FFT� and LPC spectra with a 40 ms Ham-
ming window in the middle of the frication portion. The
spectral peak �data sampled at 22 kHz� was defined as high-
est amplitude point of the FFT spectrum. Furthermore, they
calculated spectral moments, performing FFTs with a 40 ms
Hamming window at four different locations in the fricative
�onset, middle, end, and center of fricative offset�. The mo-
ments �mean, variance, skewness, and kurtosis� were calcu-
lated from Bark and linear scales. The authors reported no
difference between the two types of scales and therefore used
only the linear scale. They found spectral peak location and
spectral moments to distinguish all four investigated places
of articulation. The best results were achieved by computing
the normalized and relative amplitude. Normalized ampli-
tude refers to the difference between fricative and vowel am-
plitude. To measure the relative amplitude, a discrete Fourier
transform �DFT� at the vowel onset was taken and the am-
plitude of the F3 and F5 region compared to the respective
region in the fricative by subtracting both values.

To distinguish place of articulation in stop consonants,
Stevens and Blumstein �1981� searched for invariant acoustic
correlates in the spectral shape. They obtained spectra with a
window length of 26 ms starting with the release of the stop
sampled at 10 kHz, smoothed by linear prediction algorithm.
For the labial �p�, the spectrum was found to be flat because
the frication noise source at the lips excites all formants
equally. F2 and all higher formants show a downward shift
compared to a neutral spectrum. The alveolar stops, however,
showed upward shifts for F2, F3, and F4 compared to the
neutral spectrum �the positions of the neutral position are
located at 1500, 2500, and 3500 Hz for F2, F3, and F4, re-
spectively� and excitation noise especially at the higher fre-
quencies and weak acoustic excitation at the lower frequen-
cies.

In contrast to the findings of Stevens and Blumstein
�1981�, Lahiri, Gewirth, and Blumstein �1984� found that
invariant static acoustic properties do not serve to distinguish
“diffuse” stop consonants in Malayalam, French, and En-
glish. The term diffuse refers to the fact that no incisive
energy shape is observable in the spectrum. Labial and dental
stop consonants were not distinguishable because the energy
of those sounds is distributed in a diffuse and flat manner in
the noise portion. Instead, Lahiri, Gewirth, and Blumstein
�1984� discriminated these sounds by the ratio of the relative
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change from the beginning of the release to the beginning of
voicing measured in the low-frequency range �1500 Hz� and
the high-frequency range �3500 Hz�.

Miller �1989� proposed an auditory-perceptual approach
correlating spectral prominences to defined locations in an
auditory perceptual space for vowels. For this approach three
sensory formants, SF1, SF2, and SF3 were located �repre-
senting the center frequencies of the first three significant
prominences of a short term spectrum, briefly, referring to
F1, F2, and F3� and a sensory reference �SR�, serving as a
normalizing factor �155 Hz for male and 185 Hz for female
speakers, cf. Miller, 1989�. He successfully described the
speech sounds in a three-dimensional perceptual space that
was composed of the logarithmic distances log(F1/SR),
log(F2/F1), and log(F3/F2). This approach was taken up by
Jongman and Miller �1991� to discriminate place of articula-
tion in syllable initial stops. Since stops, unlike vowels, are
characterized by an absence of low-frequency energy, it is
difficult to obtain a BF1 value �i.e., burst frication sensory
formant, analogous with the SF1 in the vowel investigation�,
and this is why the BF1 was set equal with the SR. As a
consequence, the log(BF1/SR) value is zero, leaving only a
two-dimensional perceptual space. To compute the formants,
an LPC analysis was used with a 24 ms Hamming window
centered over the burst onset. The metric was tested on a new
set of speech data containing eight different speakers and
allowed place discrimination with 70% of accuracy.

Unlike stops and fricatives, affricates are rarely investi-
gated with respect to their place of articulation because En-
glish has only one place for affricates. Moreover, it was as-
sumed that those cues distinguishing place of articulation of
affricates are similar to those of stops, which had been well
studied in English. The question remains open whether the
results gained for English are applicable to German as well.
The current investigation focuses on speech production,
whereas most of the studies investigating obstruents have
been perceptual ones.

For the manner and place distinction of the German ob-
struents �pf, ts, f, s, p, t�, labial and alveolar manners of
articulation ought to be discriminated by temporal measure-
ments �cf. Klatt, 1976, Shinn, 1985�. Since the studies men-
tioned revealed that duration itself is a variable parameter
�e.g., depending on different contexts, inclusive stress�, the
test words of the present investigation are designed in a way
that the target obstruent is always located in the stressed
syllable �two of the test words form an exception to this
rule—details are given in Sec. II A�.

To distinguish place of articulation within fricatives,
stops, and affricates, two types of metrics are chosen. First of
all, relative amplitude as a dynamic approach �Jongman et
al., 2000� is tested. The positive results gained by the calcu-
lation of the relative amplitude for fricatives appear to be
quite promising for the present study and the technique
seems applicable to stops and affricates as well. Second,
logarithmic distance measure �cf. Miller, 1989, Jongman and
Miller, 1991� is applied as a static approach. Although the
latter approach was not completely successful, this metric
seems to have important potential for the needs of the
present study. Jongman and Miller �1991� reported that the

burst frication sensory formants were hard to localize and
proposed a dynamic approach to deal with this problem. In-
stead of computing a single frame from the spectrum, they
proposed to compute a frame for every millisecond of the
speech signal and generate a path through the auditory per-
ceptual space. The great advantage of this metric is its ability
to normalize across speakers.

All of the metrics mentioned above are developed in a
way to fit with the needs of the FUL �Featurally Underspeci-
fied Lexicon, Lahiri and Reetz, 2002� speech recognition sys-
tem. The characteristics found within this study will be com-
bined and then implemented in the acoustic front end of the
FUL automatic speech recognizer. The FUL speech recogni-
tion system is based on underlying phonological features
providing robustness to variations in the speech signal. Apart
from noise robustness, the FUL system is also meant to cope
with dialectal and speaker variation. To embark on the strat-
egy of extracting robust acoustic cues from the speech signal
only, the speech data used for analysis in the present experi-
ments was recorded in a natural and therefore noisy environ-
ment. Occasional background noise in the speech data is the
main reason why rise time is not used as a parameter in the
present investigation, since the peak of energy would have
been problematic to localize. However, the duration of frica-
tion noise was reported to be more stable metric anyway �cf.
Shinn, 1985; Kluender and Walsh, 1992�. The details about
the parameters used are described in Sec. II C.

II. EXPERIMENT

German obstruents are investigated to obtain robust
acoustic cues from the speech signal. In order to analyze data
with realistic background noise, as well as to avoid a hyper-
correct speaking style, as it is sometimes found in read
speech, the recordings of ten speakers were taken in standard
living rooms. Two different tasks were designed to record the
speech data: �1� a reading task and �2� a task with nearly
spontaneous speech �cf. Sec. II C�.

The study consists of three subtests. In the first test case,
manner of articulation is discriminated in labial and alveolar
obstruents by temporal measurements. The second and third
test scenarios both deal with place distinctions. The second
test case uses logarithmic distance measure as a static ap-
proach, whereas in the third test case a dynamic approach—
relative amplitude in discrete formant frequency regions—is
applied to distinguish place of articulation in the investigated
obstruents. Since the experiments are designed to detect
acoustic cues that are relevant for speech recognition rather
than validating the results of prior studies mentioned above,
metrics from prior studies were used and adapted for the
present investigation.

Throughout this investigation, the two different affricate
components are referred to as closure and frication segments.
In the context of this investigation “segment” is understood
as a part of a phoneme, characterized by the structure of the
respective portion of the signal. An affricate is therefore
composed of the closure and the frication, whereas a stop is
characterized to consist of the closure and the release. Frica-
tives contain the frication segment only.
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A. Materials

Six obstruents �pf�, �ts�, �f�, �z� or �s� �depending on
word the position, cf. last paragraph of this section�, �p� and
�t� are investigated in the environment of seven different
vowels �(�, ���, �a�, �Å�, �*�, �+� and �œ�. In some cases, the
short or lax vowel had to be replaced by the long or tense
vowel because no respective vowel-obstruent combination
was found in German. In the following, the IPA symbols for
the short vowels are used, although some words with long
vowels occur in the speech data.

The obstruents are distinguished by manner of articula-
tion, separating affricates from fricatives and stops and also
by place of articulation, distinguishing labial or alveolar ob-
struents. The German labial obstruents can be divided into
labiodentals �pf, f� and bilabials �p�, but are referred to as
“labials” in the context of this investigation.

Each target sound was recorded in two word positions:
word-initially and word-medially (6�7�2 � 84). For each
of the word positions, three exemplary words were chosen
(84�3 � 252), for example, �pf� followed by the vowel �a�
in word-initial position was represented by Pfarrer �pfar0�
“priest,” Pfanne �pfan.� “pan,” and Pfaffe �pfaf.� “cleric.”
For the same phoneme combination in word-medial position
�the relevant vowel precedes the consonant�, the respective
words were Apfel �apf.l� “apple,” Stapfen �btapf.n� “foot-
print,” and Zapfer �tsapf0� “tapster.” All test items, apart
from Sand �zant� “sand” and Pfuhl “puddle” �pf*:1�, were
bisyllabic. It was not possible to use a CV �consonant vowel�
combination in word-medial position �as it was done for the
initial position�, because only very few combinations can be
found in German. The test words were again recorded in two
different tasks, (252�2�504). Ten speakers contributed to
the data collection, summing up to a total of 5040 items
(504�10�5040).

Some of the test words contained the ending “-el” after
the voiceless stop consonant, as in Zettel “slip of paper”
�ts�t.1�. While labeling the soundfiles, it was checked that
the subjects produced the schwa and did not delete the latter
to produce only a syllabic �1�, as in �ts�t1�. If the schwa had
been deleted, which happened in less than 0.5% of the data,
the soundfiles were not used for the present investigation.

In Standard High German, the voiced fricative �z� occurs
word-initially and word-medially, whereas the voiceless fri-
cative �s� does not occur word-initially, apart from some loan
words. As a consequence, the voiced alveolar fricative �z�
was used word-initially, whereas in word-medial position,
the voiceless �s� was used. It was expected that �s� and �z�
would differ to some extent in their duration. Baum and
Blumstein �1987� measured the duration of syllable-initial
fricative consonants in English and found that voiced �z� is
shorter, although the authors reported some overlap in the
distributions of duration of the voiced versus the voiceless
fricatives. Moreover, the presence or absence of voicing in-
fluences the spectral characteristics of fricatives. Due to the
vocal folds vibration of the voiced �z�, the latter contains
more energy in the lower frequency regions. The laryngeal
vibrations modulate at the same time the turbulence noise,
consequently, less energy can be found in the higher fre-

quency regions of �z� compared to the spectral distribution of
�s�. The voiceless fricative �s� is characterized by the absence
of low-frequency energy, but has noise energy in the higher-
frequency regions �cf. Stevens, 1998�. The complete set of
materials is listed in the Appendixes A and B.

B. Participants

Ten speakers of Standard High German with no remark-
able difference in their dialect were recorded. The five fe-
male and five male participants reported no speech impair-
ment. All subjects had an academic, but nonlinguistic
background and were not aware of the purpose of this inves-
tigation. The participants’ age ranged from 25 to 60 years.

C. Method

Two different recording tasks, �1� a reading task and �2�
a sentence-composing task were chosen, in order to exclude
effects elicited by the tasks themselves. The reading task is
meant to induce a more formal pronunciation than the more
spontaneous sentence-composition task.

For the reading task, the participants were asked to read
the sentences appearing on a laptop screen at intervals of 1 s.
The word containing the target sound was always positioned
in the nominal phrase preceded by the definite articles die
�di:� “the” �FEM� or der �de0� “the” �MASC�. The German
neuter definite article das �das� “the” was not used at all.
Finally, the whole sentence structure consisted of a definite
article and its subject followed by a verb and an object. The
sentence context was different for each word, for example,
the contextual frame for the word Pfaffe “cleric” was der
Pfaffe hat Hunger “the cleric is hungry” and for Zapfer “tap-
ster” der Zapfer hat Spass “the tapster is having fun.” For the
sentence-composing task, the subjects were asked to com-
pose sentences with two randomly mixed target words, ap-
pearing simultaneously on the laptop screen. The words were
the same as in the first task. It was emphasized that there was
no need to form a meaningful sentence. The words were
presented at intervals of 4 s to gain an almost natural speak-
ing style. An illustration sentence �that made no sense� was
presented to the subjects before the session began. For ex-
ample, the words Apfel “apple” and Katze “cat” were pre-
sented to the participants and could result in a sentence such
as der Apfel liegt auf der Katze, “the apple lies on the cat.”
Naturally, the responses varied among the subjects, and
therefore the preceding sound or word was not predictable as
it depended on the subjects’ creativity.

The stimuli were presented to the subjects by using Mi-
crosoft PowerPoint. The items within each recording sce-
nario were presented randomly to avoid priming effects and
to conceal the goal of the investigation. The data were re-
corded on a Sony DAT recorder TCD-D100 using the Sony
ECM-MS 957 condenser microphone. The microphone was
placed on the left side of the laptop on a stand, at an approxi-
mately 45° angle, about 30 cm away from the speaker, di-
rected to the speakers’ mouth. Hence, the airflow was not
directly hitting the membrane of the microphone. The re-
cordings were made in various furnished rooms with little
reverberation. During the recordings, background noise, for
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example, that of other people, traffic, doors, naturally oc-
curred because the aim was to collect almost natural speech
data. Another positive effect was that the subjects acted more
relaxed in their familiar environments.

A recording rate of 44.1 kHz and a 16 bit resolution
were chosen. The speech data were downsampled to
22.05 kHz on hard disk, using an anti-aliasing filter.

III. ANALYSIS

The speech data were analyzed with respect to duration,
logarithmic distance of formant frequencies and relative am-
plitude in discrete frequency bands. The details are discussed
in the following sections. The speech data were manually
labeled using KAYLAB Multispeech 2.5.1. All speech data were
labeled by one person. Regularly, a set of data was controlled
by another person to ensure the consistency. The manual
labeling was performed on the basis of the wave form and
the spectrogram. Criteria used to determine the onset �offset�
of the obstruents were the attenuation �increase� of the am-
plitude of the signal and disappearing of higher frequency
components at the onset and appearing of a clear formant
structure at the offset. Nevertheless, an uncertainty of plus/
minus one glottal pulse can exist at the segment boundaries
also because the wave form and spectrogram display in Mul-
tispeech are not completely time aligned. The following pho-
nemes and their segments were labeled:

• Affricates: Closure - Frication
• Fricatives: Frication
• Stops: Closure - Release
• Vowel

The frication measured in affricates also contained noise
from the release of the closure. Both noise components were
not separable, due to the background noise superimposing
the speech signal. The closure of affricates and stops had the
same structure. In addition to the obstruents and their seg-
ments, the neighboring vowel was labeled as well. Word-
initially, the vowel following the obstruent was measured,
whereas word-medially, the vowel preceding the obstruent
was taken into account. The examples in Fig. 1 show how
the word-initial labial obstruents were labeled.

The LPC analysis for the logarithmic distance measure
�cf. Sec. III B� and relative amplitude �cf. Sec. III C� were
both performed with MATLAB 7.0 �R14�. The statistical
analysis was performed with the software suite JMP 5.0.1 of
the SAS Institute Inc.

A full-factorial repeated measures analysis of covariance
�ANOVA� was computed. The nonsignificant interactions
and factors were removed and finally the relevant factors
interpreted. The following factors were chosen for the full-
factorial model:

• Obstruent ��pf�, �ts�, �f�, �z� or �s�, �p�, �t��
• Vowel quality ��(�, ���, �a�, �Å�, �*�, �+�, �œ��
• recording Task �reading, sentence building�
• Subject set as random factor �ten speakers�

The variable test Word was nested under factors Ob-
struent and Vowel. The factors were the same for each analy-

sis. The standard least square design with Restricted Maxi-
mum Likelihood Estimation �REML� was used. The
application of a random effect for the variable Subject is
compatible with a “by subject analysis:” the REML estima-
tion does not substitute missing values by estimated means,
hence no synthetic denominators are needed. If the results
revealed a significant Obstruent effect, post hoc tests were
performed. The post hoc tests used in JMP build a contrast of
a set of linear combinations of parameters in terms of the
least squares means of the effect. If an Obstruent � Vowel
interaction was found to be significant, Tukey post hoc tests
were applied. If an effect was found to be not significant
��=0.5�, this was not reported.

The variable Obstruent was not grouped with respect to
manner or place, rather obstruents were tested against each
other for the contrasts of interest �e.g., �f� against �p�, and
�pf� or �f�, against �f� and �s��. By this procedure, the group-
ing of phonemes with structural differences was avoided.

The influence of Gender on the results was also statisti-
cally evaluated. The factor Gender showed no significant
differences concerning all of the parameters investigated
within the scope of this study and therefore will not be fur-
ther discussed in the following sections.

A. Temporal analysis

The position of the labels in the soundfiles was extracted
and then transferred to JMP to calculate the absolute duration

FIG. 1. �Color online� Demonstration of word-initial labial obstruent
labels—indicated by the black vertical lines. The gray colored fields indicate
the position of the Hamming window applied for the LPC analysis to com-
pute the formant frequencies.
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of the phonemes as well as the duration of the segments. The
temporal measurements were structured as such: The pho-
neme duration of affricates was compared to that of stops on
the one hand and fricatives on the other. In addition, the
sounds were compared according to the duration of their seg-
ments. For the segmental comparison of affricates and stops,
the closure duration was evaluated. For the comparison of
affricates and fricatives, the frication was analyzed. It has to
be kept in mind that the closure of affricates and stops has
the same phonetic status, whereas the frication of affricates
and fricatives does not have the same quality. The frication
of affricates follows a closure segment, therefore much more
energy is present than in regular frication. The release of
stops was also measured but not taken into account for the
statistical analysis.

This study concentrates on duration only. Some cues that
are known to influence the duration of certain segments were
not taken into account, such as overall speaking rate, syllabic
as well as stress patterns. However, the speaking rate was
varied indirectly because two different tasks were chosen.
All but two mono-syllabic words �Pfuhl “puddle,” Sand
“sand”� had two syllables and initial stress �cf. Sec. II A and
the Appendixes for the complete word lists�.

B. Formant frequency analysis

For the automatic formant extraction, the speech data
were downsampled to 12 kHz. An autocorrelation LPC
analysis was chosen, using the root solving procedure to
compute the first four formant frequencies �in the following
referred to as F1, F2, F3, F4�. One explicit goal of the
present investigation was to compute the formants automati-

cally with a routine programmed in MATLAB 6.5.1.
The LPC analysis uses a filter �finite impulse response�

with the number of coefficients set to 8. Since the resonances
of the back cavities are attenuated by the constriction of the
fricatives, we expect only two to three front cavities and
Helmholtz resonances, so that eight coefficients are appropri-
ate to obtain smooth spectra.

It is known that automatic formant extraction has its
difficulties, and therefore different parameter settings for the
LPC analysis were tested. The testing of the parameter set-
tings included the variation of the window size �10, 15, and
20 ms�, as well as the placement of the window in the re-
spective CV or VC transition, but here we will report only on
those settings that were applied in the final analysis. The
optimal configuration for the formant frequency estimation
required different parameters for the soundfiles in word-
initial and word-medial positions: word-initially, a 10 ms
Hamming window was placed at the CV transition, measur-
ing the last 10 ms of the obstruent before the beginning of
the vowel �cf. Fig. 1�. The reason for not placing the window
at the vowel portion—although one would expect to find the
formants there—was that there is already a formant structure
in the last 10 ms of the obstruent before the beginning of the
vowel. With the beginning of the vowel, the formants are
dominated by the vowels rather than the obstruents under
investigation.

Word-medially, a 20 ms Hamming window was used for
analysis at the vowel-obstruent transition, placed exactly
10 ms before and 10 ms after the boundary between the
vowel and the following obstruent. Word-medially, the tran-
sition was captured differently compared to the procedure
applied in word-initial position, because some word-medial
obstruents �i.e., affricates and stops� begin with a closure,
containing no or little spectral information. The transition of
the vowel reflects the spectral change and therefore implies
information about the obstruents’ place of articulation. As
mentioned above, in word-initial position, the formant struc-
ture of the vowel had an interfering influence on the auto-
matic formant frequency estimation. Once the formant fre-
quencies were obtained, the logarithmic distance, as
proposed by Miller �1989� and Jongman and Miller �1991�,
was calculated in a modified way �no sensory formant was
used�. The logarithmic distance was calculated between two
formants, for example, between F2 and F1,
log10�F2_transition/F1_transition�, from now on log10(F2/
F1). The following metrics were chosen:

• log10�F2/F1�
• log10�F3/F2�
• log10�F4/F3�

Word-initially, the formants were measured at the transition
proportionate to the following vowel �CV sequence�, word-
medially the measurements were taken the other way round
�VC sequence�. Since the logarithmic distance metric is ob-
tained at one point in time in the signal, it is referred to as a
static metric. Miller �1989� tested different types of scales
and came to the conclusion that linear scales produce nearly
equivalent results with respect to the normalized formant ra-

TABLE I. Mean duration �ms� of the target phonemes in word-initial and
word-medial positions and their ratio �obstruent−middle /obstruent−
initial�.

Obstruent Initial Medial Ratio

�f� 153 120 0.78
�p� 160 122 0.76
�pf� 193 205 1.06
�z�,�s� 99 128 1.29
�t� 153 112 0.73
�ts� 183 197 1.08

FIG. 2. �Color online� Comparison of mean duration of the obstruents per
vowel in word-initial position.
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tios compared to the nonlinear ones �e.g., Bark scale�, which
is why only linear scales were used in this investigation.

C. Energy analysis

Two-short-time Fourier transformations using a 30 ms
Hamming window were taken, one at the center of the vowel
and the other at the center of the relevant obstruent portion.
For the affricates �pf� and �ts� and the fricatives �f� and �s�, a
30 ms window was placed around the center of the frication
portion. For the stops �p� and �t�, the 30 ms window was
placed around the center of the release portion.

To get an estimation of the distribution of energy across
frequencies, the amplitude was taken from frequency bands
divided into eight different regions in steps of 1000 Hz, start-
ing from 0 to 1000 Hz and ending with the frequency band
between 7000 and 8000 Hz �from now on abbreviated by
0–1 kHz, 7–8 kHz, etc.�. Within each frequency band, the
mean magnitude of the energy was calculated and then trans-
formed to its amplitude �dB�. The relative amplitude �dB�
was subsequently calculated as the difference between the
amplitude at the center of the vowel and at the center of the
respective obstruent portion in the same frequency region.

IV. RESULTS

A. Duration

A full-factorial ANOVA �Obstruent � Vowel � Subject
� Task� was calculated for the duration of the �1� complete
obstruents, �2� frication, and �3� closure duration. The
ANOVA on the absolute length of the obstruents revealed a
main obstruent effect �r2=0.73,F�5,45�=101.59, p
�0.0001� in word-initial position, as well as in word-medial
position �r2=0.82,F�5,45�=335.6, p�0.0001�. Post hoc
tests revealed significant differences �t�0.0001� in manner
of articulation for all tested conditions ��pf� and �ts� versus
�f� and �s� and versus �p� and �t��, word-initially and word-
medially.

Averaged across speakers, tasks and vowel contexts,
word-initially, the mean duration of affricates is longer ��ts�
183 ms, �pf� 194 ms, cf. dotted lines in Fig. 2� compared to

that of fricatives and stops �around 153 and 160 ms, respec-
tively�. The voiced initial fricative �z� can be found at the
bottom of Fig. 2 with a mean duration of 98 ms, averaged
over all vowels �cf. Table I�, being shorter compared to all
other phonemes. The stops �p� and �t� and the fricative �f�
have approximately the same duration.

Post hoc tests for the manner distinction in word-medial
position indicated �under the same conditions as applied for
word-initial position� that alveolar and labial affricates are
significantly different than the respective fricatives and stops
�t�0.0001�. Affricates are nearly twice as long �cf. Fig. 3,
the two dotted lines represent the affricates� as fricatives and
stops.

The mean duration, averaged across speakers, tasks and
vowel contexts of the word-initial and word-medial ob-
struents is presented in Table I.

The present data reveal that fricatives and stops have
essentially the same intrinsic duration �cf. Figs. 2, 3 and
Table I�, in word-initial as well as word-medial positions,
apart from initial �z�, which is shorter. The word-initial fri-
catives and stops show longer durations compared to those
recorded in word-medial position �except initial �z��. For ex-
ample, the phoneme duration ratio of word-medial �f� com-
pared to word-initial �f� is 0.79. For stops, quite a similar
ratio was observed, in that �p� showed a ratio of 0.76 and �t�
one of 0.73. This ratio indicates that the duration of word-
medial �t� is 73% of the duration of word-initial �t�. How-
ever, affricates do not show this kind of ratio. For �pf�, the
ratio is 1.07 and for �ts� 1.08, demonstrating that the medial
affricates are longer than the initial ones. The reverse ratio
proportion of affricates compared to that of stops and frica-
tives leads to the assumption that there must be a structural
difference between word-medial affricates and word-medial
fricatives and stops. This effect is also underlined by the fact
that affricates in word-medial position turn out to be nearly
twice as long as the respective fricatives and stops �above
80 ms mean difference�, whereas initial affricates, are just
slightly longer �around 30 ms�. The comparison of middle
and initial obstruents can be seen in Table I.

In word-initial position, the ANOVA revealed an Ob-

FIG. 3. �Color online� Comparison of mean duration of the obstruents per vowel in word-medial position.
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struent � Vowel interaction �r2=0.73,F�30,2193�=3.51, p
�0.0001�, as well as in word-medial position �r2=0.82,
F�30,2286�=2.84, p�0.0001�. Nevertheless, this interaction
was not found to be consistent. The Tukey post hoc tests
showed no systematic results since nearly every contrast was
significant. One could speculate that the low vowel �a� in
word-initial position shortens the preceding obstruent. Word-
medially, no systematic vowel influence could be found in
the Tukey post hoc tests at all, which is also indicated by the
graphs in Figs. 2 and 3.

The two different Tasks showed an interaction with the
Obstruent in word-medial position ��r2=0.82,F�5,2286�
=11.91, p�0.0001��, but not in word-initial position. This
interaction can be seen in Fig. 5. In the second task, all
obstruents show a longer duration. The average duration of
word-initial obstruents is nearly the same in both tasks, as
can be seen in Fig. 4.

In addition to the phoneme duration, the duration of the
segments was evaluated. A full-factorial ANOVA �Obstruent
� Vowel � Subject � Task� revealed a main obstruent effect
with respect to the frication duration of labial and alveolar
obstruents in word-initial position �r2=0.70,F�3,27�=
46.64, p�0.0001�. Post hoc tests indicated that the frication
of labial and alveolar affricates and fricatives is significantly
different ��pf� vs �f� and �z�, �ts� vs �f� and �z�, all t
�0.0001�. The frication of word-initial affricates is shorter
than that of the fricative �f� ��z� is again shorter compared to
all others, due to its voicing feature as discussed above�. In
word-medial position, however, the ANOVA revealed no sig-

nificant difference �r2=0.58,F�3,27�=2.73, p�0.0637�.
Word-medially, the frication of affricates and fricatives is
very similar with respect to labial and alveolar place of ar-
ticulation �cf. Table II�.

The same pattern is observed analyzing the closure du-
rations of affricates and stops in word-initial position. The
ANOVA indicated a clear difference in manner of articula-
tion for labial and alveolar obstruents �r2=0.56,F�3,27�
=22.05p�0.0001�. Post hoc tests exposed that the closure of
�pf� vs �p� and �t�, and �ts� vs �p� and �t� is significantly
different �t�0.0001�. The closure of labial and alveolar af-
fricates is clearly shorter compared to that of the respective
stops. However, in word-medial position, the ANOVA also
revealed a significant difference in the closure duration �r2

=0.56,F�3,27�=9.58p�0.0002�. Post hoc tests disclosed a
significant difference under all tested conditions ��pf� vs �p�,
t�0.0422; �pf� vs �t�, t�0.0036; �ts� vs �p�, t�0.0116; �ts�
vs �t�, t�0.0144 are significantly different�. The closure of
�pf� and �ts� is shorter than that of �p�, but longer than that of
�t� �cf. Table II�. In fact, the closure duration of labial and
alveolar affricates and stops is significantly different. Never-
theless, the closure duration of word-medial affricates is
found to be in between those measured for stops. All in all,
this leads to the assumption that the closure and frication
segments of affricates in word-medial position behave like
the complete fricative and stop phonemes.

The obstruents showed no place difference, apart from
�z� and �f� in word-initial position.

TABLE II. Mean segment and phoneme duration �ms� in word-initial and word-medial positions. The standard
deviation is enclosed in brackets.

Word-initial �pf� �p� �f� �ts� �t� �z�

Closure-duration 64 �36� 107 �27� 71 �25� 93 �28�
Frication-duration 129 �31� 153 �35� 112 �28� 99 �30�
Release-duration 53 �18� 60 �17�
Phoneme-duration 193 �41� 160 �34� 153 �35� 183 �37� 153 �35� 99 �30�
Word-medial �pf� �p� �f� �ts� �t� �s�
Closure-duration 81 �22� 90�19� 79 �25� 68 �18�
Frication-duration 124 �30� 120 �24� 119 �26� 128 �24�
Release-duration 32 �14� 44 �14�
Phoneme-duration 205 �39� 122 �23� 120 �24� 197 �36� 112 �23� 128 �24�

FIG. 5. �Color online� Mean phoneme duration �ms� averaged over all ob-
struents as a function of the two different tasks in word-medial position.

FIG. 4. �Color online� Mean phoneme duration �ms� averaged over all ob-
struents as a function of the two different tasks in word-initial position.
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1. Summary

The comparison of the duration of the obstruents re-
vealed that manner of articulation can be robustly distin-
guished in word-initial and word-medial positions. Affricates
were always significantly longer than the corresponding
stops and fricatives. In word-initial position, the difference
was around 30 ms; in word-medial position, affricates were
nearly twice as long as the corresponding fricatives and
stops. Above all, word-initial and word-medial affricates re-
vealed a structural difference. Fricatives and stops have more
or less the same intrinsic duration in word-initial and word-
medial positions. Fricatives and stops are longer in initial
position than in medial position. Word stress is a consider-
able influencing factor that goes hand in hand with the in-
creased duration at the word boundary. Since all test words
were stressed on the first syllable containing the initial ob-
struents, these have longer durations, whereas the word-
medial obstruents were in the unstressed syllable. The ratio
of fricatives and stops in word-medial versus word-initial
position �e.g., duration of medial �p� divided by initial �p��
revealed that word-initial fricatives and stops are approxi-
mately 30% longer than the medial ones �apart from the �z�
versus �s� ratio, due to the added voicing feature of �z��. This
proportion was not found for affricates. Initial affricates are
even slightly shorter �around 1%� than medial ones. The dif-
ferent ratio of affricates compared to that of fricatives and
stops indicates a structural difference. This is also underlined
by the results of the segmental comparison. Word-initially,
the closure and frication durations of stops and fricatives are
significantly longer than the affricate equivalents, confirming
the findings of Shinn �1985�—apart from initial �z�. As ex-
pected, fricatives have the longest frication duration as their
segmental duration is identical with the phoneme duration.
The comparison of the closure segments of stops and affri-
cates shows a similar result; stops have a longer closure du-
ration than affricates. In word-medial position, one would
have expected the same pattern, namely that the stop and
fricative segments are again longer than those of affricates.
However, this is not the case. Affricates have segments,
which are similar or even longer in duration compared to the
corresponding segments of fricatives and stops. Moreover,
fricatives and stops show the tendency that their intrinsic, as
well as their segmental duration, is longer in word-initial

position. Conversely, affricates have a longer intrinsic and
segmental duration in word-medial position. This systematic
difference between initial and medial affricates versus frica-
tives and stops can be subsumed as follows: medial affricates
are nearly twice as long as the medial stops and fricatives,
whereas the same comparison in word-initial position reveals
only a minor difference.

A possible explanation could be provided looking at the
historical development of German affricates: the word-initial
affricates �pf� and �ts� developed from the singletons �p� and
�t�, respectively �Pfund “pound,” �O.Fris.: “pund,” or Zunge
“tongue” O.Fris.: “tunge”�, giving evidence that initial affri-
cates are monosegmental. Contrastively, word-medial affri-
cates have a bisegmental nature; �-pf� and �-ts� developed
from the geminates �-pp� and �-tt� �Apfel “apple” vs O.Fris.:
“appel” or Katze “cat,” W.Gmc: “kattuz”�. Since �z� was the
only voiced sound in this investigation and has a strikingly
shorter duration than the voiceless fricatives and stops, the
shorter intrinsic phoneme duration must be due to voicing.

B. Formant frequencies

The results of the formant frequency analysis revealed
significant differences to distinguish place of articulation in
relation to the respective groups of sounds word-initially and
word-medially. The different sounds were distinguished by
the logarithmic distance of different formants.

Word-initially, the four-way ANOVA �Obstruent �
Vowel � Subject � Task� showed a main effect of Obstruent
with respect to the logarithmic distance between F2 and F1
log10(F2/F1)�r2=0.18,F�5,45�=5.43, p�0.0005�. Post hoc
tests revealed that �p� and �t� differ significantly from each
other �t�0.0002�, as is the case with �f� and �z� �t
�0.0038�, although they show no consistent pattern. For fri-
catives, the labial �f� has a greater logarithmic distance,
whereas for stops the alveolar �t� has the greater distance.
The affricates �pf� and �ts� could not be statistically separated
by the log10(F2/F1) and the mean value reveals that the
logarithmic distance is greater for the labial affricate �cf. Fig.
6�. An Obstruent � Vowel, interaction �r2=0.18, F�30,270�
=2.14, p�0.0008� was also found. Tukey post hoc tests in-
dicated that most of the significant interactions involved the
consonant-vowel combination �p� and �a�. Since no interac-
tion between the other labials �pf� and �f� in combination

FIG. 6. �Color online� Mean logarithmic distance of all obstruents word-
initially. FIG. 7. �Color online� Mean logarithmic distance of all obstruents word-

medially.
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with the low vowel �a� was found, the conclusion was drawn
that there was no systematic effect between labiality and low
vowels.

The log10(F3/F2) metric also showed a main Obstruent
effect �r2=0.23, F�5315�=5.66, p�0.0001� and no Ob-
struent � Vowel interaction. Post hoc tests indicated signifi-
cant difference between �f� and �z� �t�0.0001� and �pf� and
�ts� �t�0.0025�. �p� versus �t� showed no significant differ-
ence. The logarithmic distance between F3 and F2 is greater
for alveolar fricatives and affricates and therefore contrasts
with the results gained with the log10(F2/F1) metric expos-
ing a greater logarithmic distance for the labial phonemes.

The logarithmic distance between F4 and F3 showed a
main Obstruent effect �r2=0.10, F�5,45�=4.53, p�0.0020�
and an Obstruent � Vowel interaction �r2=0.10,
F�30 2293�=1.66, p�0.0141�. Again, the post hoc tests re-
vealed a significant difference for affricates and fricatives: �f�
and �z� �t�0.0106� and �pf� and �ts� �t�0.0277�. Stops did
not differ significantly. Once more, the alveolar affricates
and fricatives showed a greater logarithmic distance com-
pared to the labial ones, being consistent with the results of
the log10(F3/F2) metric. For stops, the results were vice
versa, but nevertheless nearly equivalent. Tukey post hoc
tests indicated no systematic effects concerning the Ob-
struent � Vowel interaction. Only very few significant dif-
ferences were found that allowed no interpretation into any
direction.

Word-medially, the result pattern was in some points
similar compared to that in word-initial position: the loga-
rithmic distance is greater between F2 and F1 than for F3/F2
and F4/F3. The logarithmic distance between F2 and Fl
showed a main Obstruent effect �r2=0.47, F�5,45�=12.96,
p�0.0001� and also a strong Obstruent � Vowel interaction
�r2=0.47, F�30 270�=3.04, p�0.0001�. Post hoc tests indi-
cated that all labial and alveolar obstruents were distin-
guished significantly in manner of articulation by the follow-
ing metric: �p� contrasted with �t� �t�0.0057�; �f� with �s�
�t�0.0056� and �pf� with �ts� �t�0.0025�. For all of the
tested groups �i.e., affricates, fricatives and stops�, alveolars
had a greater logarithmic distance compared to the labial
obstruents �cf. Fig. 7�. Concerning the Obstruent � Vowel
interaction, Tukey post hoc tests revealed that the obstruents
in combination with the back vowels �a� and �Å� had a sig-
nificantly smaller logarithmic distance compared to the same
obstruents in combination with the front vowels �(� and �+�.

The logarithmic distance between F3 and F2 was not as
effective as the other metrics in discriminating place of ar-
ticulation with respect to the factor Obstruent �r2=0.39,
F�5,45�=2.66, p� .0212� and the post hoc tests showed no
significant difference. The Obstruent � Vowel interaction
showed a strong effect �r2=0.39, F�30,270�=3.78, p
�0.0001�. However, Tukey post hoc tests of the six conso-
nants with the seven vowels revealed no systematic results in
the single contrasts.

The log10(F4/F3) metric again produced more stable
results. The ANOVA exposed a main effect �r2=0.23,
F�5,45�=3.89, p�0.0051� for the variable Obstruent. Post
hoc tests revealed significant results contrasting �f� and �s�
�t�0.0274� and �pf� and �ts� �t�0.0073�. �p� and �t� were

not significantly different. The logarithmic distance was
again greater for the alveolar fricatives. Affricates showed
the reverse result pattern; here the labial affricate showed a
greater logarithmic distance. A main effect was also revealed
for the Obstruent � Vowel interaction �r2=0.23, F�30,270�
=1.96, p�0.0029�. Tukey post hoc tests showed a signifi-
cant difference between some obstruent-vowel combinations,
but not as clear and systematic as indicated by the log10(F2/
F1). Especially �pf� and �s�, in combination with the vowel
�Å�, had a significantly greater logarithmic distance than
nearly all other combinations. Also �pf� and �p�, in combina-
tion with the vowel �a�, revealed a significantly greater loga-
rithmic distance compared to the other obstruents in combi-
nation with the vowels �(� and �+�.

1. Summary

The logarithmic distance of specific formant frequencies
at a particular point in time is a reliable dimension to distin-
guish place of articulation within affricates, fricatives and
stops. Nevertheless, the parameter settings used for the LPC
analysis play an important role. The size of the Hamming
window, as well as its placement at the transition, influences
the quality of the results.

Word-medially, a 20 ms Hamming window was placed
exactly at the vowel-obstruent transition. With the latter con-
figuration, the obstruents in word-medial position were dis-
tinguished solidly by the log10(F2/F1) metric. Word-
initially, the configuration had to be different. The best
results were achieved with the 10 ms Hamming window
placed at the end of the obstruent portion. The log10(F2/F1)
estimation was successful for stops and fricatives. However,
affricates and also fricatives could be discriminated by the
log10(F4/F3) and log10(F3/F2) ratios. Unlike in word-initial
position, the vowel had a systematic effect on the obstruents,
especially when discriminated by the log10(F2/F1) metric
and less systematic by the log10(F4/F3) metric. This can be
explained by the different windows applied in word-initial
and word-medial positions. In word-initial position, it was
placed at the obstruent portion only, whereas in word-medial
position it was placed half at the obstruent portion and half at
the vowel portion. The authors had assumed that measure-
ments at a particular point in time provide good information
about place of articulation as indicated, for example, by the
results of Miller �1989�. It turned out that normalization
seems to be more robust when it is calculated over two time
windows, as it was practiced for the relative amplitude in
discrete frequency bands �cf. Sec. IV C�. Normalization is
one of the main goals to make speech recognition indepen-
dent of variation in the signal, such as speaker variation or
noise.

C. Relative amplitude in discrete frequency bands

The two places of articulation, labial and alveolar, were
clearly distinguishable by their relative amplitude in discrete
frequency bands within the respective obstruent groups,
word-initially and word-medially. Very good results were
found in the higher formant frequency regions to distinguish
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place of articulation for stops, fricatives and affricates, cor-
responding to the results of former investigations �cf. Jong-
man et al., 2000�.

The four-way ANOVA �Obstruent � Vowel � Subject �
Task� revealed a main effect for the variable Obstruent for all
of the frequency bands in word-initial and word-medial po-
sitions �cf. Tables III and IV�. The results of the post hoc
tests for the word-initial obstruents are presented in Table III.

The post hoc tests indicated that place of articulation can
be distinguished within affricates and stops in the higher fre-
quency bands between 4 and 5 kHz up to 7–8 kHz. Frica-
tives show different results in word-initial position; the best
results are achieved in the lower frequency regions between
0 and 1 kHz up to 3–4 kHz. The difference between frica-
tives on the one hand and affricates and stops on the other is
due to the voicing feature of �z� contrasting with the voice-
less �f�. Nevertheless, place distinction of fricatives is also
possible in the frequency bands between 5 and 6 kHz and
6–7 kHz. In the lower frequency regions between 0 and
1 kHz up to 3–4 kHz, the relative amplitude values are posi-
tive indicating that the amount of energy is higher at the
vowel center, whereas at the center of frication only little
energy is measurable. In the higher frequency regions, alveo-
lar phonemes have a greater relative amplitude compared to
labial ones. This applies for nearly all frequency bands. The
actual results are illustrated in Fig. 8.

Word-medially, the ANOVA calculated for the relative
amplitude of discrete frequency bands revealed a main effect
concerning the variable Obstruent. The post hoc tests expose,

a clear pattern. As in word-initial position, the higher fre-
quency regions �4–5 kHz up to 7–8 kHz� show the ability
to distinguish place of articulation in all obstruent groups.
Again, the alveolar obstruents have greater relative ampli-
tude values compared to labial obstruents �cf. Fig. 9 and
Table IV�.

The results of the relative amplitude calculation for the
obstruents word-initially and word-medially revealed the
same tendencies. In general, obstruents are preferably distin-
guished by their relative amplitude in the frequency region
between 4 and 5 kHz up to 7–8 kHz. For example, in the
frequency band between 5 and 6 kHz, the relative amplitude
is −10.5 dB for �pf� and −23.7 dB for �ts�. Place of articula-
tion in stops is also significantly different in the frequency
bands between 2 and 3 kHz and 3–4 kHz, in both word-
initial and word-medial positions. Affricates do not show the
same pattern disclosing significant place differences in the
frequency bands between 1 and 2 kHz and 2–3 kHz in
word-initial and word-medial positions. Fricatives show the
same pattern as affricates in word-medial position. A signifi-
cant place difference is observed in the frequency bands be-
tween 1 and 2 kHz and 2–3 kHz. In word-initial position, all
lower frequency regions show the possibility of significant
place distinction for fricatives. Significance was proven for
every place contrast evaluated by the post hoc tests. Alveolar
obstruents have a greater relative amplitude than labial ob-
struents �apart from the frequency band between 0–1 kHz�.

TABLE III. ANOVA on the variable Obstruent in word-initial position per frequency band. The three columns
on the right show the results of place distinction by the post hoc tests. The abbreviation “n.s.” is used for “not
significant.”

ANOVA Post hoc tests
Freq. band Variable obstruent �pf� vs �ts� �f� vs �z� �p� vs �t�

0–1 kHz r2=0.63, F�5,45�=53.10, p�0.0001 n.s. t�0.0001 t�0.0492
1–2 kHz r2=0.77, F�5,45�=32.27, p�0.0001 t�0.0048 t�0.0001 n.s.
2–3 kHz r2=0.73, F�5,45�=33.06, p�0.0001 t�0.0015 t�0.0001 t�0.0005
3–4 kHz r2=0.67, F�5,45�=19.36, p�0.0001 n.s. t�0.0001 t�0.0001
4–5 kHz r2=0.79, F�5,45�=19.09, p�0.0001 t�0.0004 n.s. t�0.0001
5–6 kHz r2=0.76, F�5,45�=47.21, p�0.0001 t�0.0001 t�0.0296 t�0.0001
6–7 kHz r2=0.72, F�5,45�=123.09, p�0.0001 t�0.0001 t�0.0161 t�0.0001
7–8 kHz r2=0.77, F�5,45�=138.91, p�0.0001 t�0.0001 n.s. t�0.0001

TABLE IV. ANOVA on the variable Obstruent in word-medial position per frequency band. The three columns
on the right show the results of place distinction by the post hoc tests. The abbreviation “n.s.” is used for “not
significant.”

ANOVA Post hoc tests
Freq. band Variable �pf� vs �ts� �f� vs �s� �p� vs �t�

0–1 kHz r2=0.72, F�5,45�=25.83, p�0.0001 n.s. n.s. n.s.
1–2 kHz r2=0.73, F�5,45�=10.98, p�0.0001 t�0.0001 t�0.0001 n.s.
2–3 kHz r2=0.69, F�5,45�=24.70, p�0.0001 t�0.0001 t�0.0001 t�0.0001
3–4 kHz r2=0.70, F�5,45�=19.36, p�0.0001 n.s. n.s. t�0.0001
4–5 kHz r2=0.83, F�5,45�=27.55, p�0.0001 t�0.0008 t�0.0002 t�0.0001
5–6 kHz r2=0.85, F�5,45�=63.04, p�0.0001 t�0.0001 t�0.0001 t�0.0001
6–7 kHz r2=0.82, F�5,45�=165.11, p�0.0001 t�0.0001 t�0.0001 t�0.0001
7–8 kHz r2=0.80, F�5,45�=214.28, p�0.0001 t�0.0001 t�0.0001 t�0.0001
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1. Summary

Within the settings of this investigation, relative ampli-
tude serves as the most stable and reliable function to distin-
guish place of articulation of affricates, fricatives, and stops.
Highly significant results were achieved word-initially as
well as word-medially, demonstrating that relative amplitude
in the higher frequency bands distinguishes place of articu-
lation. All frequency bands between 4 and 5 kHz up to
7–8 kHz were adequate. It was found that the relative am-
plitude is smaller for labials compared to alveolars, regard-
less of the frequency band.

The results for the relative amplitude measurements sup-
port the findings of Jongman et al. �2000� with respect to the
ability for place distinction in fricatives. The validity of these
results was even extended to stops and affricates.

In contrast to the static approach of the logarithmic dis-
tance measure, relative amplitude calculation is a dynamic
approach. Two events that are spread across two phonemes
�the obstruent and the vowel� are related to each other. Un-
like the formant frequency analysis, no influence of the se-

quence of these phonemes was found. The results were the
same no matter whether a CV �word-initially� or VC se-
quence �word-medially� was analyzed. Therefore, the results
gained by relative amplitude calculation in discrete fre-
quency bands were even more stable in distinguishing place
of articulation than those of the logarithmic distance mea-
sure.

V. CONCLUSIONS

The investigation of the speech production data of ten
speakers indicates that acoustic analysis of temporal, spec-
tral, and amplitudinal cues can identify place and manner of
articulation of the German obstruents �pf, ts, f, z/s, p, t�
word-initially and word-medially. Temporal measurements
provide critical information to separate labial and alveolar
affricates from fricatives and stops. Thus, duration is a reli-
able and robust cue to distinguish between these manners of
articulation. Affricates turned out to be significantly longer
compared to fricatives and stops, in both word-initial and
word-medial positions. The comparison of the phoneme seg-
ments also revealed significant differences. Word-initially,
the phoneme duration of affricates turned out to be just
slightly longer than that of fricatives and stops, whereas the
closure and frication portions of affricates were shorter com-
pared to the respective fricative and stop segments—apart
from initial �z�, being the only investigated voiced phoneme.
Word-medially, however, another pattern was observed. The
affricate segments were found to be longer or to have around
the same length as the corresponding segments of fricatives
and stops. Correspondingly, the phoneme duration of affri-
cates is clearly longer compared to that of fricatives and
stops. Word-medial affricates are nearly twice as long com-
pared to the corresponding fricatives and stops, giving evi-
dence for the assumption of a systematic difference between
initial and medial affricates. The comparison with the results
of Shinn �1985� supports this hypothesis. The results ob-
tained in word-initial position show the same pattern as those

FIG. 8. �Color online� Mean relative amplitude as a function of place of articulation across all frequency bands �0–1 kHz up to 7–8 kHz�, word-initially.

FIG. 9. �Color online� Mean relative amplitude as a function of place of
articulation across all frequency bands �0–1 kHz up to 7–8 kHz�, word-
medially.
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of Shinn �1985�, the frication of affricates being shorter com-
pared to that of fricatives, neglecting the voiced �z�. In word-
medial position, however, affricates have around the same
frication duration as fricatives. This structural divergence of
German affricates is supported by the actual findings that
word-initial fricatives and stops are longer compared to
word-medial ones, presumably to mark the word boundary
�cf. Repp et al., 1978� and being influenced by stress pat-
terns. However, the duration of word-medial affricates is not
in agreement with the latter hypothesis, as word-medial af-
fricates turned out to be longer compared to the initial ones.
These results are also supported by diachronic facts. Word-
initial �pf� and �ts� developed from the singletons �p� and �t�,
for example, Pfanne “pan” from Old English Panne, whereas
word-medial �-pf� and �-ts� evolved from the geminates �-tt�
and �-pp�, for example, Stapfen “footprint” from Old English
Staeppan.

Spectral and amplitudinal cues suggest a high potential
for robustly distinguishing place of articulation of the inves-
tigated obstruents. The logarithmic distance between for-
mants measured at a particular point in time was found to
distinguish labial and alveolar place of articulation of the
investigated obstruents. The present results support the ap-
proach of Jongman and Miller �1991�. They already showed
that the logarithmic distance within the auditory-perceptual
space supplies the possibility of distinguishing place of ar-
ticulation in stops with 70% of accuracy. However, the met-
ric in the present investigation was modified without wanting
to classify the investigated obstruents in an auditory percep-
tual space. Therefore, no sensory reference was used. In-
stead, the aim was to measure the formant distance using an
auditory-perceptual metric, which can be applied automati-
cally by computer analysis. However, it was found that the
fine tuning of the parameters window size and window place-
ment for the LPC analysis plays an important role. Word-
initially, the last 10 ms of the signal of the obstruent were
measured, indicating that stops can be robustly distinguished
by the log10(F2/F1) metric. Again, affricates and fricatives
are discriminated by the log10(F3/F2) and log10(F4/F3)
metrics. The different performance of the metrics with re-
spect to stops on the one hand and affricates and fricatives on
the other hand can be explained by the similarity of the sig-
nal portions taken for affricates and fricatives. Word-
medially, the results are much easier to generalize. The
log10(F2/F1) metric revealed a highly significant difference
between the labial and alveolar obstruents. The actual results
gained in word-initial and word-medial positions go along
with the findings of Liberman et al. �1952�, Stevens �1985�,
Stevens and Blumstein �1981�, among others, that informa-
tion about place of articulation can be found at the obstruent-
vowel boundary.

Relative amplitude in discrete frequency bands proved
to be a very reliable and robust method to distinguish place
of articulation of the investigated obstruents. The dynamic
measurement of calculating the amplitude ratio of the ob-
struent in comparison to a neighboring vowel is another
analysis technique to distinguish labial from alveolar ob-
struents. The difference between logarithmic distance and
relative amplitude approach is found in their temporal rela-

tion. The latter describes a relation between two temporal
points in the speech signal �transition and center of vowel�,
whereas the logarithmic distance, as a static approach, is
fixed to one point in the signal only �the transition�.

As in previous investigations �cf. Stevens, 1985, Jong-
man et al., 2000�, relative amplitude was found to be rather
successful, although the metric chosen in this investigation
differed in comparison to the classical approach. Usually,
relative amplitude is extracted in the region of F3 �for �s, z��
and F5 �for �f�� and is expressed by the difference to the
amplitude of same component of the vowel. Jongman et al.
�2000� found that relative amplitude in the F5 region is
smaller for labials than that of alveolars in the F3 region.
Although the approach to measure relative amplitude in dis-
crete frequency bands is a completely different one �because
relative amplitude is measured in the same frequency region
for all types of sounds, not associating F3 with alveolars and
F5 with labials�, the present results lead to the same conclu-
sion: labial phonemes have a smaller relative amplitude com-
pared to the alveolar obstruents in the higher-frequency re-
gions. The present approach proved to be a stable function to
distinguish place of articulation of the investigated ob-
struents because automatic formant estimation sometimes
fails. For example, F0 is sometimes recognized as a
formant—and as a consequence all higher formants shift up
and, for instance, F4 was in fact F3. If frequency regions are
defined independently of formants measuring the energy
within them, these effects are minimized and even in “un-
clean” speech, obstruents remain distinguishable in place of
articulation. Especially, the frequency bands between 4 and
5 kHz up to 7–8 kHz provide useful information to dis-
criminate labial and alveolar obstruents. In either initial or
medial word positions, the labial obstruents turn out to have
a smaller relative amplitude compared to the alveolar ones
�comparing them in their respective groups affricates, stops,
fricatives�. The initial fricative contrast between �f� and �z� is
an exception, with the voiced alveolar �z� having a smaller
relative amplitude.

The present study indicates that place discrimination of
the investigated obstruents is possible by calculation of the
logarithmic distance of particular formant frequencies, as
well as by taking the relative amplitude in discrete frequency
bands. However, in the context of the present investigation,
relative amplitude showed more stable and robust results. It
would be interesting to know for future research, whether
amplitudinal information might contribute to distinguish
manner of articulation. Another potential perspective is the
analysis of the acoustic cues found in this study and their
contribution to speech perception research.
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APPENDIX A: WORDS CONTAINING TARGET SOUNDS IN WORD-INITIAL POSITION

V/C �pf� �ts� �p� �t� �f� �z�

�(� pfiffe Zipfel Pille Tinte Finne Sitze
Pfingsten Zinker Pinne Tipper Finken Sitte
Pfirsich Ziffer Pisse Tische Filme Siffe

��� Pfeffer Zecke Pelle Teller Felle Seppel
Pfennig Zelle Petze Teckel Fette Sessel
Pferde Zettel Pepper Tester Faesser Setter

�a� Pfaffe Zander Panda Tante Fakten Sache
Pfanne Zacke Panther Tatze Falke Sand
Pfarrer Zapfer Pappe Tasse Fackel Sattel

�Å� Pforte Zottel Polle Toffee Vollen Sorte
Pfote Zobel Posse Tonne Vogel Socke

Pfosten Zone Popper Topfen Foto Sonne

�œ� Pfoetchen Zoellner Poebel Toepfer Foene Soehne
Pfoertner Zoepfe Poekel Toeffel Foeten Soeldner

Pfoestchen Zoegling Poette Toene Foerde Soege

�*� Pfuhl Zunge Putte Tusse Funde Summe
Pfunde Zucker Putzer Tunnel Funke Suppe

Pfuscher Zupfer Puffer Tupfer Fummel Sultan

�+� Pfuehle Zuechter Pueppchen Tuepfel Fuesse Suesse
Pfuetze Zuender Puerzel Tuecke Fuechse Suende

Pfuendchen Zuenfte Pueffe Tuerme Fuelle Suelze

APPENDIX B: WORDS CONTAINING TARGET SOUNDS IN WORD-MEDIAL POSITION

V/C �pf� �ts� �p� �t� �f� �s�

�(� Zipfel Hitze Kippe Mitte Pfiffe Risse

Wipfel Witze Wippe Ritte Ziffer Wissen
Gipfel Sitze Tipper Sitte Siffe Pisse

��� Schnepfe Petze Pepper Setter Neffe Naesse
Naepfe Hetze Steppe Fette Treffer Sessel
Aepfel Netze Seppel Zettel Pfeffer Faesser

�a� Apfel Katze Pappe Ratte Affe Tasse
Stapfen Tatze Rappe Sattel Waffe Kasse
Zapfer Glatze Kappe Natter Pfaffe Masse

�Å� Opfer Glotze Kloppe Zottel Koffer Rosse
Topfen Rotze Popper Motte Stoffe Bosse
Stopfen Kotze Koppel Schotte Toffee Posse

�œ� Toepfer Goetze Kloeppel Spoetter Loeffel Stoessel
Schoepfer Kloetze Moeppel Goetter Schoeffen Floesse

Zoepfe Doetze Koeppe Poette Toeffel Groesse

�+� Tuepfel Scheutze Knueppel Huette Bueffel Nuesse
Huepfer Pfuetze Krueppel Muetter Pueffe Schuesse
Knuepfer Suelze Schueppe Schuette Trueffel Kuesse

�*� Kupfer Nutzen Kuppel Kutte Muffel Busse
Tupfer Putzer Suppe Putte Puffer Tusse
Zupfer Stutzen Schnuppe Mutter Knuffel Husse
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Previous studies have demonstrated that motor control of segmental features of speech rely to some
extent on sensory feedback. Control of voice fundamental frequency �F0� has been shown to be
modulated by perturbations in voice pitch feedback during various phonatory tasks and in Mandarin
speech. The present study was designed to determine if voice F0 is modulated in a task-dependent
manner during production of suprasegmental features of English speech. English speakers received
pitch-modulated voice feedback �±50, 100, and 200 cents, 200 ms duration� during a sustained
vowel task and a speech task. Response magnitudes during speech �mean 31.5 cents� were larger
than during the vowels �mean 21.6 cents�, response magnitudes increased as a function of stimulus
magnitude during speech but not vowels, and responses to downward pitch-shift stimuli were larger
than those to upward stimuli. Response latencies were shorter in speech �mean 122 ms� compared
to vowels �mean 154 ms�. These findings support previous research suggesting the audio vocal
system is involved in the control of suprasegmental features of English speech by correcting for
errors between voice pitch feedback and the desired F0. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2404624�

PACS number�s�: 43.70.Mn, 43.72.Dv, 43.70.Bk �AL� Pages: 1157–1163

I. INTRODUCTION

Little is known about neural mechanisms controlling
voice fundamental frequency �F0� during speech. In English
and other nontonal languages, F0, along with amplitude and
duration, are all increased for stressed syllables and at the
end of a phrase or sentence to indicate a question �Alain,
1993; Cooper et al., 1985; Eady and Cooper, 1986; Lieber-
man, 1960; Xu and Xu, 2005�. F0 is thus important in the
overall goal of speech communication and to convey emo-
tional expression �Bänziger and Scherer, 2005; Chuenwat-
tanapranithi et al., 2006�. In some types of neurologically
based voice disorders, voice F0 is often abnormal and inter-
feres with communication �Duffy, 1995�. Understanding
mechanisms of F0 control during speech is important for
treatment and prevention of some types of voice disorders.

Theoretical discussions of speech motor control in the
past have focused primarily on segmental features of speech.
To this end, suggestions have been advanced that segmental
features may be controlled by an internal model or a motor
plan guided in part by sensory feedback �Fairbanks, 1954;

Gracco and Abbs, 1985; Munhall et al., 1994�. Several stud-
ies in recent years have also demonstrated through the use of
the perturbation paradigm that auditory feedback is impor-
tant for the on-line control of voice F0 during sustained vow-
els �Bauer and Larson, 2003; Hain et al., 2000; Larson et al.,
2001; Sivasankar et al., 2005�, glissandos �Burnett and Lar-
son, 2002�, singing �Natke et al., 2003�, nonsense syllables
produced by German speakers �Donath et al., 2002; Natke
et al., 2003; Natke and Kalveram, 2001�, and during pro-
longed vowels in the context of Mandarin phrases �Jones and
Munhall, 2002�. A simple mathematical model based on
negative feedback accounts for the main features of these
responses �Bauer et al., 2006; Hain et al., 2000�. It was also
found in normal Mandarin speech that the magnitudes of F0

responses to pitch perturbations were larger in phrases in
which there was a subsequent fall in F0 �high-falling or high-
rising phrases� compared to a phrase where the F0 remained
relatively constant �high-high phrase�. These observations
suggest that there is task-dependent modulation of pitch-shift
responses in Mandarin �Xu et al., 2004a�. Similarly, Natke
et al. �2003� provided evidence that pitch-shift responses are
modulated according to the demands of the vocal task by
showing that responses to pitch perturbations were larger ina�Electronic mail: clarson@northwestern.edu
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singing compared to speaking nonsense syllables. To date, no
studies have demonstrated whether there is task-dependent
modulation of the pitch-shift response magnitude in a non-
tonal language such as English.

In a recent study of normal English speech, it was found
that perturbations in voice pitch auditory feedback led to
changes in the timing of suprasegmental features �Bauer,
2004�. When the direction of the pitch-shift stimulus �e.g.,
down� was opposite to that of the F0 change in direction for
the inflected syllable �e.g., up�, the timing of the peak in the
F0 contour for the inflected syllable was delayed. When the
direction of the shift was in the same direction as the in-
flected syllable, there was no delay. Along with this timing
change, response latencies to the pitch-shifted feedback were
modulated so as to occur during the peak of the inflection.
Possible changes in response magnitude were obscured by
the relatively large variations in F0 corresponding to the su-
prasegmental features of the sentence.

The present study was designed to explicitly test
whether the magnitudes and latencies of responses to pitch-
shifted voice feedback are modulated during English speech
by using a phrase that did not have the very large variations
in the F0 contour as reported by Bauer �2004�. In the present
study, subjects were instructed to repeat a phrase in which
the F0 contour was relatively flat and then rose at the very
end, as in a question. It was hypothesized that responses to
pitch-shifted voice feedback that were presented during
speech would be larger than those presented during a sus-
tained vowel task because control of F0 during speech is
important for conveying information to the listener, while
control of F0 during a sustained vowel has no such goal and
hence is inherently less meaningful than during speech. Re-
sults confirmed that responses to pitch-shifted feedback dur-
ing speech were larger and faster than those produced during
a sustained vowel task.

II. METHODS

A. Subjects

Twenty subjects �10 males and 10 females� between the
ages of 19 and 21 were recruited. All subjects reported that
English was the first language they learned. All subjects re-
ported normal hearing, and none reported a history of speech
or language problems or neurological disorder. All subjects
signed informed consent approved by the Northwestern Uni-
versity Institutional Review Board.

B. Apparatus

Subjects were seated in a sound-attenuated chamber for
the testing. Sennheiser headphones �model HMD 280� with
an attached microphone were placed on the subject. The mi-
crophone signal was amplified �Mackie mixer model 1202�,
shifted in pitch with an Eventide Eclipse Harmonizer, mixed
with 40 dB SPL masking noise �low-pass filtered from
10 to 5000 Hz�, and then amplified to 10 dB SPL greater at
the Sennheiser headphones than at the microphone. Subjects
monitored their voice amplitude on a Dorrough Loudness
monitor �located 0.5 m in front of the subject� in an attempt
to keep their vocal level near 70 dB SPL. Voice, feedback,

and TTL control pulses �generated by a locally fabricated
circuit and controlled by MIDI software� were digitized at
10 kHz �5000 Hz low pass filter� on a laboratory computer.
Acoustic calibrations were made with a Brüel & Kjær sound
level meter �model 2250� and in-ear microphones �model
4100�.

C. Procedures

Subjects were first instructed that they would hear a
phrase �“you know Nina?”� spoken over headphones �female
voice�, and that they should repeat the phrase within 1 s in
exactly the same manner as that of the sample. Because the
phrase was spoken as a question, it started with a flat F0

trajectory and then rose on the final syllable “…na” �Eady
and Cooper, 1986�.

The MIDI program initiated a trial by first presenting the
voice recording to the subject. The onset of the subject’s
voice then caused the MIDI program to activate the harmo-
nizer and deliver the pitch-shift stimulus to the subject with a
delay of 200 ms following voice onset. This delay time was
chosen, based on measurements of the model phrase, so that
the stimulus and response would begin before the rise in F0

for the final syllable �na�. It was necessary for the response to
begin before the rise in F0 so that we could measure it inde-
pendently of the rise in F0 �see the following�. There was a
1500 ms intertrial interval. Subjects repeated this task 60
times, which took about 5 min. On one-third of the trials, an
upward �increasing pitch� pitch-shift stimulus was presented,
on one-third a decreasing pitch-shift stimulus was presented,
and on one-third no stimulus �control� was presented. Since
in the block of 60 trials, the sequence of stimuli was random-
ized, subjects could not predict which type of stimulus would
occur on any given trial. Across 3 blocks of 60 trials, the
stimulus magnitude was varied at ±50, 100, and 200 cents
�200 ms duration�. Stimulus durations of 200 ms were cho-
sen because longer stimuli elicit voluntary responses by the
subject �Burnett et al., 1998�.

Subjects were also tested with pitch-shifted voice feed-
back while repeating sustained vowel phonations. Subjects
were instructed to say the vowel /u/ for a duration of ap-
proximately 5 s at their conversational pitch level and 70 dB
SPL amplitude. During each vocalization, a randomized mix-
ture of five control �no pitch-shift stimulus� or pitch-shift
stimuli �±50, 100, or 200 cents� were presented at random-
ized times. Previous research has shown that this method of
testing yields results that are identical to the presentation of
one stimulus during each vocalization �Bauer and Larson,
2003�. Thus, with each sequence of 12 vocalizations, 60 con-
trol or pitch-shift stimuli were presented. During any one
block of trials, the pitch-shift magnitude was constant.

For data analysis, the voice, voice feedback, and TTL
pulses were digitized at 10 kHz using Chart software �AD-
Instruments�. The voice wave form was then processed in
Praat using an autocorrelation method to produce a train of
pulses corresponding to the fundamental period of the voice
waveform. This pulse train was then converted into an ana-
log wave in Igor Pro �Wavemetrics, Inc., Lake Oswego, OR�.
The F0 signals were then converted to a cents scale using the
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following equation: cents=100 �39.86 log10 �f2/ f1�� where
f1 equals an arbitrary reference note at 195.997 Hz �G4� and
f2 equals the voice signal in hertz. The F0 wave form and
TTL pulses were displayed on a computer screen, and the
beginning and end points of the F0 wave for each vocaliza-
tion were marked with cursors. All the vocalizations in a
block of 60 trials were then time-normalized. The time-
normalization process was done by first calculating the aver-
age duration of all 60 vocalizations in a block of trials and
then changing the durations of each of the F0 traces and the
accompanying trace representing the stimulus to the average
duration of the entire group. By doing this normalization, the
stimulus pulses maintained their alignment with the respec-
tive F0 trace, and the pitch contours of the entire group were
aligned in such a way that variability in the averaging pro-
cess was reduced. Then, the F0 trace for each vocalization
was time-aligned with the TTL pulse representing the pitch-
shift stimulus for each trial and an average trace was calcu-
lated separately for the two different stimulus directions in a
block of 60 trials. An average of the control trials was pro-
duced in the same way, only in this case the TTL pulses were
not accompanied by any change in voice pitch feedback.
Thus, an average F0 trace was constructed separately for
downward stimuli, for upward stimuli and control trials for
each subject and for each experimental condition.

After averaging, a statistical test was performed to de-
termine if the average of the control wave differed signifi-
cantly from the average of the test wave for the upward and
downward stimulated trials. A point-by-point series of t-tests
were run between all control and all test waves for a given
condition and subject �see Xu et al., 2004a�. This process
yielded an array of “p” values indicating the level of signifi-
cant difference between the control and test waves. Response
latencies were defined as the time point where the p values
decreased below 0.02 and remained decreased for at least
50 ms. Rather than using a statistical correction factor to
prevent spurious statistical significance from occurring �e.g.,
Bonferroni correction�, we reasoned that physiological crite-
ria provided a more valid approach. It is known from previ-
ous studies that a finite time of at least 60 ms occurs between
a pitch-shift stimulus and a F0 response �Burnett et al., 1998;
Burnett and Larson, 2002; Burnett et al., 1997; Hain et al.,
2000; 2001; Larson 1998; Larson et al., 2001; 1997, 2000�.
Also, it is known that the fastest contraction speeds of a
muscle such as the cricothyroid, which is important for voice
F0 control, is about 30 ms to peak contraction �Perlman and
Alipour-Haghighi, 1988�, and a change in voice F0 occurs
20–30 ms later �Kempster et al., 1988; Larson et al., 1987�.
Therefore, by limiting minimal latencies to 60 ms and re-
sponse durations to 50 ms, this method guarded against sig-
nificant changes in the voice F0 that were not due to activity
of the neuromuscular system. If we had employed a correc-
tion factor such as Bonferroni, some very short latencies or
short duration responses could have been included in the set
of acceptable responses.

A “difference wave” was then calculated by subtracting
the average control wave from the averaged upward and
downward stimulus test waves for each subject and each
condition. The difference wave was used to measure the re-

sponse magnitude, which was measured as the greatest value
of the difference wave following the latency and before the
time where the p wave recrossed the 0.02 value indicating
the end of the response. Response latency and magnitude
measures were submitted to significance testing using a
repeated-measures ANOVA �SPSS, v. 11.0�.

III. RESULTS

Out of the 240 possible responses, there were 12 nonre-
sponses that did not register a significant difference between
the control and test wave, and 10 of these occurred in the
speech condition �see Table I�. Of the remaining 228, 21
responses were in the “following” direction �the response
change in F0 was in the same direction as the stimulus� and
207 in the opposing direction �response and stimulus waves
changed in opposite directions�. Sixteen of the “following”
responses were in the speech condition, and 5 in the vowel
condition. A chi-square test revealed a statistically greater
number of nonresponses and “following” responses in the
speech condition compared to the vowel condition ��2

=12.84, df=2; p�0.002�. The distribution of opposing, “fol-
lowing,” and nonresponses was even across the upward and
downward stimulus directions and the stimulus magnitudes.

Figures 1–3 show examples of responses to pitch-shifted
feedback during speech and vowel productions. Figure 1 il-
lustrates responses to a downward 50 cents perturbation in
voice pitch feedback on the left and an upward perturbation
on the right. The top row shows responses produced during

TABLE I. Numbers of following �FOL�, nonresponses �NR�, and opposing
responses �OPP� for the speech and nonspeech vocal conditions.

Speech Vowel Total

FOL 16 5 21
NR 10 2 12
OPP 94 113 207
Total 120 120 240

FIG. 1. F0 contours for speech �top� and vowels �bottom�. Traces for down-
ward pitch-shift stimuli are on the left �indicated by square brackets at the
bottom� and upward pitch-shift stimuli on the right. Contours with heavy
lines are for stimulated trials, and light lines for control trials. Error bars
represent 1 s.d. of the mean. Arrows indicate time where response magni-
tudes for speech contours were measured. Horizontal dashed lines indicate
time when the control and test waves differed significantly. Stimulus mag-
nitudes were ±50 cents.
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speech and the bottom row responses during a vowel. For
each graph, the heavy line represents the average of the re-
sponses to the pitch perturbation and the light line the control
responses. In each case, the responses to the pitch perturba-
tion are in the opposite direction to the stimulus and occur
within 200 ms of the onset of the stimulus. It is also clear
that the responses during speech began before the rise in the
F0 trajectory of the final syllable and merged with the rising
trajectory. In making the measurements of response magni-
tude, we noted the point of inflection of the F0 trace that was
part of the elevation at the end of the syllable and used this
time as a cutoff point for measuring response magnitude
from the difference wave. We compared this manual method
with local peaks of acceleration of the F0 trace and found no
more than 20 ms disagreement. By making the measure-
ments in this way, we attempted to reduce the likelihood that
the response magnitude measures would be exaggerated by
the rising F0 at the end of the phrase. Arrows on the curves in
Figs. 1–3 indicate the times where the measures were made.
For the examples in Fig. 1, the responses produced during
the vowel were larger than those produced during speech.
Figures 2 and 3 show similar results for different subjects for
the 100 and 200 cents perturbations, respectively. In these
examples, as well as those for most of the subjects, all re-
sponses produced during speech were larger than those pro-
duced during vowels.

A three-way repeated-measures ANOVA was performed
on the response magnitude of opposing responses with
task, stimulus magnitude, and stimulus direction. Signifi-
cant main effects on response magnitude were found for
task �F�1,114�=7.813, p�0.01�, stimulus magnitude
�F�2,114�=10.036, p�0.001�, and stimulus direction
�F�1,114�=28.332, p�0.001�. Responses in the speech con-
dition �mean 31.5±18.7 cents� were larger than those in the
vowel condition �mean 21.6±11.7�. Significant interactions
were between stimulus magnitude and stimulus direction
�F�2,38�=11.330, p�0.001� and between stimulus magni-
tude and task �F�2,114�=8.868, p�0.001�. Figure 4 shows
box plots of response magnitude across the three stimulus
magnitudes for all subjects for the speech and vowel condi-
tions. Two-way repeated-measures ANOVAs �stimulus mag-
nitude and stimulus direction� were performed on the mag-
nitude for the speech and vowel conditions, respectively. As
can be seen, there was a clear increase in response magnitude
as a function of the stimulus magnitude for the speech
�F�2,57�=17.722, p�0.001� but not for the vowel condi-
tion. Figure 5 shows box plots of response magnitude for the
downward and upward stimuli for both speech and vowels.
Here a clear effect of the stimulus magnitude can be seen for
the downward stimuli during speech �F�2,57�=25.996, p
�0.001�, but not for the upward stimuli. No changes in re-
sponse magnitudes for the vowels were observed.

A three-way repeated-measures ANOVA was also per-
formed on the response latency with task, stimulus magni-
tude, and stimulus direction. There was a significant main
effect for task, where latencies for speech �mean
122±63 ms� were significantly shorter than those produced
during the vowel task �mean 154±79 ms� �F�1,114�
=13.195, p�0.0001�. There were no other significant la-
tency effects.

IV. DISCUSSION

The present study was designed to test the hypothesis
that the pitch-shift reflex would generate larger responses in
an English speech task compared to a nonspeech task. This
hypothesis is based on previous observations that reflexive

FIG. 2. F0 contours for speech and vowel productions with ±100 cents
stimuli.

FIG. 3. F0 contours for speech and vowel productions with ±200 cents
stimuli.

FIG. 4. Boxplots indicating response magnitudes for speech �left� and vow-
els �right� across stimulus magnitudes of ±50, 100, and 200 cents. Box
definitions: Middle line is median, top and bottom of boxes are the 75th and
25th percentiles, whiskers extend to limits of main body of data defined as
high hinge +1.5 �high hinge-low hinge�, and low hinge −1.5 �high hinge-low
hinge� �Data Desk; Data Description�.
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mechanisms reflect neural connections between sensory
feedback and motor control mechanisms �Houk, 1978; Stein,
1980�. In other sensorimotor systems, when sensory feed-
back is important for the successful execution of a task, the
controlling mechanisms generate compensatory responses to
perturbations in sensory feedback �Gracco and Abbs, 1989;
Munhall et al., 1994; Shaiman, 1989; Tremblay et al., 2003�.
As a subject is performing a motor task, the changes in the
execution of the task that are measured in response to sen-
sory perturbation reflect the neural mechanisms that are nor-
mally involved in completing the task. In this sense, the
value of such studies lies in the knowledge they impart re-
garding neural mechanisms that control behavior.

In the present study, speakers produced a phrase in
which the F0 was held relatively stable across several syl-
lables, and then elevated at the end of the phrase. This eleva-
tion was a suprasegmental adjustment in speech that made
the phrase sound like a question. It is one of many ways in
which nontonal languages use suprasegmental adjustments to
express meaning �Bänziger and Scherer, 2005; Eady and
Cooper, 1986; Lieberman, 1960; Xu and Xu, 2005�. This
particular experimental paradigm was necessitated by the
difficulty in eliciting highly consistent intonation patterns
from English subjects. In a pilot test, subjects were found to
use variable intonation patterns for the sentences. This was
probably because the English orthography does not implic-
itly specify any contrastive pitch patterns, as does the Chi-
nese orthography. This variability could potentially be so
large as to make the comparisons impossible. To avoid this
problem, we used a prerecorded sentence as a model for the
subjects. For each trial, they were asked to speak in the same
way as the model sentence. No specific instructions were
given, however, as to what aspects of the model they should
imitate. This was to guarantee that they would not focus only
on maintaining the pitch pattern. A similar imitation para-
digm has been used previously in a study of Mandarin into-
nation �Xu et al., 2004b�. Because people’s ability to con-

sciously analyze and imitate pitch is highly variable
�Dankovicova et al., in press�, what is likely involved in
performing the task is subjects’ linguistic ability rather than
their musical ability. Such linguistic ability, though also re-
quiring highly accurate pitch control, involves only the con-
trol of relative pitch rather than exact pitch as in singing �Xu,
2005�. Thus the larger responses observed in the speech con-
dition compared to the vowel condition may indicate that
auditory feedback is used on-line to help control supraseg-
mental features of speech production.

Additional evidence supporting this conjecture comes
from the findings that responses were larger for downward
stimuli compared to upward stimuli. The downward pitch
perturbation was opposite in direction to the planned upward
F0 trajectory. It is known that questions in English manifest a
rising intonation, particularly at the end of the sentence �Bol-
inger, 1989; Eady and Cooper, 1986; McRoberts et al., 1995;
Pell, 2001�. Thus the downward pitch-shift would have made
it sound to the subject as if his/her voice F0 was changing in
the wrong direction, away from the intended rise. In order to
achieve the rising intonation, a greater upward response
magnitude would be required compared to nonperturbed
�control� trials. Moreover, the fact that the response magni-
tudes increased along with the magnitude of the downward
directed pitch-shift stimuli, indicates that the system not only
recognizes errors but is also capable of assessing their rela-
tive magnitudes and increasing the magnitude of the com-
pensatory responses. By comparison, upward pitch perturba-
tions, which were in the same direction as the planned
inflection pattern, did not interfere with the inflection pattern.
In this condition, as well as in the vowel productions, the
response magnitudes were smaller than for downward di-
rected stimuli presented during speech, suggesting the need
for a corrective response was likely not as great.

Although there were far more opposing than “following”
or nonresponses, there were a statistically greater number of
“following” and nonresponses in the speech condition com-
pared to the vowel condition. There may be two reasons for
this difference. First, during speech, the F0 trajectories of the
control and test trials were dynamically changing, which
made it more difficult to measure responses. Because of this,
some responses may have been small and did not meet our
criteria for acceptance. A second explanation may be that
during the speech task, the audio-vocal system misinter-
preted the direction of the stimulus and produced a “follow-
ing” response in error. It is possible that if pitch shift stimuli
are small �50–200 cents� and short in duration �200 ms�, the
system does not always recognize them. Providing larger
magnitude and/or longer duration stimuli may reduce the
number of nonresponses. It is more difficult to explain the
higher percentage of “following” responses since there is still
no clear explanation of their cause. However, it is possible
that during speech, when F0 is changing dynamically, sub-
jects may misperceive the direction of the pitch-shift stimuli
and respond inappropriately.

In this and previous pitch-shifting �Bauer and Larson,
2003; Burnett et al., 1998; Burnett and Larson, 2002; Donath
et al., 2002; Elman, 1981; Hain et al., 2000; Jones and Mu-
nhall, 2002; Kawahara, 1995; Natke et al., 2003; Sivasankar

FIG. 5. Boxplots showing response magnitudes for ±50, 100, and 200 cents
stimuli separately for downward �left� and upward stimuli �right�. Upper
row shows results from the speech condition and bottom row for the vowel
condition. Box definitions: Middle line is median, top and bottom of boxes
are 75th and 25th percentiles, whiskers extend to limits of the main body of
data defined as high hinge +1.5 �high hinge-low hinge�, and low hinge −1.5
�high hinge-low hinge� �Data Desk; Data Description�.
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et al., 2005; Xu et al., 2004a� and loudness-shifting �Bauer
et al., 2006; Heinks-Maldonado and Houde, 2005� studies,
and studies of the Lombard response or side-tone amplifica-
tion �Lane and Tranel, 1971�, response magnitudes rarely
achieved parity with stimulus magnitude. These findings re-
veal, as was suggested previously �Burnett et al., 1998�, that
the audio-vocal system appears to be optimized for fine-
tuning of voice F0 or amplitude. The fact that the system can
respond to 25 cent stimuli with a response of 26 cents shows
that the system is optimally suited for correcting small errors
in voice F0 output �Larson et al., 2001�. It is also known that
the system will respond to sounds other than those of the
speaker �Sivasankar et al., 2005�. If the system responded to
acoustical perturbations with responses of the same magni-
tude as the perturbation itself, environmental sounds could
exert a predominant influence over the voice. Instead, by
responding only partially to auditory feedback perturbations,
the system allows for voluntary and cognitive mechanisms to
be the most important factors controlling the voice. More-
over, the fact that response magnitudes can increase in cer-
tain speaking or singing conditions �Bauer et al., 2006;
Natke et al., 2003; Xu et al., 2004a�, reveals the flexible
nature of the audio-vocal system.

In comparing this study with previous ones, it was found
that both the timing and magnitude of responses to pitch-
shifted voice feedback are modulated during speech. In the
present study, response latencies were shorter and magni-
tudes were greater in the speech condition compared to the
vowel condition. Xu et al. �2004a� found that in Mandarin
speech, response latencies were shorter and magnitudes were
larger in speech conditions in which the stimulus direction
�down� was introduced prior to a planned drop in voice F0

�high-rising� compared to the condition where the F0 contour
was relatively stable �high-high phrase�. Although the
present study provides no evidence that response latencies
may be differentially modulated according to different
speech contexts, the fact that Bauer �2004� reported latencies
to be increased in some English speech contexts and not
others, suggests that the timing of voice F0 responses to per-
turbations in auditory feedback can be modulated according
to variations in the suprasegmental patterns of English
speech just as with lexical contrasts in Mandarin. It is also
important to note that the latency changes in speech are most
likely due to the demands of speech since they have not been
observed in other studies on sustained vowel productions
�Bauer and Larson, 2003; Burnett et al., 1998; Hain et al.,
2000�. Thus data from this and previous studies indicate that
during speech, both the timing and magnitude of responses
to auditory feedback can be adjusted. These adjustments de-
pend on the direction of the pitch-shift stimulus and the con-
text of the speech at the time of the perturbation. The lack of
such adjustments during vowels may reflect the fact that
there is no differential importance to either an increase or
decrease in voice pitch feedback.

Thus, experiments in both English and Mandarin have
shown that pitch-shift reflex magnitudes and latencies are
modulated during speech. Since Mandarin is a tone language
and English is a nontonal language, the findings that the
modulations in voice F0 based on perturbations in voice

pitch feedback in both languages are similar suggest that the
neural mechanisms underlying these responses are similar in
tonal and nontonal languages as well as for segmental and
suprasegmental features of speech production.

V. CONCLUSION

The present study demonstrated that neural control of
voice F0 during suprasegmental features of speech produc-
tion is accomplished with the aid of auditory feedback of
voice pitch. Moreover, results demonstrate that the control
mechanisms are modulated according to task demands. The
response magnitudes in speech were larger than in a non-
speech task and for downward pitch-shift stimuli compared
to upward stimuli. Since these responses occurred just before
the inflection of voice F0 associated with a question, it is
suggested that the mechanisms controlling responses to voice
pitch-shifted feedback are sensitive to the planned inflection
in voice F0. As the subject is planning a rise in F0, a down-
ward perturbation in voice pitch-feedback elicits a response
that attempts to prevent F0 from going in the wrong direc-
tion, so that the forthcoming rise in F0 can be accurately
made.
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In face-to-face speech communication, the listener extracts and integrates information from the
acoustic and optic speech signals. Integration occurs within the auditory modality �i.e., across the
acoustic frequency spectrum� and across sensory modalities �i.e., across the acoustic and optic
signals�. The difficulties experienced by some hearing-impaired listeners in understanding speech
could be attributed to losses in the extraction of speech information, the integration of speech cues,
or both. The present study evaluated the ability of normal-hearing and hearing-impaired listeners to
integrate speech information within and across sensory modalities in order to determine the degree
to which integration efficiency may be a factor in the performance of hearing-impaired listeners.
Auditory-visual nonsense syllables consisting of eighteen medial consonants surrounded by the
vowel �a� were processed into four nonoverlapping acoustic filter bands between 300 and 6000 Hz.
A variety of one, two, three, and four filter-band combinations were presented for identification in
auditory-only and auditory-visual conditions: A visual-only condition was also included. Integration
efficiency was evaluated using a model of optimal integration. Results showed that normal-hearing
and hearing-impaired listeners integrated information across the auditory and visual sensory
modalities with a high degree of efficiency, independent of differences in auditory capabilities.
However, across-frequency integration for auditory-only input was less efficient for
hearing-impaired listeners. These individuals exhibited particular difficulty extracting information
from the highest frequency band �4762–6000 Hz� when speech information was presented
concurrently in the next lower-frequency band �1890–2381 Hz�. Results suggest that integration of
speech information within the auditory modality, but not across auditory and visual modalities,
affects speech understanding in hearing-impaired listeners. �DOI: 10.1121/1.2405859�

PACS number�s�: 43.71.An, 43.71.Ky, 43.71.Es �ADP� Pages: 1164–1176

I. INTRODUCTION

The ability to understand speech relies to a considerable
degree on the integration of spectro-temporal information
from different regions of the acoustic frequency spectrum.
This cross-spectral integration is especially important for in-
dividuals using multichannel hearing aids and cochlear im-
plants. Such auditory prostheses partition the spectrum into
separate channels and subject them to various forms of signal
processing. However, because most spoken conversations in-
volve face-to-face interaction, visual speech information is
often available in addition to auditory information. In these
cases, listeners integrate information from both the auditory
and visual modalities. This cross-modal integration occurs in
tandem with the cross-spectral integration occurring entirely
within the auditory modality. The present study evaluated the

efficiency of cross-modal and cross-spectral integration of
speech information in normal-hearing and hearing-impaired
listeners. This was done by analyzing error patterns in con-
sonant identification tests consisting of spectrally sparse
stimuli presented in auditory-only and auditory-visual condi-
tions. A visual-only condition was also included.

When speech is presented acoustically, it is spectrally
filtered in the auditory pathway into many overlapping fre-
quency channels. Information about specific speech sounds
may be distributed broadly across many different frequency
channels or may be concentrated within a limited number of
channels. Information distributed across many frequency
channels may be helpful for decoding the speech signal, par-
ticularly in noisy and reverberant conditions. Early work on
speech vocoder systems �Hill et al., 1968� showed that
speech recognition improved as the number of discrete fre-
quency channels increased from three to eight �for frequen-
cies between 180 and 4200 Hz�. More recently, Shannon et
al. �1995� demonstrated that the temporal information con-
tained in as few as four broad spectral regions is sufficient
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for good speech recognition in ideal listening conditions.
These studies were conducted in quiet using normal-hearing
subjects whose abilities to integrate information across spec-
tral channels were not in doubt. However, it is unclear
whether individuals with sensorineural hearing loss are able
to integrate information across spectral channels as effi-
ciently as normal-hearing listeners do, especially if the hear-
ing loss varies widely across the speech frequency range.
Turner et al. �1999� addressed this issue, using speech sig-
nals composed primarily of temporal cues from different
spectral bands. They assessed the intelligibility of 1, 2, 4, and
8-channel conditions. They hypothesized that normal-hearing
and hearing-impaired listeners would perform similarly
when speech was limited to a small number of spectral chan-
nels. As more spectral channels were used to represent the
speech information, and the frequency resolution of the
hearing-impaired listeners became a limiting factor, intelligi-
bility for hearing-impaired listeners would fall below that of
normal-hearing listeners. The results showed that normal-
hearing and hearing-impaired listeners performed similarly
when only one spectral channel was used, as expected. How-
ever, contrary to prediction, the hearing-impaired listeners
were significantly poorer than normal-hearing listeners at
identifying the speech tokens for all other conditions, includ-
ing the two-band condition where frequency resolution
would not be expected to be a problem. These results are
consistent with those of Friesen et al. �2001� comparing
speech recognition performance for normal-hearing subjects
and cochlear implant �CI� patients as a function of the num-
ber of spectral channels. Friesen et al. �2001� demonstrated
that most CI subjects were unable to utilize fully the spectral
information provided by the electrodes used in their im-
plants.

As Turner et al. �1999� point out, these results are diffi-
cult to interpret. Hearing-impaired and normal-hearing lis-
teners have seemingly comparable abilities to extract tempo-
ral cues from the speech envelope derived from a single
auditory channel �though single-channel speech decoding is
poor for both groups of listeners�. However, when even mini-
mal amounts of spectral information are introduced into the
speech signal �as when temporal envelopes from two differ-
ent spectral regions are combined�, hearing-impaired listen-
ers perform more poorly than normal-hearing listeners. Al-
though hearing-impaired listeners usually have poorer-than-
normal spectral resolution, there are no models of hearing
impairment that limit listeners with moderate sensorineural
hearing loss to a single auditory channel. Thus, it is unclear
why, once audibility has been taken into account, hearing-
impaired listeners fail to benefit from the addition of a sec-
ond channel of speech information to the same degree as
normal-hearing listeners.

One explanation offered by Turner et al. �1999� was that
greater overlap between adjacent bands may have existed
due to broader critical bands in hearing-impaired listeners.
This overlap can be likened to a third channel that introduces
noise or unusable temporal cues. To test this hypothesis,
Turner et al. �1999� interposed a band-reject region between
1000 and 2000 Hz that separated the two spectral bands. In
this way, energetic interference between the two spectral

bands would be greatly reduced. It was anticipated that the
speech recognition performance of the hearing-impaired lis-
teners would improve in this condition. However, perfor-
mance in both conditions �with and without spectrally con-
tiguous channels� was essentially the same. A second
explanation for the failure of hearing-impaired listeners to
take advantage of additional spectral channels of information
posited the existence of some form of central auditory deficit
in these listeners due to their greater age �45–70 years� com-
pared with the normal-hearing subjects �22–48 years�.

The question remains as to why hearing-impaired listen-
ers fail to benefit from the addition of a second channel of
speech information to the same degree as normal-hearing
listeners. It is possible that, although the hearing-impaired
listeners were able to extract similarly useful information
from the individual channels, they were not able to integrate
the information across these channels as efficiently as the
normal-hearing listeners. Healy and colleagues �Healy and
Bacon, 2002; Healy, Kannabiran and Bacon, 2005� have pre-
sented additional evidence that hearing-impaired listeners
have difficulty integrating temporal speech information pre-
sented in different frequency regions. They tested word rec-
ognition of normal-hearing and hearing-impaired listeners
using two sinusoidal signals �750 and 3000 Hz� modulated
by one-third octave bands of speech and presented either
synchronously or asynchronously. Word recognition was es-
sentially zero for either channel presented alone. The fre-
quencies of the sinusoids were chosen to maximize channel
isolation, and the presentation levels were chosen to ensure
audibility. Listeners with hearing impairment performed
more poorly than listeners with normal hearing, even at com-
parable sensation levels, suggesting that a deficit existed in
their ability to integrate temporal speech information across
different frequency regions. Furthermore, when between-
band asynchrony was introduced, the performance of the
hearing-impaired listeners fell far more precipitously than
that of the normal-hearing listeners, and more sharply than
predicted based on correlations of the envelopes of the two
bands �Healy, Kannabiran and Bacon, 2005�. These results
provide further evidence for a deficit in cross-spectral inte-
gration separate from other effects of sensorineural hearing
loss such as reduced audibility and broadened auditory fil-
ters.

Combining speech cues derived from multiple sources
of information has been a topic of considerable discussion
and research, primarily with respect to integration of cues
across the auditory and visual sensory modalities �Massaro,
1987, 1998; Braida, 1991; Grant and Seitz, 1998; Massaro
and Cohen, 2000; Grant, 2002�. Auditory-visual integration
refers to the process of combining information that has been
extracted from the auditory and visual channels �Grant,
2002�. All other things being equal, greater skill at integrat-
ing auditory and visual cues, or higher integration efficiency,
will almost always lead to better performance in auditory-
visual tasks �Grant, Walden, and Seitz, 1998�. Highly effi-
cient integrators are assumed to be better at using cues from
multiple sources for speech recognition.

Models of auditory-visual integration conceptualize the
extraction and integration of cues as independent processes
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that operate serially. The models also assume no interference
across modalities in the extraction of cues. However, listen-
ers may not function this way in the real world. Sommers et
al. �2005a� presented evidence that auditory-visual integra-
tion, as assessed with the Prelabeling Model of Integration
model �Braida, 1991; see Sec. II for further information on
this model�, varied depending on the signal-to-noise ratio
�SNR� at which the speech materials were presented. Som-
mers et al. �2005a� interpreted these results to mean that the
processes of extraction and integration of unimodal cues in-
teracted to determine overall auditory-visual benefit. Their
conclusion appears related to that of Ross et al. �2006�, who
assessed unimodal and auditory-visual word recognition over
a wide range of SNRs. They argued that auditory-visual in-
tegration is most effective for intermediate SNRs. That is, a
minimum amount of auditory information is required before
word recognition can be most effectively enhanced by visual
cues. In extremely favorable or unfavorable SNRs, in which
one modality is clearly dominant over the other, listeners
may rely less heavily on the integration of cues across mo-
dalities to understand speech. Instead, they may switch to a
strategy in which a strong bias exists for cues from the domi-
nant modality, and information from the less-dominant mo-
dality is discarded. This form of “interference” in cue extrac-
tion across modalities would not be accounted for by current
models and would lead to the appearance of sub-optimal
auditory-visual integration. Nevertheless, models of
auditory-visual integration assess cue extraction and integra-
tion independently. This is necessary because, in the absence
of a comprehensive understanding of the interactions that
may occur across such processes, integration cannot be val-
idly assessed without first determining which cues are avail-
able for integration.

Models that were originally developed for assessing
auditory-visual integration efficiency can also be applied to
cross-spectral integration in the auditory pathway �Greenberg
et al., 1998; Silipo et al., 1999; Müsch and Buus, 2001;
Greenberg and Arai, 2004�. In either the cross-modal or
cross-spectral case, predictions of an optimal processing
model are compared to actual performance, and the differ-
ences are used as an index of integration efficiency. For ex-
ample, if observed performance is just slightly worse than
predicted performance, then integration efficiency is consid-
ered nearly, but not quite, optimal. By examining the differ-
ences between observed and predicted performance, it may
be possible to shed light on why listeners with sensorineural
hearing loss do not benefit as much as expected by the addi-
tion of information in other spectral channels.

In the present study, the integration efficiency of normal-
hearing and hearing-impaired listeners was compared both
within and across modality. Nonsense syllable �VCV� tokens
were spectrally filtered into four non-overlapping bands.
These bands were combined in various ways and then pre-
sented to normal-hearing and hearing-impaired subjects for
identification. Auditory-only and auditory-visual conditions
were examined. The spectral band configurations have been
used in earlier, studies of spectro-temporal integration
�Greenberg et al., 1998; Silipo et al., 1999; Greenberg and
Arai, 2004� and were chosen so as to preclude ceiling effects

when several bands were combined or when visual cues were
available in addition to information in one or more of the
bands.

Previous research �Grant and Walden, 1996; Grant et al.,
1998� has shown that speech-reading conveys significant in-
formation about consonantal place of articulation �i.e., �b�
versus �d��, relatively little information about manner of ar-
ticulation �e.g., �b� versus �m�, especially once place cues
have been accounted for�, and virtually no information about
voicing �e.g., �p� versus �b��. Acoustically, place information
is usually associated with second and third format transitions
�Pickett, 1999� in the range between 1000 and 2500 Hz.
Thus, the information conveyed by visual cues is essentially
redundant with that provided by the acoustic signal in the
mid-frequency region. If mid-frequency acoustic information
is removed, but visual cues are available, efficient cross-
modal integration should result in good speech recognition
performance. Conversely, if only mid-frequency acoustic in-
formation is available along with visual cues, even the most
efficient cross-modal integration would be expected to pro-
duce only modest gains in performance. The auditory-visual
conditions of the experiment were designed with these ex-
pectations in mind. The purpose of the study was to address
the following question: Are decrements in speech recognition
performance in hearing-impaired listeners attributable to a
deficit solely in the extraction of speech cues, or is the dec-
rement due to a deficit in integration efficiency within and/or
across sensory modalities, or both?

II. METHODS

A. Subjects

Four normal-hearing �mean age�43 years, range
�29–55 years� and four hearing-impaired subjects �mean
age�71 years, range�65–74 years� were recruited from the
staff and patient population of the Army Audiology and
Speech Center, Walter Reed Army Medical Center. Pure tone
thresholds for right and left ears at frequencies between 250
and 8000 Hz are shown in Table I. For normal-hearing sub-
jects, thresholds were 20 dB HL or better at all test frequen-
cies, with the exception of one subject who had a threshold
of 25 dB HL at 8000 Hz �ANSI, 1989�. For hearing-
impaired subjects, the mean three-frequency threshold at
500, 1000, and 2000 Hz was 39.2 and 33.3 dB HL for right
and left ears, respectively. The average high-frequency
threshold at 3000, 4000, and 6000 Hz was 72.1 and
75 dB HL for right and left ears, respectively. Recent audio-
metric evaluations showed immittance measures within nor-
mal limits and no significant air-bone gaps, indicating that
the hearing loss was sensorineural in origin. The hearing-
impaired subjects were experienced hearing-aid users who
had received audiological examinations and hearing-aid fit-
tings at the Army Audiology and Speech Center, Walter Reed
Army Medical Center. All subjects were native speakers of
American English with normal or corrected-to-normal vision
�visual acuity equal to or better than 20/30 as measured with
a Snellen chart�. Subjects were compensated for their partici-
pation, as permitted by federal regulations. Each subject read
and signed an informed consent form prior to beginning the
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study. The methods used in this study were approved by the
Institutional Review Board at the Walter Reed Army Medical
Center.

B. Stimuli

Consonant recognition in a vowel-consonant-vowel con-
text was evaluated using spectrally sparse acoustic stimuli
consisting of one, two, three, or four narrow �1/3-octave�
spectral bands separated by an octave �e.g., the upper edge of
one band was an octave below the lower edge of its higher-
frequency neighbor�. The stimuli consisted of the consonants
/b,p,+,k,d,t,m,n,f,v,�,ð,s,z,�,c,t�,dc/ surrounded by the vowel
/Ä/. Ten unique productions of each nonsense syllable were
spoken by a female speaker of American English and re-
corded audiovisually using a three-tube Ikegami color cam-
era and stored on optical disk �Panasonic TQ-3031F�. Two of
these ten tokens were selected for training and the remaining
eight tokens were reserved for testing. The speech tokens
were then processed through a MATLAB© routine to create
filtered speech tokens containing one to four spectrally dis-
tinct 1/3-octave bands. FIR filters were used with attenuation

rates that were, at minimum, 100 dB/octave �and usually
between 500 dB/octave and 2000 dB/octave�. The four-
band auditory condition �A1,2,3,4� consisted of filter pass-
bands of 298–375 Hz �band 1�, 750–945 Hz �band 2�, 1890–
2381 Hz �band 3�, and 4762–6000 Hz �band 4� presented
simultaneously. Four additional auditory conditions were
tested, which included band 1 alone �A1�, bands 1 and 4
combined �A1,4�, bands 2 and 3 combined �A2,3�, and bands
1, 2, and 3 combined �A1,2,3�. Two separate auditory-visual
conditions were tested in which subjects viewed a video im-
age of the talker presented synchronously with either the two
fringe bands �AV1,4� or the two middle bands �AV2,3�. An
eighth condition �V� examining visual-only speech recogni-
tion �i.e., speechreading� was also tested. The experimental
conditions are listed in Table II.

The audio portion of each production was digitized at a
sampling rate of 20 kHz with 16-bit amplitude resolution.
The digitized samples were ramped on and off �using a
50 ms raised cosine function�, lowpass-filtered at 8.5 kHz,
and normalized in level so that all stimuli had the same av-
erage rms amplitude. One effect of this normalization was to
alter the levels of the bands in the sub-band conditions rela-
tive to the A1,2,3,4 condition. A sixth auditory condition
�A1,2,3,4sum� was added later to evaluate the effect of these
band-level differences. This condition is the sum of the A1,4

and A2,3 conditions, and was not normalized in level. Thus,
the band levels in this condition are equal to the band levels
in the A1,4 and A2,3 conditions, but are more intense than the
band levels in the A1,2,3,4 condition. Table III shows the rela-
tive band levels for each of the auditory conditions. For
auditory-visual presentations, the digitized computer audio

TABLE II. Experimental conditions. Performance was predicted for the
conditions marked in parenthesis using Braida’s Prelabeling Model of Inte-
gration. Predicted and obtained results were then compared to derive Inte-
gration Efficiency measures �i.e., Obtained /Predicted �100�. See text for
further explanation.

Condition Description

1 �A1,2,3,4� Consonants filtered into four non-overlapping narrow
filter bands: Band 1 �298–375 Hz�, Band 2 �750–945
Hz�, Band 3 �1890–2381 Hz�, and Band 4 �4762–6000
Hz�.

2 A1,4 Consonants filtered into two bands: Bands 1 and Band 4.
3 A2,3 Consonants filtered into two bands: Bands 2 and Band 3.
4 A1 Consonants filtered into one band: Band 1.
5 A1,2,3 Consonants filtered into three bands: Band 1, Band 2,

and Band 3.
6 A1,2,3,4sum Additive sum of Condition 2 and Condition 3. This

condition was more intense than the A1,2,3,4 condition,
especially for Bands 1 and 4. See text for further
explanation.

7 �AV1,4� Condition 2 presented auditory-visually.
8 �AV2,3� Condition 3 presented auditory-visually.
9 V Consonants were presented visually only �i.e.,

speechreading�.

TABLE I. Pure tone thresholds �dB HL� for four normal-hearing subjects �NH� and four hearing-impaired subjects �HI�.

RIGHT EAR LEFT EAR

250 500 1000 1500 2000 3000 4000 6000 8000 250 500 1000 1500 2000 3000 4000 6000 8000

NH1 5 10 5 15 15 15 0 5 25 5 10 0 10 10 15 5 5 5
NH2 15 15 10 10 15 20 15 15 20 10 5 5 10 10 15 10 20 15
NH3 5 0 5 5 0 5 10 5 20 10 5 5 5 0 0 10 10 10
NH4 5 5 5 5 15 15 5 10 10 5 0 0 5 20 10 5 0 15

HI1 20 20 20 15 35 55 65 70 70 20 15 15 35 40 95 95 100 90
HI2 20 25 40 45 55 70 80 80 80 20 20 25 40 35 60 65 80 80
HI3 10 25 50 50 45 50 60 105 120 20 15 45 45 40 55 60 75 75
HI4 40 40 45 70 70 75 75 80 75 30 35 45 65 70 70 70 75 70

TABLE III. Relative band levels for each of the four filtered-speech bands
in the six auditory conditions.

RELATIVE BAND LEVELS �dB�

CONDITION BAND 1 BAND 2 BAND 3 BAND 4

A1 −8.04
A1,4 −9.42 −22.22
A2,3 −9.13 −27.26
A1,2,3 −17.05 −10.52 −28.71
A1,2,3,4 −17.46 −10.59 −29.55 −30.76
A1,2,3,4sum −9.45 −10.15 −28.40 −22.30
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and optical disk video portions of each production were re-
aligned using custom auditory-visual control software.
Alignments were verified using a dual-trace oscilloscope to
compare the original and digitized productions of each utter-
ance and were found to be accurate within ±2 ms. Video
signals from the optical disk were routed through a digital
time-base corrector �FOR. A FA-310� before being sent to a
21� color monitor �SONY PVM 2030� situated approxi-
mately 1.5 m from the subject. When active, the video moni-
tor displayed a life size image of the talker’s face, neck, and
shoulders.

C. Procedure

Subjects were seated in a double-walled sound-
attenuating booth. A touch-screen terminal was placed within
easy reach of the subject and displayed the full set of 18
consonants used. All audio test signals were output through a
16-bit DAC �TDT DD1� and routed through an 8.5 kHz anti-
aliasing filter �TDT FLT3�, separate programmable attenua-
tors �TDT PA4�, mixer �TDT ADD1�, head phone driver
�TDT HBUF3�, and stereo headphones �Beyer Dynamic
DT770�. Speech signals were presented binaurally at ap-
proximately 85 dB SPL for normal-hearing subjects and at a
comfortable level �between 95 and 105 dB SPL depending
on the subject� for hearing-impaired subjects. A third-octave
band analysis was conducted on the speech stimuli for con-
dition A1,2,3,4 calibrated to 85, 95, and 105 dB SPL in order
to determine the audibility of the bands. At these presenta-
tion levels, all of the speech information in bands 1, 2, and 3
would have been audible to the hearing-impaired subjects
�with the exception of the weaker portions of the signal in
band 3 for subject ECC�. Given the severity of the hearing
losses in the higher frequencies, it is likely that band 4 was
not fully audible in some cases. Specifically, the mean rms
SPL in band 4 �approximately 71–81 dB, depending on pre-
sentation level� was close to the thresholds of some of the
hearing-impaired subjects; thus, while the speech peaks in
band 4 would have been audible, the weaker portions of the
speech signal may have been inaudible. Each trial began by
first informing the subject of the test modality �auditory, vi-
sual, or auditory-visual� and then by playing a warning tone
followed by one of the nonsense syllables �drawn from the
set of eight unique productions of each syllable�. Subjects
responded by pressing one of the 18 consonants displayed on
the touch screen, and then pressed a second touch area
marked with the word “continue” when they were ready for
the next trial. Subjects could change their responses as often
as they wished until the continue button was pressed. Each
block consisted of 72 trials of a single condition �four rep-
etitions of each consonant � 18 consonants�. Each condition
with the exception of A1,2,3,4sumwas tested ten times, yielding
a total of 40 trials �four repetitions � 10 blocks� per conso-
nant per condition. The order of auditory, visual, and
auditory-visual conditions was randomized for each subject.
No feedback was provided. Subject responses were stored in
the form of stimulus-response confusion matrices for subse-

quent analysis. Testing and analysis of the control condition
A1,2,3,4sum was completed following the other eight condi-
tions.

D. Data analysis and model fits

For each of the conditions listed in Table II, excluding
A1,2,3,4sum, performance measures were computed for overall
consonant recognition, and information transmission �Miller
and Nicely, 1955� for the articulatory-acoustic features of
voicing, manner of articulation, and place of articulation.
Information-transmission rates for the phonetic features
listed in Table IV were obtained using the SINFA algorithm
�Wang, 1976�, with values taken from the summary table for
unconditional feature information.

A common metric for evaluating auditory-visual benefit,
and sometimes auditory-visual integration �Sommers et al.,
2005b�, is the relative benefit measure �RB� described by
Sumby and Pollack �1954� This metric evaluates the im-
provement in information transmission that occurs when au-
ditory and visual information is available, relative to the case
when only auditory or only visual information is available.
Given an auditory-visual condition and some reference con-
dition �either auditory-only or visual-only�, the RB is the
observed percent improvement in the amount of information
transmitted for the auditory-visual condition compared with
the information transmitted for the reference condition, di-
vided by the theoretically possible percent improvement
�e.g., �AV−A� / �100−A��, where AV is the percent informa-
tion transmitted in the auditory-visual condition and A is the
percent information transmitted in the auditory-only refer-
ence condition. Maximum RB is one. The RB is described
here because of its historical importance as a measure of
auditory-visual benefit, and because it offers an opportunity
to examine why large auditory-visual benefit does not neces-
sarily imply good auditory-visual integration, and vice versa.
Consider a hypothetical auditory-only condition in which
only place-of-articulation information is conveyed to the lis-
tener and a score of A �A�100% � is obtained. Next, con-
sider the addition of visual cues to the auditory-only condi-

TABLE IV. Feature classification for voicing, manner, and place categories.

VOICING
Voiced: b,d,+,m,n,v,ð,z,c,dc

Unvoiced: p,t,k,f,�,s,�,t�

MANNER OF ARTICULATION
Stop: b,p,+,k,d,t
Nasal: m,n
Fricative: v,f,ð,�,z,s,c,�
Affricate: dc,t�

PLACE OF ARTICULATION
Bilabial: b,p,m
Alveolar: d,t,n,s,z
Labio-Dental: v,f
Dental: ð,�
Palatal: c,�,dc,t�
Velar: +,k
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tion. Since speech-reading conveys primarily place cues, the
auditory and visual information will be highly redundant.
Little to no information about voicing or manner will be
conveyed in the auditory-visual condition. A score of 100%
information transmission is not possible in this case �Grant et
al., 1998�. Therefore, the theoretically possible improvement
is not 100-A, but some smaller number Y-A, Y �100. If the
listener perfectly integrates all of the available auditory and
visual information, he or she will only obtain a score of Y
and a corresponding RB of �Y-A�/�100-A�. Note that the de-
nominator in the RB measure is 100-A, not Y-A, yielding an
RB less than one. If RB is used as a measure of AV integra-
tion, this listener will appear to have less-than-optimal inte-
gration ability, when in actuality he or she has performed as
optimally as possible in that condition.

Furthermore, the use of whole-word percent correct
scores, as in the RB measure, does not provide enough in-
formation to calculate the theoretically possible improve-
ment. A finer analysis of error patterns in terms of the pho-
netic features of voicing, manner and place of articulation is
required.

Models for assessing integration efficiency have been
developed that do not share these limitations �Massaro, 1987;
Blarney et al., 1989; Braida, 1991�. In the present study,
integration efficiency was assessed with the prelabeling
�PRE� model of integration �Braida, 1991�. In this model, the
information the listener has extracted from the signal and
which is available for integration is recovered by analyzing
the error patterns generated in unimodal �i.e., auditory-only
and visual-only� conditions. Next, this information is com-
bined using an “optimal” decision rule that assumes perfect
integration of the available information, and that also as-
sumes an unbiased receiver with no interference across au-
ditory frequency channels or across auditory and visual mo-
dalities. The resulting AV score is a prediction of optimal
performance in the auditory-visual condition, given the in-
formation extracted from the auditory-only and visual-only
channels. By comparing predicted and obtained scores, a
metric for integration efficiency is computed. The PRE
model subjects the confusion matrices from the unimodal
conditions to a special form of multidimensional scaling
�MDS� that is interpreted within a theory of signal detection
�e.g., Green and Swets, 1966; Macmillan et al., 1988�. The
model provides a spatial interpretation of the ability to dis-
tinguish between consonants, analogous to that derived from
traditional MDS �Borg and Lingoes, 1987�. However, unlike
traditional MDS, the scaled distances between consonants in
the separate condition spaces are converted to a common
metric, d�, which explicitly reflects the correctness of re-
sponse �and thus compensates for potential response bias�.
The decision rule assumes a comparison between stimulus

attributes �modeled as a multidimensional vector of cues, X� �
and prototypes or response centers �R� � in memory. Subjects
are assumed to respond Rk if the distance from the observed

vector of cues X� to R� k is smaller than the distance to any
other prototype. A subject’s sensitivity d��i , j� in distinguish-
ing stimulus Si from stimulus Sj is given by

d��i, j� = �S� i − S� j� =��
k=1

D

�Sik − Sjk�2, �1�

where �S� i−S� j� is the distance between the D-dimensional
vector of cues generated by stimuli Si and Sj.

In the present study, estimates of stimulus and response
centers that best fit a given confusion matrix were obtained
iteratively using a KYST procedure �Kruskal and Wish,

1978�. For the first iteration, S� and R� are assumed to be
aligned. Subsequent iterations attempted to improve the
match between predicted and obtained matrices �using a �2

measure� by displacing slightly both stimulus and response
centers. Each iteration assumed 5120 presentations per con-
sonant token yielding a total of 92, 160 trials per matrix �i.e.,
18 consonants � 5120 presentations�. This number was se-
lected to reduce the stimulus variability in each MDS fit to
approximately 1/10th of the variability in the data. The MDS
fits were further optimized by choosing either two- or three-
dimensional solutions depending on which gave the best fit
to the unimodal matrix.

PRE model predictions for A1,2,3,4 ,AV1,4, and AV2,3 per-
formance were made solely on the basis of performance in
the A1,4 ,A2,3, and V conditions. Assuming that speech cues
from different frequency bands and from the visual signal are
combined optimally, the decision space for the combined
conditions is the Cartesian product of the space for each of
the component conditions. Thus, the relation between a sub-
ject’s sensitivity in an auditory-visual condition �e.g., AV1,4�
and the corresponding unimodal sensitivities �e.g., A1,4 and
V�, assuming no perceptual interference �e.g., masking or
distraction� across modalities, is given by

dAV1,4
�i, j� = �dA1,4

�i, j�2 + dV�i, j�2. �2�

Similar equations may be written to describe model predic-
tions for the AV2,3 and A1,2,3,4 conditions.

Predictions for the A1,2,3,4 ,AV1,4, and AV2,3 conditions
were compared to actual performance exhibited by indi-
vidual subjects. Since the PRE model is an optimum-
processor model, predicted scores should always equal or
exceed observed scores. A subject’s integration efficiency, as
calculated by the model, is given by the ratio between ob-
served and predicted recognition scores expressed as a per-
centage �with 100% indicating perfect integration�.

III. RESULTS

Consonant recognition scores for the eight different con-
ditions listed in Table II �excluding A1,2,3,4sum� are illustrated
in Fig. 1. The top panel shows the mean data for the five
auditory-only conditions whereas the bottom panel shows the
mean data for the visual-only and auditory-visual conditions.
Not surprisingly, auditory-only recognition performance for
the hearing-impaired subjects was worse than that of the
normal-hearing subjects for all conditions except for A1. The
band in the A1 condition was in a spectral region �298–
375 Hz� where threshold differences between the normal-
hearing and hearing-impaired groups were relatively small.
In spite of the reduced recognition scores of the hearing-
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impaired subjects in the other auditory-only conditions, the
overall pattern of performance between the two groups was
generally similar. However, hearing-impaired subjects
showed proportionally less benefit than normal-hearing sub-
jects when band 4 was added to either band 1 alone �i.e., A1,4

compared to A1� or to bands 1, 2, and 3 combined �i.e.,
A1,2,3,4 compared to A1,2,3�. In particular, the amount of ben-
efit afforded by band 4 in the context of the first three bands
�i.e., A1,2,3,4 versus A1,2,3� was negligible for the hearing-
impaired listeners. The bottom panel of Fig. 1, on the other
hand, shows that visual-only and auditory-visual recognition
performance was comparable across subject groups, suggest-
ing that most of the hearing deficit was overcome when
speechreading was combined with even limited auditory in-
formation.

The data displayed in Fig. 1 were subjected to a
repeated-measures ANOVA with group �normal-hearing or
hearing-impaired� as a between-subjects factor and condition
as a within-subjects factor. Two separate analyses were con-
ducted, one for the auditory-only conditions and one for the
visual-only and auditory-visual conditions. For the auditory-
only conditions, the main factors of group and condition, as
well as their interaction, were all significant �group: F�1,6�
=19.48, p=0.005; condition: F�4,24�=250, p�0.001;
group*condition: F�4,24�=8.99, p�0.001�. The significant
interaction arises from the already noted difference in the
ability of listeners to make use of the information in band 4,
with hearing-impaired listeners deriving less advantage than
normal-hearing listeners. For the three conditions involving
speechreading �V, AV1,4, and AV2,3�, only the effect of con-
dition was significant �F�1,6�=444, p�0.001�, this being
driven by the large differences between the visual-only and
the two auditory-visual conditions. Post hoc tests indicated

that there were no significant differences between the groups
for either auditory-visual condition, or between the separate
auditory-visual conditions within groups. Thus, in spite of
significant differences in auditory-only recognition perfor-
mance across the two subject groups �as seen in the upper
panel of Fig. 1�, once the visual signal was combined with
the acoustic speech signal, all subjects recognized the conso-
nants with nearly equal accuracy �as seen in the lower panel
of Fig. 1�. For example, although the hearing-impaired sub-
jects’ mean score in condition A1,4 was significantly lower
than the mean score for the normal-hearing subjects, their
mean score in condition AV1,4 �in which visual cues were
added to A1,4� was not significantly different from the
normal-hearing subjects’ mean score. This finding also held
for conditions A2,3 and AV2,3. This apparent increase in
auditory-visual benefit for the hearing-impaired subjects
relative to the normal-hearing subjects �i.e., equivalent
auditory-visual and visual-only performance across groups
but reduced auditory-only performance in the hearing-
impaired listeners� is discussed below.

Figures 2 and 3 show the relative information transmis-
sion �Miller and Nicely, 1955� for the features of voicing,
manner, and place of articulation for the auditory-only con-
ditions �Fig.2� and for the visual-only and auditory-visual
conditions �Fig. 3�, respectively. In Fig. 2, information trans-
mission for auditory place is lower than for either auditory

FIG. 1. Average consonant recognition scores for the five auditory condi-
tions �top� and the three visual and auditory-visual conditions �bottom�. Data
are for four normal-hearing �NH� subjects and four hearing-impaired �HI�
subjects. Error bars show +1 standard error.

FIG. 2. Percent information transmitted in the five auditory conditions for
the speech features voicing �top�, manner-of-articulation �middle�, and
place-of-articulation �bottom�. Data are for four normal-hearing �NH� sub-
jects and four hearing-impaired �HI� subjects. Error bars are +1 standard
error.
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voicing or auditory manner in all conditions for both subject
groups. This is consistent with place of articulation requiring
greater acoustic bandwidth for optimum information trans-
mission than either voicing or manner �Miller and Nicely,
1955�. The two subject groups performed comparably in
condition A1 for all three features; however, the hearing-
impaired subjects showed decrements in information trans-
mission in most other conditions, most notably in the 2-, 3-,
and 4-band conditions for the feature of place, in the two-
band conditions for the feature of manner, and in the A2,3

condition for the voicing feature. For the visual-only and
auditory-visual conditions shown in Fig. 3, performance of
the normal-hearing and hearing-impaired subjects was quite
comparable. Voicing scores for both subject groups in the
visual-only condition were nearly 0%, while mean manner
scores were close to 40%, and place scores generally fell
between 80% and 90%. This pattern is consistent with pre-
vious research described earlier �Grant and Walden, 1996;
Grant et al., 1998� showing that speechreading alone pro-
vides significant information about place of articulation, rela-
tively little information about manner, and virtually no infor-
mation about voicing. For the auditory-visual conditions,
information transmission for voicing, manner, and place was
similar across groups, despite decrements in auditory-alone
performance of the hearing-impaired subjects �see, for ex-
ample, the hearing-impaired subjects’ gain in information

transmission for the manner feature in conditions AV1,4 and
AV2,3 compared with their performance in conditions A1,4

and A2,3�. This finding is most likely related to the fact that
good transmission of visual place information, combined
with even limited voicing and manner information, will yield
both high feature and high overall consonant recognition
scores �Grant et al., 1998; Christiansen et al., in press�.

Integration efficiency was calculated for the
A1,2,3,4 ,AV1,4, and AV2,3 conditions using Braida’s PRE
model, as described in the Methods section �Braida, 1991;
Grant and Seitz, 1998�. Recall that the integration of speech
cues from different spectral regions or from different modali-
ties is confounded by individual subject performance in the
constituent conditions. In the case of the A1,2,3,4 condition,
the constituent conditions were A1,4 and A2,3. For the AV1,4

condition, the constituent conditions were A1,4 and V, and for
the AV2,3 condition, they were A2,3 and V.

The PRE model analyzes the information received from
the constituent conditions and combines the information in
an optimal manner. The model then predicts the best possible
recognition score that could be obtained given the subject’s
proficiency on the constituent conditions. For example, the
model predicts the recognition scores obtained in condition
A1,2,3,4 by taking into account observed errors in conditions
A1,4 and A2,3 and assuming perfect integration. Thus, it is
possible to estimate the subject’s skill at integrating informa-
tion �as shown by the integration efficiency index�, indepen-
dent of the subject’s ability to extract information �as shown
by scores in the constituent conditions�. This knowledge may
be valuable for developing strategies for rehabilitation,
whether they are based primarily on signal-processing
schemes to aid the extraction of speech cues, or on training
programs to improve the integration of speech cues.

The top panel of Fig. 4 shows the model predictions and
observed scores for overall consonant recognition. Each
point represents a single subject in one of the three predicted
conditions, A1,2,3,4, AV1,4, and AV2,3. Filled symbols show
the data for normal-hearing subjects and unfilled symbols
show results for hearing-impaired subjects. The diagonal line
in the figure indicates equality between observed and pre-
dicted scores. Points above this line are cases where pre-
dicted scores are greater than obtained scores, and by defini-
tion, indicate sub-optimal integration. The largest deviations
between predicted and observed scores occurred for hearing-
impaired subjects, especially in the auditory-only condition
A1,2,3,4.

The bottom panel of Fig. 4 shows the average integra-
tion efficiency �observed/predicted * 100� for both groups of
subjects. For normal-hearing subjects, integration efficiency
was high ��90% � regardless of whether the condition was
auditory-only or auditory-visual. For hearing-impaired sub-
jects, integration efficiency appears to be reduced, especially
in the auditory-only condition A1,2,3,4. A repeated-measures
ANOVA was carried out with group as a between-subjects
factor and condition as a within-subjects factor. The results
showed a main effect for group �F�1,6�=10.66, p=0.02�,
condition �F�2,12�=11.27, p=0.002�, and a group* condi-
tion interaction �F�2,12�=13.33, p�0.001�. However, when
a similar analysis was conducted on just the auditory-visual

FIG. 3. Percent information transmitted in the three visual and auditory-
visual conditions for the speech features voicing �top�, manner-of-
articulation �middle�, and place-of-articulation �bottom�. Data are for four
normal-hearing �NH� subjects and four hearing-impaired �HI� subjects.
Error bars are +1 standard error.
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conditions AV1,4, and AV2,3, none of the factors proved sig-
nificant. This analysis indicates that the hearing-impaired
subjects were able to integrate auditory-visual speech cues
with the same relative efficiency as normal-hearing subjects,
but had difficulty integrating auditory speech cues across
spectral regions.

In interpreting the modeling results, the potential effects
of band amplitude levels should be considered. Table III
shows the RMS levels for each of the bands in each of the
six auditory conditions. Recall that each of the first five au-
ditory conditions was normalized in level to have the same
overall rms amplitude as any other auditory condition. This
normalization had the effect of altering the band levels de-
pending on which bands were included in a given condition.
For example, the levels of bands 1 and 4 were higher in the
A1,4 condition than they were in the A1,2,3,4 condition. These
differences in band levels are important for predictions made
using the PRE model since the predictions are based on the
information contained in the constituent conditions. Thus, if
the band levels in the A1,4 condition were higher than in the
A1,2,3,4 condition �as they were�, then subjects could poten-
tially extract more information from bands 1 and 4 when

presented in the A1,4 condition than from these same bands
when presented in the A1,2,3,4 condition, due to potential dif-
ferences in audibility. This would lead to a model prediction
that would exceed the actual scores by a greater amount and
give the impression of reduced integration efficiency. To ad-
dress this issue, the hearing-impaired subjects were re-tested
on the original A1,2,3,4 condition and on a new condition,
A1,2,3,4sum, which was created by adding the A1,4 and A2,3

signals together without subsequently normalizing the over-
all level. Because A1,2,3,4sum was not normalized, its overall
amplitude was higher than A1,2,3,4. Specifically, compared to
A1,2,3,4, this new signal had higher levels for band 1 �approxi-
mately 8 dB� and band 4 �approximately 8.5 dB�, and
roughly equal levels for bands 2 and 3 �see Table III�. The
subjects were tested first on ten blocks of 72 trials on the
new A1,2,3,4sum condition, and then for three blocks each on
the original A1,2,3,4 condition and the A1,2,3,4sum condition,
presented in random order. As expected, the results showed
slightly better performance �roughly 5% absolute� for the
more intense A1,2,3,4sum signal. However, this difference was
not significant for any of the four hearing-impaired subjects.
Therefore, it is unlikely that subjects’ performance was af-
fected by the differences in the specific magnitudes of the
band levels.

IV. DISCUSSION

Normal-hearing and hearing-impaired subjects’ perfor-
mance on a consonant recognition task was evaluated under
a variety of auditory, visual, and auditory-visual presentation
conditions. Significant differences between the groups were
observed in overall consonant recognition and feature trans-
mission scores in the auditory-only conditions. However,
performance was comparable for the two groups in the
visual-only and auditory-visual conditions. Observed scores
for a subset of the conditions were compared to predicted
scores, using an optimum-processor model of integration.
Differences between predicted and observed scores were
used to estimate the efficiency with which subjects were able
to integrate auditory cues across the frequency spectrum, or
auditory and visual cues across sensory modalities.

With regard to place cues, hearing-impaired listeners ex-
tracted less information in the auditory-only conditions A1,4

and A2,3 than the normal-hearing listeners did �see the bot-
tom panel of Fig. 2�. However, place cues are transmitted
very well visually, and hearing-impaired subjects performed
as well as normal-hearing subjects in the visual-only condi-
tion, V �see the bottom panel of Fig. 3�. Therefore, it is likely
that the hearing-impaired listeners were able to overcome the
deficit in auditory place information by making use of visual
cues. Seen in this way, the similar performance of the groups
for the place feature in conditions AV1,4 and AV2,3 in Fig. 3 is
not surprising.

Unlike place cues, manner and voicing cues are not
transmitted well visually. Voicing information, especially, is
highly complementary with visual information and contrib-
utes greatly to auditory-visual speech recognition �Grant et
al., 1998�. In the present study, the hearing-impaired listeners
fared much worse at extracting voicing cues in condition A2,3

FIG. 4. �Top� Observed and predicted consonant recognition scores for
A1,2,3,4 ,AV1,4, and AV2,3 conditions. Scores for hearing-impaired �HI� sub-
jects are shown by open symbols. The line indicates equality of observed
and predicted scores. All scores to the left of this line indicate less than
optimal integration. The greater the deviation from the diagonal line, the
worse the subject is at integrating information from the different channels.
�Bottom� Integration efficiency �IE� for NH and HI subjects. Integration
efficiency is defined as the ratio between observed and predicted recognition
performance. The difference in IE measures between NH and HI subjects
was significant only for the A1,2,3,4 condition. Error bars are +1 standard
error.
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than did the normal-hearing listeners �see the top panel of
Fig. 2�. Yet, in the AV2,3 condition, which combines
speechreading with A2,3, voicing scores and overall conso-
nant recognition were nearly comparable across groups. This
finding may seem somewhat puzzling at first glance, in light
of the expected adverse impact of limited voicing informa-
tion on auditory-visual performance �Grant et al., 1998; Er-
ber, 2002�. However, the features of voicing, manner and
place are not independent of one another; good place identi-
fication, as in the visual-only condition, can aid in the iden-
tification of voicing and manner cues �Christiansen et al.,
2005; Christiansen et al., in press�.

Unlike their efficiency in auditory-visual integration,
hearing-impaired listeners had difficulty combining informa-
tion across widely separated audio-frequency channels, inde-
pendent of their ability to extract information from these
channels. This is shown in Fig. 4 by the reduced integration
efficiency for condition A1,2,3,4 compared to the normal-
hearing subjects. One explanation for this finding concerns
the possibility of upward spread of masking interfering with
band 4. Some hearing-impaired listeners, especially those
with broadened auditory filters and poor frequency selectiv-
ity, are known to exhibit excessive amounts of upward
spread of masking �Gagné, 1988�. It is possible that informa-
tion contained in band 4 was partially masked when embed-
ded in the A1,2,3,4 condition. The PRE model cannot take into
account such interactions that may occur between bands as a
result of being presented concurrently. Instead, the model
assumes that the information extracted from the A1,4 condi-
tion has the full contribution of band 4 without any interfer-
ence from mid-frequency auditory information. If masking
of band 4 did occur, this could account for the fact that the
hearing-impaired subjects obtained much lower scores than
predicted in condition A1,2,3,4 and, therefore, had poorer in-
tegration efficiency. The frequency bands used in this study
were separated by an octave from one another in order to
reduce such band-on-band interactions. However, given the
broadened auditory filters that typically accompany senso-
rineural hearing loss, energy presented in band 3 may have
provided enough masking to interfere with the phonetic in-
formation contained band 4.

Another possible explanation for the finding of reduced
cross-spectral integration efficiency concerns the extent of
the hearing loss in the vicinity of band 4 �4762–6000 Hz�
and the possibility of “off-frequency” listening �i.e., respond-
ing to the energy in band 4 through the excitation of neurons
tuned to lower frequencies where the hearing loss was not as
great�. Because the hearing-impaired subjects had extensive
hearing loss in the band 4 region, some of the information in
band 4 �e.g., low-intensity fricative energy� would have been
inaudible �see Sec. II C for additional information�. Based on
the hearing thresholds shown in Table I, this would have
been true for band 4 in the A1,2,3,4 condition as well as in the
A1,4 condition. However, in condition A1,4, there was no sig-
nal energy in frequency channels just below 4762 Hz �the
low-frequency edge of band 4�. It is possible that some of the
information contained in band 4 could have been partially
obtained by listening off-frequency, using less impaired au-
ditory channels below 4762 Hz �Moore, 2004�. When all

four bands were presented in condition A1,2,3,4, these same
“off-frequency” channels may have been less able to extract
the relevant information from band 4 because neurons tuned
to the region just below band 4 were responding to frequency
information associated with band 3, due to upward spread of
masking. PRE model predictions of performance in condi-
tion A1,2,3,4 were made under the assumption that all infor-
mation extracted in the constituent conditions A1,4 and A2,3

was available for integration. This of course would not have
been the case if the “off-frequency” listening hypothesis
were correct. Thus, the poorer integration efficiency of the
hearing-impaired listeners in condition A1,2,3,4 may actually
reflect an inability to extract and use high-frequency infor-
mation when mid-frequency information is presented simul-
taneously.

This hypothetical scenario is not unlike previous sugges-
tions �e.g., Doherty and Turner, 1996; Hogan and Turner,
1998� that hearing-impaired individuals have difficulty ex-
tracting and integrating high-frequency information from a
broadband speech signal. More specifically, previous studies
have claimed that high-frequency speech information may be
useless for some hearing-impaired listeners with moderately
severe to profound high-frequency hearing losses �e.g., Ch-
ing et al., 1998; Hogan and Turner, 1998; Turner and Cum-
mings, 1999�. In particular, listeners with high-frequency
“dead regions” in the cochlea �Moore, 2004� may be unable
to make use of speech information that falls well within the
dead region. The data in the present study conflict to a cer-
tain extent with these claims. The subjects in this experiment
all had moderately severe to profound losses of between 60
and 105 dB HL in the region between 4000 and 6000 Hz
�though they were not tested for the presence of dead re-
gions�. Yet, they were able to obtain selective benefit from
high-frequency speech information, depending on the condi-
tion tested. In the studies previously referenced, high-
frequency information was added to a broadband, lowpass-
filtered speech signal. The lack of benefit seen when high-
frequency information was added was interpreted to mean
that listeners were unable to make any use of this informa-
tion at all. Conditions A1,2,3 and A1,2,3,4 in the present study
come closest to replicating the conditions in the previous
studies. Indeed, limited benefit is seen by adding band 4 to
bands 1, 2, and 3. However, the hearing-impaired listeners
did benefit from band 4 when it was added to band 1 alone.
This condition is unlike those in previous studies in that no
mid-frequency information was presented along with band 4.
Thus, amplified high-frequency speech information can be
beneficial for listeners with significant high-frequency hear-
ing loss, but only in contexts where no signal is presented in
mid-frequency spectral regions.

More recently, studies have cast doubt on the notion that
people with high-frequency hearing loss are unable to make
use of amplified high-frequency speech information �Turner
and Henry, 2002; Hornsby and Ricketts, 2003, 2006�. In
these studies, speech materials were presented in spectrally
shaped noise or multitalker babble in various low-pass, high-
pass or bandpass conditions. The high sound pressure levels
required by the hearing-impaired listeners to ensure audibil-
ity may have reduced the utility of high-frequency speech
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information to some extent. Nevertheless, the performance of
the hearing-impaired listeners increased, albeit slightly in
many cases, with the addition of high-frequency speech in-
formation. Listeners in these studies had hearing losses rang-
ing up to 90 dB HL, but they were either not assessed for the
presence of dead regions �Turner and Henry, 2002� or were
found not to have dead regions �Hornsby and Ricketts, 2003,
2006�. Certainly, it appears reasonable that if high-frequency
information is presented to a dead region, then this informa-
tion is only beneficial insofar as other, less damaged regions
can make use of it. However, the results of these studies and
the present study, which show that hearing-impaired listeners
can benefit from high-frequency speech information in se-
lected conditions, suggest caution with respect to limiting
high-frequency amplification for listeners based solely on au-
diometric thresholds or audiometric configuration.

A third, and perhaps most likely, explanation for the
hearing-impaired listeners’ reduced cross-spectral integration
efficiency may be related to an explanation suggested by
Turner and Henry �2002� as to why their hearing-impaired
subjects were able to make use of high-frequency speech
information while other studies showed no benefit. In their
study, consonant recognition performance was relatively
poor, even in the broadest bandwidth condition, due to the
presence of multitalker babble. The addition of high-
frequency information to the various low-pass filter condi-
tions may have provided listeners with enough additional
information to decipher the “easier” features of speech, such
as voicing. In earlier studies of speech in quiet �e.g., Hogan
and Turner, 1998�, much of the speech signal was already
audible to the hearing-impaired listeners. Thus, additional
high-frequency information was not as helpful to these lis-
teners in deciphering more “difficult” features, such as place
of articulation. In the present study, overall consonant recog-
nition scores for band 1 alone were low ��30% �. Analogous
to the results of Turner and Henry �2002�, the addition of
band 4 to band 1 may have boosted scores considerably by
providing information related to easier speech cues, whereas
the addition of band 4 to bands 1, 2, and 3 may not have
provided enough additional information to allow listeners to
resolve the remaining, more difficult speech cues. As with
the previous two explanations, an inability to make use of
speech information in band 4 when it was presented concur-
rently with bands 1, 2, and 3 would give the appearance of
reduced integration efficiency.

The reduced cross-spectral integration efficiency of the
hearing-impaired listeners may not simply be a product of
confounding the extraction and integration of information,
but may in fact be evidence of a real deficit in the across-
frequency processing of temporal information. As described
in the Introduction, Healy and Bacon �2002� found that lis-
teners with sensorineural hearing loss were less successful
than normal-hearing listeners in integrating temporal speech
information across two widely separated frequency channels.
This finding is especially convincing, since their stimuli were
designed to eliminate other confounding effects of senso-
rineural hearing loss such as broadened auditory filters and
audibility.

Although age effects were not specifically assessed in
this study, it is worthy of mention that the hearing-impaired
subjects in the present study were all over 65 years of age,
while the normal-hearing subjects were all 55 years of age
and younger. Previous investigators �e.g., Spehar et al.,
2004; Sommers et al., 2005b� have reported poorer conso-
nant and word recognition in visual-only conditions for older
versus younger adults. In contrast, the visual-only perfor-
mance of older �hearing-impaired� and younger �normal-
hearing� adults in the present study was comparable. This
contrasting finding may be a reflection of differences in the
ages of the “younger” subjects in each study. In the studies
previously referenced, the younger adults were in their early-
to mid-twenties, while those in the present study ranged in
age from 29 to 55 years.

The auditory-visual integration abilities of older versus
younger adults have been assessed using subject groups that
were matched either for peripheral hearing sensitivity �Cien-
kowski and Carney, 2002, 2004� or for auditory-only perfor-
mance �Sommers et al., 2005b�. Despite their poorer
speechreading abilities, older adults’ auditory-visual integra-
tion abilities appeared to be comparable to those of younger
adults. Auditory-visual integration was assessed by analyzing
responses to variations of a McGurk paradigm �Cienkowski
and Carney, 2002, 2004� or by calculating measures of audi-
tory and visual enhancement similar to the Sumby and Pol-
lack �1954� relative benefit measure �Sommers et al., 2005b�.
As discussed previously, without taking into account indi-
vidual phoneme confusions in the unimodal conditions, such
measures may not provide an accurate assessment of listen-
ers’ integration abilities. Nevertheless, the findings of these
studies do corroborate the indirect finding in the present
study of no age effects in auditory-visual integration ability.

Finally, experiments with time-compressed auditory
speech have revealed age effects suggestive of a slowing in
central auditory processing �e.g., Gordon-Slant and Fitzgib-
bons, 1999�. However, Spehar et al. �2004� found no such
age effects for temporally altered visual speech signals. Spe-
har et al. �2004� finding suggests that the slowing of central
processing with age may be modality-specific. While not
conclusive in and of itself, the finding does leave open the
possibility that the normal cross-modal but abnormal cross-
spectral integration observed in the hearing-impaired sub-
jects may have been partially due to differences in the effects
of age on the speed of central processing across modalities.
However, a recent study by Souza and Boike �2006� suggests
that age may not be a significant factor in cross-spectral in-
tegration, at least with respect to speech signals composed of
mostly temporal cues. Specifically, these authors examined
the effect of age on the ability to combine temporal-envelope
information across frequency channels. They assessed con-
sonant identification in 1-, 2-, 4-, and 8-channel conditions
processed to restrict spectral cues, as well as in an unproc-
essed condition. Results revealed a significant trend toward
poorer performance with increasing age in all conditions ex-
cept the unprocessed condition, suggestive of an age-
associated deficit in the use of temporal-envelope informa-
tion. However, no age-associated deficit was observed in
combining information across frequency channels. There-
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fore, it seems unlikely that age differences between the
normal-hearing and hearing-impaired subjects in this study
contributed significantly to the differences seen in their
cross-spectral integration abilities.

Aural rehabilitation options for improving speech recog-
nition should exploit the good use of visual cues that the
hearing-impaired individuals were able to make. Despite
poorer auditory-only performance compared with normal-
hearing subjects, listeners with hearing loss were able to use
the visual speech signal to overcome these deficits and
achieve normal auditory-visual consonant recognition.
Therefore, aural rehabilitation efforts that emphasize envi-
ronmental and behavioral alterations to make better use of
visual speech cues are likely to greatly aid the hearing-
impaired listener in understanding speech, particularly in
noisy or reverberant conditions. Furthermore, this study and
previous studies have shown that hearing-impaired listeners
are able to benefit from the provision of high-frequency
speech information in certain impoverished audio conditions
�e.g., due to noise or to spectral filtering�. These results sug-
gest caution with respect to limiting high-frequency amplifi-
cation for listeners based solely on audiometric thresholds or
audiometric configuration.

V. CONCLUSIONS

Comparisons of within-modality �auditory-only� and
across-modality �auditory-visual� integration efficiency dem-
onstrated that both normal-hearing and hearing-impaired
subjects had little trouble integrating auditory-visual infor-
mation. However, hearing-impaired listeners showed diffi-
culty integrating spectral information across widely sepa-
rated audio frequency channels. Specifically, high-frequency
speech information �4762–6000 Hz� was found to be useful
when combined with low-frequency speech information
�298–375 Hz�, but was less useful when mid-frequency
speech information �1890–2381 Hz� was also present. These
results support the contention that amplified high-frequency
speech information can be beneficial for listeners with sig-
nificant high-frequency hearing loss in quiet, particularly in
contexts where no signal is presented in adjacent lower-
frequency spectral regions. Future tests comparing the infor-
mation content of the different spectral bands should help
further our understanding of the auditory integration difficul-
ties observed in hearing-impaired subjects. In the absence of
clear evidence contraindicating the amplification of high-
frequency speech information, such amplification combined
with the use of visual cues is recommended to improve
speech understanding for individuals with severe high-
frequency sensorineural hearing loss in adverse listening
conditions.
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It is known that information contained within the filter skirts can provide cues important to speech
intelligibility. However, the role of filter slope during temporal smoothing has received little
attention. In experiment 1, smoothing filter slope angle was found to have a large effect on the
intelligibility of sentences represented by three amplitude-modulated sinusoids. In experiment 2, the
use of temporal cues above 16 Hz was examined across various regions of the spectrum. When
increases in rate were presented to individual spectral bands, intelligibility only increased when
presented in the higher spectral region. This result suggests a greater reliance on higher-rate cues in
this region. However, intelligibility was greatest when these cues were distributed across the
spectrum, indicating that their effective use is not restricted solely to this region. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2354019�
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I. INTRODUCTION

Temporal information in speech is often classified ac-
cording to the rate at which the amplitude fluctuations occur.
Envelope fluctuations exist below approximately 50 Hz; pe-
riodicity �voicing� fluctuations occur between approximately
50 and 500 Hz; and fine structure fluctuations exist above
these rates �Rosen, 1992�. The typical method for limiting
temporal information to a maximum rate involves low pass
filtering �smoothing� of the rectified speech signal �Horii et
al., 1971�. It is known that even relatively-steep filter skirts
can contribute substantially to intelligibility when filtering in
the spectral domain �Healy, 1998; Warren and Bashford,
1999; Warren et al., 2004�. Figure 1 shows the long-term
average spectra for everyday sentences filtered to a 1/3-
octave band having increasingly-steep slopes. Despite that
the bands all share the same nominal bandwidth, the result-
ing intelligibility scores ranged from below 20% to over
95%.

However, the influence of filter slope in the temporal
domain �smoothing� has received little attention. A wide va-
riety of smoothing filter slope values has been employed and,
even in studies directly targeting the influence of various
temporal rates, relatively shallow slopes have been em-
ployed. Values employed have included 6 dB/octave �Shan-
non et al., 1995, 1998; Fu et al., 1998�, 12 dB/octave �Dor-
man et al. 1997, 1998; Qin and Oxenham, 2003; Xu et al.,
2005; Nie et al., 2006�, 18 dB/octave �Shannon et al., 2001�,
24 dB/octave �Grant et al., 1991; Lou and Fu, 2004�, and
48 dB/octave �Van Tasell et al., 1987; Faulkner et al., 2000;
Fu and Shannon, 2000; Apoux and Bacon, 2004�. Although

the slope value employed is typically reported, conclusions
regarding the use of temporal cues have generally been based
only on filter cutoff values without regard to slope. The
availability of information at rates above the cutoff and sys-
tematically attenuated by the slope of the smoothing filter
may make difficult the accurate assessment of temporal in-
formation. The goal of the first experiment was to examine
the influence of the temporal smoothing filter slope on rec-
ognition of sentences represented by a limited number of
temporal patterns, and to establish the slope necessary to
eliminate the contribution of information within the temporal
filter skirt.

Another aspect of processing that has received relatively
little attention involves the use of temporal information in
different regions of the speech spectrum. To the extent that
temporal processing is limited by the auditory periphery, it
may be assumed that the ability to encode higher temporal
rates will improve in higher regions of the speech spectrum
where the critical band is wider �in Hz�. Apoux and Bacon
�2004� examined the relative contribution of temporal cues
across the spectrum by removing each of four spectral bands
in turn and examining consonant identification based upon
the remaining three, and by modifying the signal to noise
ratios of the individual bands. It was found that temporal
information was distributed evenly across spectral bands be-
low approximately 3000 Hz, but that information in the
highest spectral band provided a greater contribution to iden-
tification. This result is in accord with that of Lorenzi et al.
�1999�, who observed that expansion of the temporal enve-
lope improved consonant identification only when applied to
a highest spectral band.

However, because temporal information was extracted
using a single fixed low-pass �LP� cutoff for each spectral
band, these studies do not allow the evaluation of different
temporal rates across different regions of the spectrum.
Silipo et al. �1999� found that limiting the rate of lower

a�Portions of this work were presented in “Effect of Smoothing Filter Slope
Angle on Temporal Speech Information,” Proceedings of the 29th Midwin-
ter Research Meeting of the Association for Research in Otolaryngology,
Baltimore, Maryland, February, 2006.

b�Electronic mail: ewh@sc.edu
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spectral bands �below approximately 1500 Hz� to 15 Hz had
little effect on sentence intelligibility. However, scores were
reduced by approximately 10% when spectral bands above
1500 Hz were similarly limited, suggesting that rates above
approximately 15–20 Hz may be especially useful in the
higher spectral regions. Whereas the examination of tempo-
ral rates by Silipo et al. was limited to approximately 20 Hz
and below, the use of higher-rate information was examined
in the current study. The goal of experiment 2 was to exam-
ine the use of higher-rate temporal cues across various re-
gions of the speech spectrum by performing temporal
smoothing differently across spectral bands.

II. EXPERIMENT 1: EFFECT OF LOW-PASS
SMOOTHING SLOPE

A. Method

1. Subjects

Thirty-six subjects were recruited from courses at the
University of South Carolina and received money or course
credit for participating. They were native speakers of English
having a mean age of 24 years and audiometric thresholds of

15 dB HL or better at standard audiometric frequencies from
250 to 8000 Hz �ANSI, 1996�. Care was taken to ensure that
none of the subjects had any prior exposure to the sentences
employed.

2. Stimuli

The stimuli were derived from the 100 Central Institute
for the Deaf �CID� everyday American speech sentences
�Davis and Silverman, 1978�. They were produced by a male
speaker and recorded at 22-kHz sampling and 16-bit resolu-
tion. An additional 10 practice sentences were drawn from
the high-predictability subset of the Speech Perception In
Noise test �SPIN; Kalikow, Stevens, and Elliot, 1977�. The
sentences were first whitened using a high-pass filter at
1000 Hz and 6 dB/octave. This helped ensure that temporal
cues in the higher spectral regions would be audible and not
masked by energy in lower spectral regions. The level of
each sentence was then scaled by equating the peaks of the
slow-response rms average.

The signal was partitioned into three bands using cutoff
frequencies of 100–800, 800–2500, and 2500–8000 Hz. The
use of 2000-order FIR filters allowed sharp partitioning of at
least several hundred dB/octave. Temporal information from
each partition was extracted using half-wave rectification and
LP filtering. Of primary interest in the current experiment
was the slope of the LP smoothing filters. The orders of these
digital Butterworth filters were 1, 2, 4, 8, 16, and 32, pro-
ducing slopes of 6, 12, 24, 48, 96, and 192 dB/octave. Cut-
off frequencies of both 16 and 100 Hz were employed. Tem-
poral envelopes extracted from speech partitions one, two,
and three were used to amplitude modulate pure tones at 450,
1650, and 3250 Hz respectively, and the resulting modulated
tones were mixed. This processing was performed in MAT-
LAB. All three amplitude-modulated tones comprising a
condition shared a common envelope cutoff and slope pa-
rameter. The stimuli were converted to analog form using an
Echo Gina 24 digital to analog converter, set to play back at
a slow-peak level of 65 dBA in a flat-plate coupler �Larson
Davis 800B and AEC101�, and delivered diotically over Sen-
nheiser HD 250II headphones.

3. Procedure

Separate groups of 18 subjects each were assigned to the
two cutoff-frequency conditions. Subjects heard 15 sentences
in each of the six filter slope conditions. The sentence list-
to-condition correspondence was balanced so that each list
was heard in each condition an equal number of times, and
the order in which conditions were heard was randomized for
each subject. Each test sentence was heard only once. Sub-
jects were tested individually in a sound-attenuating booth
seated with the experimenter. They first heard the 10 SPIN
practice sentences broadband, then in the 6 dB/octave con-
dition �the highest intelligibility condition, based on pilot
testing�. The practice list was presented again, processed in
the same manner as each condition, prior to each set of CID
test sentences. Subjects repeated as much of each sentence as
they could and were encouraged to guess if unsure of the
content. The experimenter controlled the delivery of sen-

FIG. 1. The upper panel shows overlaid average spectra for 100 CID sen-
tences filtered to a 1/3-octave band centered at 1500 Hz and having filter
slopes of approximately 100, 300, and 1700 dB/octave �digital FIR filters
having orders of 82, 275, and 2000�. The nominal bandwidth is indicated by
arrows. The lower panel shows corresponding mean intelligibility scores and
standard errors from three separate groups of 20 normal-hearing listeners
who each heard all 100 sentences �from Healy, 1998�.
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tences and recorded the number of standard scoring key-
words correctly. Only exact matches were accepted.

4. Results

Figure 2 shows performance �percent correct keywords�
as a function of smoothing filter slope for the 16- and 100-Hz
cutoffs. Intelligibility was highest with the shallowest slope
employed and dropped precipitously as slope angle
increased.1 Repeated-measures ANOVAs performed on the
16- and 100-Hz cutoffs indicated significant effects of
smoothing filter slope �F�5,85�=20.04 and 12.89, p
�0.001�. Tukey posthoc testing indicated that, for both cut-
offs, scores at 6 dB/octave were different �p�0.05� from
those at all other slopes. Scores at 192 dB/octave were not
different than those at 48 dB/octave or above. The interme-
diate values at 12 and 96 dB/octave were also significantly
different from one another.

III. EXPERIMENT 2: SPECTRAL SPECIFICITY OF
TEMPORAL RATE INFORMATION

A. Method

Thirty-eight additional listeners were recruited using
qualification and compensation procedures employed in the
first experiment. Three-band stimuli were created using pro-
cedures similar to those of experiment 1, except that tempo-
ral extraction and modulation were performed at 400 Hz for
one of the spectral channels, and at 16 Hz for the remaining
two channels. In addition to these three-band conditions,
which provide relatively-low overall intelligibility, four-band
conditions were prepared to confirm the results at higher
overall levels of performance. These latter conditions were
prepared by partitioning the speech at 100–750, 750–1500,
1500–3000, and 3000–8000 Hz and following the same pro-
cedures employed to create the three-band stimuli. Because
the increased temporal rate was applied to each partition in
turn, there were three three-band stimuli and four four-band
stimuli. It was decided to employ noise carriers, rather than
pure tones in this experiment to ensure that spectral density

remained constant across the carriers as temporal rates were
differentially manipulated. Temporal information was ex-
tracted using half-wave rectification and LP filtering, and
used to modulate broadband white noise carriers.2 The result-
ing modulated noises were postfiltered using the same filters
used to create the corresponding speech partitions. The
amplitude-modulated noise bands were then combined for
presentation to listeners.

The different temporal smoothing cutoffs employed for
the different component bands caused noticeable phase shifts
�time delays� across the constituent bands. To eliminate this
asynchrony across channels, temporal extraction was per-
formed using a pair of cascaded fourth-order Butterworth LP
filters. The first pass was performed on each rectified speech
partition in usual fashion, then a subsequent pass was made
on the time-reversed version of this filtered signal. The com-
bination of cascaded fourth-order smoothing was then simi-
lar to the eigth-order smoothing found to produce asymptotic
performance in experiment 1. It was found that this proce-
dure effectively corrected for the differential filter delays and
eliminated the apparent asynchrony across channels.

One group of 18 subjects heard the three-band condi-
tions and another group of 20 subjects heard the four-band
conditions �different group sizes were required for proper
balancing�. Subjects heard 20 sentences in each condition.
As before, the sentence list-to-condition correspondence was
balanced, conditions were presented in random order, and
test sentences were presented only once. Procedures were the
same as those employed in experiment 1, except that 10 ad-
ditional CID sentences, processed in accord with the first-
heard condition, were presented as additional practice prior
to the first test condition.

B. Results

Figure 3 shows the intelligibility of the three- and four-
band conditions as a function of the band having the in-

FIG. 2. Intelligibility of CID sentences presented as three amplitude-
modulated carriers, as a function of temporal smoothing filter slope at two
cutoff frequencies. Shown are means and standard errors for two groups of
18 subjects each.

FIG. 3. Intelligibility of CID sentences presented as either three �open sym-
bols� or four �filled symbols� amplitude-modulated noise carriers. Points
represent the center frequency of the band having smoothing at 400 Hz,
whereas the other bands in the array had smoothing at 16 Hz. Dotted refer-
ence lines show intelligibility in corresponding three-band conditions pre-
sented to a separate group of listeners in which all channels had smoothing
at 16 Hz �lower line� or 400 Hz �upper line�.
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creased temporal rate. As can be seen, scores in the four-
band conditions were similar when each of the individual
bands was subjected to an increase in rate. A repeated-
measures ANOVA on these conditions was marginally non-
significant �F�3,57�=2.74, p=0.052�. However, scores in the
three-band conditions were higher when the band having the
highest spectral frequency possessed the highest temporal
rate. A repeated-measures ANOVA was significant
�F�2,34�=12.01, p�0.001�, and Tukey posthoc testing indi-
cated that scores were equivalent when either the low- or the
mid-frequency band was raised in rate, but that these scores
were lower than that obtained when the highest spectral band
was raised in rate �p�0.05�.

Additional data were collected for comparison to the
three-band conditions and are also presented in Fig. 3. In
these conditions, all bands were smoothed at 16 Hz �lower
dotted line� or at 400 Hz �upper dotted line�. These data were
produced by an additional group of 18 listeners having the
same characteristics as those employed in the formal experi-
ments. Fifteen sentences were heard in each condition and all
other processing and presentation procedures were the same
as those employed previously. Although obtained from a
separate group of listeners, these comparison data indicate
that the increased temporal rate had little or no effect when
presented to only the low- or middle-frequency bands, but
that it produced a substantial increase in intelligibility when
presented in the higher spectral frequencies. However, it is
equally clear that the use of these cues was not restricted
exclusively to the higher spectral frequencies, as intelligibil-
ity was far higher when all three bands possessed the higher
temporal rate.

IV. GENERAL DISCUSSION

Experiment 1 shows that, as with filtering in the spectral
domain, information contained within the skirt of the tempo-
ral smoothing filter can contribute considerably to the intel-
ligibility of speech signals represented by primarily temporal
cues. A comparison between the curves in Fig. 2 indicates
that the intelligibility obtained using a 16-Hz cutoff at
6 dB/octave was roughly equivalent to that obtained using
an otherwise identical stimulus having a 100-Hz cutoff at
96 dB/octave �trace a horizontal line across curves at ap-
proximately 28% intelligibility�. The inclusion of additional
temporal detail beyond the nominal cutoff is apparent from
the upper two panels of Fig. 4, which show temporal patterns
extracted at 16 Hz and relatively steep versus shallow slopes.
Although not visually identical, the middle and lower panels
show some similarity in temporal patterns obtained using the
different smoothing parameters that yielded similar intelligi-
bility scores.

In the spectral domain, increases in filter slope beyond
several hundred dB/octave can have profound effects on
narrow-band sentence intelligibility �Healy, 1998; Warren et
al., 2004�. For example, the intelligibility reduction shown in
Fig. 1 occurred with increases in slopes beyond 100 or
300 dB/octave. In contrast, Fig. 2 shows that the influence
of filter slope on temporal smoothing may be constrained to

relatively shallow angles—the largest changes in perfor-
mance were observed between 6 and 48 dB/octave.

In experiment 2, where an increase in temporal rate was
applied to individual spectral bands, performance was simi-
lar across conditions when the spectrum was represented by
four channels. However, when the spectrum was represented
more sparsely, intelligibility was increased only when the
increased rate was applied to the highest spectral frequen-
cies. This result is in accord with those of Silipo et al. �1999�
employing lower temporal rates, and those of Lorenzi et al.
�1999� and Apoux and Bacon �2004� using fixed temporal
rates. The indication that higher temporal rates may be of
particular significance in higher spectral regions may reflect
the larger bandwidths of auditory filters at higher center fre-
quencies.

However, it was also the case that scores were far higher
when all three spectral regions were raised in temporal rate,
than when any individual band was raised. Thus, it is also
apparent that these temporal cues can be effectively pro-
cessed across the spectrum. Potentially interesting is the fact
that a strong synergy appears to exist in which increases in
temporal rate were most effective when distributed across all
spectral regions, rather than when isolated to one.

The current results have implications for experiments
involving vocoder simulations of speech. It is suggested that
the restriction of temporal information requires smoothing
slopes of at least 48 dB/octave. Further, a better understand-
ing of the spectral specificity of temporal cues has the poten-
tial to further our understanding of speech processing and
assist the design of more advanced signal processing strate-
gies.

V. CONCLUSIONS

It was found that the slope of the temporal smoothing
filter had a large effect on the intelligibility of sentences

FIG. 4. Temporal patterns corresponding to a pair of CID sentences ex-
tracted using the low-pass smoothing parameters indicated. Time divisions
are 0.2 s /DIV.
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represented by a small number of temporal patterns. How-
ever, unlike filtering in the spectral domain, the impact on
performance was found to be restricted to rather shallow
slopes. When an increase in temporal rate was presented to
individual regions of the spectrum, performance enhance-
ment was largest in the higher spectral region. However, per-
formance was greatest when these higher-rate cues were dis-
tributed across spectral frequencies, indicating that their
effective use is not constrained to only high spectral regions.
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Most believe that the ability to carry a tune is unevenly distributed in the general population. To test
this claim, we asked occasional singers �n=62� to sing a well-known song in both the laboratory and
in a natural setting �experiment 1�. Sung performances were judged by peers for proficiency,
analyzed for pitch and time accuracy with an acoustic-based method, and compared to professional
singing. The peer ratings for the proficiency of occasional singers were normally distributed. Only
a minority of the occasional singers made numerous pitch errors. The variance in singing proficiency
was largely due to tempo differences. Occasional singers tended to sing at a faster tempo and with
more pitch and time errors relative to professional singers. In experiment 2 15 nonmusicians from
experiment 1 sang the same song at a slow tempo. In this condition, most of the occasional singers
sang as accurately as the professional singers. Thus, singing appears to be a universal human trait.
However, two of the occasional singers maintained a high rate of pitch errors at the slower tempo.
This poor performance was not due to impaired pitch perception, thus suggesting the existence of
a purely vocal form of tone deafness. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2427111�
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I. INTRODUCTION

Singing is generally regarded as the privilege of a select
few who are widely prized for their skill. Accordingly, most
believe that the majority of individuals with vocal training or
formal musical education are unable to carry a tune. How-
ever, singing is quite natural for humans. Singing is a uni-
versal form of vocal expression that transcends places and
cultures. Moreover, singing is a group activity that is typi-
cally associated with a highly pleasurable experience and
thought to promote group cohesion �Mithen, 2006; Wallin et
al., 2000�.

Singing abilities emerge spontaneously and precociously
during development. The first songs are produced at around 1
year of age and, at 18 months, children start to generate
recognizable songs �e.g., Ostwald, 1973; see Dowling, 1999,
for a review�. This precocious emergence of basic singing
abilities is reflected in the characteristics of adult singing,
which is remarkably consistent both within �Bergeson and
Trehub, 2002; Halpern, 1989� and across subjects �Levitin,
1994; Levitin and Cook, 1996� when considering both start-
ing pitch and tempo. Therefore, it is expected that the general
population can sing proficiently.

Singing represents one of the richest sources of informa-
tion regarding the nature and origins of musical behavior
because it is a universal and socially relevant activity and it
emerges precociously. Yet, surprisingly, sung performance
has received relatively little empirical attention �Gabrielsson,
1999; Parncutt and McPherson, 2002�. The few studies on

sung performance have mostly targeted professional singing.
Differences have been found between professional singers
and nonsingers in terms of voice quality �e.g., Sundberg,
1987, 1999�. More specifically, partials falling in the fre-
quency range of 2.5–3.0 KHz �the so-called singer’s for-
mant; see Sundberg, 1987� are much stronger in sung vowels
than in spoken vowels; the intensity of the singer’s formant,
the presence of vibrato, and the maximum phonational fre-
quency range increase with musical experience �e.g. Brown
et al., 2000; Mendes et al., 2003�. Occasional singers have
accurate memory for initial pitch and tempo of popular songs
but poor vocal pitch matching abilities �Amir et al., 2003;
Murbe et al., 2002; Ternstrom et al., 1988�. When asked to
reproduce single pitches in pitch matching tasks, nonmusi-
cians deviate by 1.3 semitones on average as compared to
0.5 semitones for musicians �Amir et al., 2003; Murry, 1990;
Murry and Zwiner, 1991; Ternstrom et al., 1988�. These
findings may not apply to singing notes in the context of
songs. In songs, the melody is highly structured on both
pitch and time dimensions, thereby providing multiple musi-
cal cues aiding to plan and monitor sung performance. Fur-
thermore, prior studies have focused on pitch accuracy. Yet,
time accuracy is also an important characteristic of proficient
singing. In sum, there is insufficient information regarding
the distribution of singing abilities in occasional singers.

The paucity of research on singing in the general popu-
lation might be related to the difficulties that are inherent in
the analysis of sung performance. The analysis of sung per-
formance is arguably more challenging as compared to the
analysis of piano performance, for example, where key
strokes can be accurately recorded �in MIDI format� by way
of a computer-monitored electronic keyboard. In previousa�Electronic mail: sdallabella@vizja.pl
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studies of sung performance, objective methods based on
pitch extraction algorithms have been successfully applied in
the analysis of single pitch performance �e.g., Alcock et al.,
2000a, b; Amir et al., 2003�. However, there is currently no
consensus on how to obtain similar objective measures of
singing proficiency in sung melodies. In the past, singing
accuracy was assessed by expert musicians �e.g., Alcock,
2000a, b; Hebert et al., 2003; but see Murayama et al.,
2004�. For example, Alcock and collaborators �2000a, b�
asked experts to rate singing accuracy separately for pitch
and rhythm in healthy and brain-damaged subjects. However,
when making judgments, experts are subject to the con-
straints of both music notation and their perceptual system.
Musicians often categorize pitch and duration information
with respect to the closest musical value. Moreover, they
tend to integrate pitch and time information when embedded
in a musical context �Jones and Pfordresher, 1997; Peretz
and Kolinsky, 1993�. These difficulties might explain the re-
ported discrepancies between raters in their evaluations of
singing proficiency �e.g., see Kinsella et al., 1988; Prior et
al., 1990�. Thus, acoustic-based analyses of sung perfor-
mance are more likely to yield a reliable measure of singing
proficiency than expert judgments.

Such an objective approach was adopted in the present
study to examine pitch and time accuracy of sung perfor-
mance in the general population. To this aim, 62 individuals
were asked to sing a well-known Quebec folk tune, “Gens du
pays” �Gilles Vigneault; see Fig. 1�, including 20 nonmusi-
cians who were tested in the laboratory, and 42 individuals
who were tested in a public park. A customized computer-
guided analysis of sung performance was devised to objec-
tively measure pitch and time accuracy. This technique is
based on acoustical segmentation of sung recordings and
pitch extraction, and was inspired by recent “query-by-
humming” methods that serve to access large electronic mu-
sical databases through singing �e.g., Pardo et al., 2004�. The
analyses yield several measures of pitch and temporal accu-
racy such as pitch interval deviation and temporal variability
�i.e., the coefficient of variation of inter-onset-intervals be-
tween sung notes� that are known to be indicative of expert
performance �e.g., Repp, 1998; Vurma and Ross, 2006�. If
indeed singing abilities are poorly developed in the general
population, we expect that the vast majority of individuals
will sing out-of-tune and have problems keeping time. Alter-
natively, if singing proficiency is widespread, we expect that
singing abilities will be normally distributed, and that the
majority of individuals will sing in-tune and in-time.

II. EXPERIMENT 1

A. Method

1. Participants

Twenty individuals �hereafter referred to as group 1�, ten
males and ten females, were recruited from the University of
Montreal community. Their age ranged from 19 to 29 �M
=23.9 years�. Forty-two individuals �group 2�, 19 males and
23 females, were recruited randomly in a public park. Their
age ranged from 18 to 75 �M =41.4 years�. Participants from
group 1 were nonmusicians and participants from group 2
were not selected for musical training. For the sake of sim-
plicity, participants from groups 1 and 2 are hereafter re-
ferred to as occasional singers. For comparison, four profes-
sional singers �M =11 years of vocal training; range� 8–17
years� and Gilles Vigneault �G.V.�, the composer and singer
of the target song, participated in the experiment. Partici-
pants had no neurological history. Group 1 and the four
anonymous singers were compensated for their participation.

2. Material and procedure

Participants were asked to sing the well-known refrain
of the song Gens du pays �Vigneault and Rochon, 1976�,
which is typically sung in Quebec to celebrate birthdays. As
can be seen in Fig. 1, the refrain is composed of 32 notes
with a vocal range of less than one octave and a stable tonal
center. Each note is associated with one syllable. The seg-
ment a� is an exact repetition of a and can be used to evalu-
ate pitch stability. The experimenter �Michel� pretended that
it was his birthday and that he had made a bet with friends
that he could get 100 individuals each to sing the refrain of
Gens du pays for him on this special occasion. This strategy
was effective for the purposes of recruiting the participants
that formed group 2. The performances of group 1 subjects
and the professional singers were recorded in the laboratory,
while G.V.’s performance was recorded in a studio. Group 1
was asked to sing the refrain three times: at the beginning of
the experiment �test 1�, immediately afterwards �test 2�, and
one week later �test 3�. Only tests 1 and 2 were completed by
the four professional singers �eight performances overall�.
G.V. sang the song twice. Sung performance was recorded at
a sampling frequency of 44.1 KHz using a Shure 565SD
microphone directly onto a IBM-compatible computer using
Cooledit software in the laboratory and using a portable
Sony TCD-D10 Pro DAT for group 2, professional singers,
and G.V.

Sung renditions of group 1 �test 1� and group 2 were
presented in random order to ten nonmusicians who had not
participated in the singing session. The peers had to rate each
performance on a 10-point scale with 1 indicating “very in-
accurate” and 10 “very accurate.”

3. Acoustical analysis of sung performance

In order to compute various measures of pitch and time
accuracy, an acoustic-based method was used to analyze the
recordings of the sung performances. Acoustical analyses of
each sung performance were carried out on the vowel groups
�e.g., “i” in “Mi”�. Vowel-groups are the best targets for

FIG. 1. Refrain of Gens du Pays.
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acoustical analysis because vowels carry the maximum of
voicing and stable pitch information �see Murayama et al.,
2004�. These groups were determined by visual inspection of
the waveform and of the spectrogram. The onsets of vowel
groups were used to compute note onset time and were mea-
sured in ms. The median of the fundamental frequencies of
the vowel-group was computed with Praat software
�Boersma, 2001� using an accurate autocorrelation method
�Boersma, 1993� �sampling rate� 100 Hz; Gaussian
window� 80 ms� and served to measure pitch height �F0 in
Hertz�. It is noteworthy that pitch extraction based on auto-
correlation methods when applied to pitch detection in nor-
mal speech is prone to false detections �e.g., octave jumps�,
for instance in presence of weak fundamental frequencies or
strong high harmonics. In the present study, when false pitch
detections occurred they were manually corrected.

Note onset time and pitch height were used to obtain
various pitch and time variables as described below. These
analyses were implemented with Matlab 7.1 software.

3.1. Pitch dimension variables.
Pitch stability is the difference between the produced

pitch in the melody segment a and in the repetition a� �as in
Flowers and Dunne-Sousa, 1990�. The absolute difference in
semitones between the 12 corresponding notes �e.g., note 1
in segment a and a�, note 2 in segment a and a�, and so
forth� was computed. Pitch stability is the mean of these
absolute differences. The larger this mean difference, the less
stable is the pitch.1

Number of pitch interval errors �see Fig. 2� indicates the
number of errors in the performance of musical intervals
compared to the musical notation. An error was scored when
the sung interval was larger or smaller by 1 semitone than
the interval prescribed by the notation. This measure was not
influenced by absolute pitch level, nor by the size of the
deviation.

Number of contour errors �see Fig. 2� refers to the num-
ber of changes in pitch directions relative to musical nota-
tion. Pitch direction was considered as ascending or descend-
ing if the sung interval between two notes was higher or
lower by more than 1 semitone. A contour error was counted
when the pitch direction deviated from the musical score.

Interval deviation is a measure of the size of the pitch
deviation from the score and is calculated by averaging the
absolute difference in semitones between the produced inter-
vals and the intervals prescribed by the score. A small devia-
tion reflects high accuracy in terms of relative pitch.

3.2. Time dimension variables.
Tempo was obtained by computing the mean inter-onset-

interval �IOI� of the quarter-note.
Number of time errors �see Fig. 2� represents duration

deviations from the score. When the duration of the sung
note was 25% longer or shorter than its predicted duration
based on the preceding note, as prescribed by the musical

TABLE I. Mean values for pitch and time variables for group 1 �n=60� at test 1, test 2, and test 3, group 2 �n=42�, professional singers �n=8�, and G.V.
�n=4�. Ns indicate the number of performances.

GROUP 1 GROUP 2 SINGERS G.V.
Test 1 Test 2 Test 3

Variable M �SE� M �SE� M �SE� M �SE� M �Range� M

Pitch dimension
Pitch first note �Hz�

Males 134.0 �6.6� 135.1 �6.8� 129.3 �4.9� 143.0 �6.5� 165.8 �134.5–199.0� 221.1
Females 252.1 �9.7� 259.7 �8.1� 257.7 �8.8� 234.6a �6.1� 308.9 �276.8–338.3� …

Pitch stability �semitone� 0.5a �0.1� 0.6a �0.1� 0.6a �0.0� 0.7b �0.3� 0.3 �0.1–0.4� 0.4
No. of coutour errors 0.7b �0.3� 1.2b �0.4� 1.2b �0.3� 2.5b �0.4� 0.0 �0.0� 0.3
No. of pitch interval errors 5.5b �1.2� 4.8b �1.2� 4.4b �1.0� 9.8b �0.8� 0.5 �0.0–2.0� 1.8
Interval deviation �semitone� 0.6b �0.1� 0.6b �0.1� 0.6b �0.1� 0.9b �0.1� 0.3 �0.2–0.4� 0.3

Time dimension
Tempo �Mean IOI, ms� 275.0b �10.0� 281.0b �12.2� 289.7b �10.4� 239.7b �8.6� 398.8 �366.9–427.6� 338.7
No. of time errors 2.2 �0.5� 1.5 �0.3� 2.2 �0.4� 4.7a �0.5� 0.9 �0–4.0� 2.5
Temporal variability

�CV IOIs�
0.12 �0.01� 0.10 �0.01� 0.10 �0.01� 0.17 �0.01� 0.10 �0.06–0.16� 0.16

Rubato 0.6 �0.06� 0.7 �0.05� 0.6 �0.06� 0.6 �0.04� 0.6 �−0.3–1.0� 0.6

a± 2 SD from the mean of professional singers
b± 3 SD from the mean of professional singers

FIG. 2. Examples of pitch interval error, contour error, and time error.
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notation, this was considered as a time error �using a stricter
criterion than in piano performance studies; e.g., Drake and
Palmer, 2000�. The first and last notes were not used to com-
pute time errors.

Temporal variability is the coefficient of variation of the
quarter-note IOIs, calculated by dividing the standard devia-
tion of the IOIs by the mean IOI �as in Repp, 1998�. This
measure of time accuracy is less dependent on tempo than
the simple strandard deviation of the IOIs.

Rubato is an additional measure of timing consistency.
This can be observed, for instance, when a musician in-
creases the tempo at the beginning of a musical phrase and
slows down at the end �Todd, 1985�. To obtain a measure of
Rubato, the quarter-note IOIs for the segment a were corre-
lated with the IOIs for segment a� �for a similar measure in
piano performance, see Timmers et al., 2000�. High correla-
tion corresponds to high consistency in the rubato pattern.

B. Results

Means and standard error of pitch and time variables for
groups 1 and 2 are reported in Table I. Corresponding mea-
sures of singing proficiency of professional singers and for
G.V. are also reported for comparison purposes. As shown in
Table I, the occasional singers seemed to have less control
over pitch relative to time as compared to expert singers.
They differed from professionals on all pitch dimension vari-
ables, with the exception of the pitch of the first note. In
addition, occasional singers tended to produce more pitch
intervals that were out-of-key �group 1: 2.72 errors, SE
=0.28; group 2: 4.93 errors, SE=0.76� than in-key �group 1:
2.18 errors, SE=0.28; group 2: 4.88 errors, SE=0.75�. This
trend reached significance in group 1 �one-tailed t�59�=

−1.70, p�0.05�. Nevertheless, occasional singers rarely pro-
duced pitch intervals that deviated by more than one semi-
tone �see Table II� and made few time errors �Table I�. How-
ever, they sang, on average, almost twice as fast as
professional singers.

This difference in tempo between occasional and profes-
sional singers may account for the higher error rates ob-
served in the nonexperts. Fast tempos typically lead to re-
duced accuracy in piano performance �e.g., see Repp, 1998�.
To examine this possibility, pitch and time errors were plot-
ted against tempo for all participants. As can be seen in Fig.
3, faster tempi were associated with reduced accuracy, espe-
cially on the pitch dimension. Interestingly, the occasional
singers who sang at a slow tempo exhibited accuracy com-
parable to that of professionals. Regression analyses con-
firmed that tempo accounted for pitch accuracy �pitch stabil-
ity, R2=0.36, F�1,112�=63.94, p�0.001; contour errors,
R2=0.30, F�1,112�=47.13, p�0.01; pitch interval errors,
R2=0.47, F�1,112�=100.07, p�0.001; interval deviation,
R2=0.46, F�1,112�=96.84, p�0.001� and time accuracy
�time errors, R2=0.32, F�1,112�=53.17, p�0.001�. Fast
singing is also judged to be less accurate than slow singing
by the peers �R2=0.39, F�1,100�=64.43, p�0.001�. Hence,
a significant portion of the variability in sung performance
may be accounted for by tempo differences. Sung perfor-
mance was optimal at slow speeds.

The peer ratings did not differ significantly from nor-
mality �Kolmogorov-Smirnov test, p=ns�, as shown in Figs.
4�a� and 4�b�, respectively. The peer ratings for the perfor-
mance of the subjects who were tested in the laboratory
�group 1� were higher than those who were tested in a natural
setting �group 2; t�100�=2.87, p�0.01�. However, the ob-
jective measures of accuracy derived from the acoustical
analysis revealed that the general population is not as ho-
mogenous as may be inferred from perceptual judgments. A
closer look at the distribution of pitch interval errors and
time errors �see Figs. 4�a� and 4�b�� reveals that the majority
of individuals were fairly in-tune and in-time, while a minor-
ity were poor singers. In group 1, 70% committed less than 6
pitch errors and less than 4 time errors, whereas 3% sang
clearly out-of-tune, making more than 17.6 pitch errors,
which corresponds to 2 standard deviations above the aver-
age of both groups. In group 2, accuracy was lower but simi-

TABLE II. Number and percentage of pitch intervals that deviated from the
score by a quarter of tone, 1, 2, and 3 semitones in the laboratory setting
�group 1� and outdoors �group 2�.

Group 1 Group 2
Interval deviation from the score n �%� n �%�

�1 quarter of tone 29 �48� 3 �7�
�1 semitone 53 �88� 30 �71�
�2 semitones 60 �100� 41 �97�
�3 semitones ¯ 42 �100�

FIG. 3. Number of pitch interval er-
rors and time errors plotted against
tempo �i.e., mean quarter-note IOI� for
group 1, group 2, professional singers,
and G.V.
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larly distributed with 70% making less than 14 pitch errors
and less than 7 time errors �i.e., threshold of 2 standard de-
viations above the average�. It is worth noting that poor sing-
ers were the fastest singers and were inaccurate in both the
pitch and time dimensions. In general, proficiency in pitch
and time were correlated; the occasional singers who made
more pitch errors were also those making more time errors
�r=0.36 and 0.37, p�0.01, for groups 1 and 2, respectively�.
However, only 15% of pitch and time errors jointly occurred
on the same notes.

The data from group 1 were further analyzed so as to
assess the consistency across performances, and possible
practice effects. No significant effect of time of testing �test
1, 2, and 3� was found for any of the variables. To estimate
which parameters were the most stable across repetitions, the
mean values for each variable at test 1 were correlated with
the corresponding values at test 2 and at test 3. All the vari-
ables with the exception of rubato were highly correlated,
even when performances were recorded 1 week apart �with r

values between 0.56 and 0.97, p�0.01�, showing remark-
able consistency in untrained singing. Finally, between-
subjects consistency was assessed for absolute pitch and
tempo with reference to the most frequently heard version of
“Gens du pays,” sung in G Major and with a tempo �mean
quarter-note IOI� of 347 ms. This “frequent” version was
obtained from six commercial recordings by G.V.2 The re-
sults reported in Table III show that the untrained population
has a good memory for absolute pitch. In the majority of
performances �72%�, the first note laid within 2 semitones of
the original note. In comparison, the tempo was more vari-
able, with only 11% of the performances where the tempo
was within 8% of the original tempo.

C. Discussion

Singing proficiency appears to be normally distributed in
the general population with a majority of occasional singers
being able to sing on time, with few pitch deviations. The
pitch deviations were also fairly subtle, typically smaller
than a semitone. Thus occasional singers are more accurate
when they sing well-known melodies than isolated pitches
�Amir et al., 2003; Ternstrom et al., 1988�. It is remarkable
that the occasional singers were extremely proficient along
the time dimension. Although they tended to sing more
quickly than professional singers, occasional singers per-
formed as accurately as professionals in terms of regularity,
rubato, and time deviations. Finally, the present study
showed that occasional singers’ performance is particularly
consistent, both between-subjects �mostly for the pitch di-
mension, as in Levitin, 1994, and Levitin and Cook, 1996�
and across repetitions �as in Bergeson and Trehub, 2002�.

Given that the occasional singers sang at a faster tempo
than professional singers, a speed-accuracy trade-off may be
responsible for the observed differences in pitch accuracy
between the two groups. If this hypothesis holds true, occa-
sional singers should be able to make minimal to no errors in
singing at a slower tempo. We tested this hypothesis in ex-
periment 2.

III. EXPERIMENT 2

A. Method

This follow-up session with 15 participants from group
1 was carried out 3 years following experiment 1. Experi-

TABLE III. Comparison between the pitch of the first note and tempo of
performances in groups 1 and 2 and pitch and tempo of the original version
of “Gens du Pays”.

Group 1 Group 2
Dimension n�%� n�%�

Pitch of the first note
Same as the original 9 �15� 5 �12�
Within 1 semitone 30 �50� 13 �31�
Within 2 semitones 43 �72� 30 �71�

Tempo
Within 4% of the actual tempo 5 �8� 0 �0�
Within 8% of the actual tempo 10 �17� 2 �5�FIG. 4. Peer judgments, objective pitch interval errors and time errors for

group 1 �a� and group 2 �b�.
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ment 2 involved the same material and procedure as those
used in experiment 1. The only difference was that partici-
pants were asked to sing Gens du pays in two conditions: �1�
at a spontaneous tempo as in experiment 1 and �2� at a tempo
of 120 beats per min �corresponding to a mean IOI of
500 ms� as marked by a metronome. As soon as the partici-
pants felt they could synchronize their performance with the
metronome, the latter was turned off and the sung production
was recorded.

Eleven participants were further tested for music percep-
tion. They were presented with 60 unfamiliar tonal melodies
of which half contained a pitch or time error. The task was to
press one button when an error was detected and another
button when there was no error.

B. Results and discussion

As shown in Fig. 5, all participants succeeded in singing
at the imposed tempo �mean IOI=499 ms, SE=7 ms� and
making less errors while doing so. There were two notable
exceptions. Two participants �S8 and S15� exhibited a large
number of pitch interval errors in both the spontaneous and
slow tempo conditions and were qualified as poor singers.
Their performance will be described in more detail below.

Performance in the spontaneous condition did not differ
from that obtained in experiment 1, on all pitch and time
variables previously examined �all t�12� tests being n.s.�. As
shown in Fig. 5 and Table IV, pitch accuracy markedly im-
proved with slower tempos �pitch interval errors, t�12�
=4.28, p�0.01; pitch stability, t�12�=2.12, p�0.05; con-
tour errors, t�12�=2.31, p�0.05; and interval deviation,
t�12�=6.63, p�0.01�. As a result of slowing down, profi-
ciency measures for occasional singers fell within the range
exhibited by professional singers. For instance, when singing
at slow tempo occasional singers exhibited small pitch inter-
val deviation �i.e., 0.3 semitones�, as observed in profes-
sional singers. Such interval deviation is acceptable in sing-
ing as estimated by expert listeners �Vurma and Ross, 2006�.
These findings confirm that a speed-accuracy trade-off was

mostly responsible for the observed differences between oc-
casional singers and professionals in experiment 1.

In contrast, the two poor singers �S8 and S15� main-
tained a high rate of pitch interval errors when requested to
slow down �Fig. 5�. Their sung performance was clearly out-
of-tune, by producing many intervals that deviated from the
score by more than 1 full semitone, while this type of devia-
tion never occurred in the other 13 participants �Table IV�.
As a result, the poor singers sang mostly out-of-key notes �9
out of 13 errors for S8; 8 out of 14 errors for S15� that often
fell on strong beats �51% of the cases�. While their singing
was out-of-tune, it was in-time. The poor singers did
not make more time errors than the other participants
�their sung performance can be heard along with representa-
tive renditions of the other occasional singers at
www.umontreal.brams/peretz�. Moreover, their poor vocal
control of pitch was not due to a perceptual deficiency. S8
and S15 correctly detected 90% and 96% of pitch deviations
in a melodic context. Their performance falls within 2 SD of
the mean �88%, SE=1.1� scores obtained by 71 university
students �mean age� 26.5 years�. That S8 and S15 exhibited
a normal perception is consistent with the observation that
these subjects were aware that they sang out-of-tune.

IV. GENERAL DISCUSSION

In the present study, we found that the majority of indi-
viduals can carry a tune with remarkable proficiency. Occa-
sional singers typically sing in-time but are less accurate in
pitch as compared to professional singers. When asked to
slow down, occasional singers greatly improve in perfor-
mance, making as few pitch errors as professional singers.
Thus, singing appears to be a widespread skill.

It is noteworthy that time precision in sung performance
is well suited for group synchronization. Indeed, choral sing-
ing requires time accuracy, precise alignment of note onsets,
and rapid adaptation to changes in tempo, as in the case of
rubato �e.g., Aschersleben et al., 2002�. Gens du pays �the
Quebec version of Happy Birthday� is typically sung in
choir. Occasional singers’ spontaneous control of time fac-
tors in vocal performance is optimal for singing in a group
context. If, in addition, singing along imposes a slower

FIG. 5. Number of pitch interval errors and time errors in experiment 2
when singing at spontaneous tempo and slow tempo.

TABLE IV. Mean values for pitch and time variables at the slow tempo for
15 occasional singers re-tested in experiment 2.

13 singers S8 S15
Variable M �SE� M M

Pitch dimension
Pitch stability �semit.� 0.3 �0.0� 0.4 0.4
No. of contour errors 0.2 �0.2� 6.0 6.0
No. of pitch interval errors 1.2 �0.5� 13.0 14.0
Interval deviation �semit.� 0.3 �0.0� 1.0 1.1

Time dimension
Tempo �Mean IOI, ms� 497.0 �8.7� 494.2 535.1
No. of time errors 0.9 �0.4� 1.0 1.0
Temporal variability �CV IOIs� 0.07 �0.01� 0.07 0.08
Rubato 0.4 �0.01� 0.1 0.9
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tempo, then the group should sing perfectly in tune. These
are the necessary and sufficient conditions for producing a
harmonious choral performance, thus making singing a plea-
surable experience for everyone.

There were two notable exceptions. Two participants
were unable to correct the numerous pitch errors that they
made, although they sang in-time and were normal at detect-
ing pitch errors in musical contexts. The inability to sing
accurately despite efforts to do so characterizes self-declared
tone deaf individuals �Sloboda et al., 2005�. Tone deafness is
rare, affecting about 4% of the general population �Kalmus
and Fry, 1980�. To date, tone deafness has been studied and
defined in terms of poor perceptual abilities �congenital amu-
sia; see Ayotte et al., 2002; Foxton et al., 2004; Peretz, 2006;
Peretz et al., 2002; Peretz and Hyde, 2003�. Poor singing, a
landmark of this perceptual disorder as well as a selection
criterion, is interpreted as a consequence of an impoverished
perceptual system. Nonetheless, the present results suggest
that poor singing may occur in the presence of normal per-
ception. This possibility finds support in a recent study con-
ducted with poor singers who exhibited pitch production
deficits but normal pitch discrimination �Bradshaw and
McHenry, 2005�. Similarly, brain damage can selectively im-
pair sung performance without affecting perception �Schon
et al., 2003�. Thus, the present findings suggest that tone-
deafness may emerge as a pure output disorder, indicating
that there may exist a variety of lifelong musical disorders,
just as there are a variety of acquired musical disorders con-
sequent to brain damage �see Stewart et al., 2006, for a re-
cent review�.

An acoustically based analysis of sung performance
proved to be useful to characterize singing proficiency in the
general population. Furthermore, in order to obtain an opti-
mal estimate of singing proficiency, one must control for
tempo. As observed here, occasional singers performing at a
fast tempo tend to make more errors than professional vocal-
ists. This may lead to erroneously qualifying many occa-
sional singers as poor singers. Hence, acoustically based
analyses and tempo control should be adopted by researchers
who are interested in the acoustical correlates of accurate
singing to ensure a true measure of singing proficiency.

In summary, the present study indicates that singing in
the general population is more accurate and widespread than
is currently believed. The average person is able to carry a
tune almost as proficiently as professional singers. This re-
sult is consistent with the idea that singing is a basic skill
that develops in the majority of individuals, enabling them to
engage in musical activities. In short, singing appears to be
as natural as speaking with the added value of promoting
social cohesion and activity coordination at a group level
�Brown et al., 2004; Peretz, 2006; Wallin et al., 2000�.

ACKNOWLEDGMENTS

This research was supported by an International Reinte-
gration Grant �No. 14847� from the European Commission to
S.D., by a grant from the Human Frontier Science program
and Canadian Institutes for Health Research to I.P., and by a
FCAR scholarship to J-F.G. We are particularly grateful to

Michel Jaspar for testing occasional singers from group 2.

1An additional measure of intranote pitch stability was obtained from the
SD of the extracted fundamental frequency within a vowel group. Average
intranote pitch stability for occasional singers �group 1=4.6 Hz, SE
=0.2 Hz; group 2=5.9 Hz, SE=0.3� was within two standard deviations
from the mean of professional singers �average intranote pitch stability�
5.9 Hz, range� 2.4–9.2 Hz�. Nonetheless, this measure is difficult to in-
terpret since intranote pitch stability does not distinguish between abnormal
pitch fluctuations �e.g., random changes� and deliberate pitch variations for
expressive purposes �e.g., vibrato�.

2G.V.’s performance recorded for the purposes of our study �see Table I� is
very representative of his recordings. Nevertheless, G.V. sang “Gens du
pays” in F Major instead of G Major. Since listeners are more likely to be
exposed to recordings, we used the frequent version for comparison.
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In vitro experiments and an elastic wave model were used to analyze how stress is induced in kidney
stones by lithotripsy and to test the roles of individual mechanisms—spallation, squeezing, and
cavitation. Cylindrical U30 cement stones were treated in an HM-3-style lithotripter. Baffles were
used to block specific waves responsible for spallation or squeezing. Stones with and without
surface cracks added to simulate cavitation damage were tested in glycerol �a cavitation suppressive
medium�. Each case was simulated using the elasticity equations for an isotropic medium. The
calculated location of maximum stress compared well with the experimental observations of where
stones fractured in two pieces. Higher calculated maximum tensile stress correlated with fewer
shock waves required for fracture. The highest calculated tensile stresses resulted from shear waves
initiated at the proximal corners and strengthened along the side surfaces of the stone by the
liquid-borne lithotripter shock wave. Peak tensile stress was in the distal end of the stone where
fracture occurred. Reflection of the longitudinal wave from the distal face of the stone—spallation—
produced lower stresses. Surface cracks accelerated fragmentation when created near the location
where the maximum stress was predicted. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2404894�
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I. INTRODUCTION

Despite over 20 years of clinical practice and fundamen-
tal research, a complete physical explanation of stone com-
minution by lithotripsy remains unknown. Incomplete under-
standing is evidenced by rising retreatment rates despite the
release of over 40 lithotripter designs over the history of
shock wave lithotripsy �SWL�.1–3 The goal of this paper is to
explain how a specific stone fractures by using a theoretical
model to simulate the combined effect of many mechanisms
and by using the model and experiment to test the role of
individual already-described mechanisms of inducing the
stress that leads to stone fracture.

Stone fracture is similar to fracture of any brittle object
and can be considered as a process whereby cracks form,
grow, and coalesce as a result of internal stresses, in this
case, generated by the externally applied lithotripter shock
wave �Fig. 1�. Cracks are presumed to initiate at locations
where the stress exceeds a critical value. Cracks grow and
coalesce under the repetitive loading and unloading in a pro-
cess called dynamic fatigue, and common practice indicates
several lithotripter shock waves are required to fracture
stones.4 Generally, the process of crack growth can be stud-
ied using existing methods of fracture mechanics, for in-
stance, using the cohesive zone model.5–7 Although the de-
scribed scenario of fracture is agreed upon, this knowledge in

itself does not help in predicting stone fragmentation without
knowing the mechanisms of how appropriate stresses are
generated inside the stone.

A. Direct physical mechanisms of shock-wave-
induced stress

Several physical mechanisms, i.e., ways stresses leading
to stone fracture are generated, have been proposed, but there
is no consensus on the roles of these various mechanisms.
The two primary mechanisms directly resulting from the
shock wave �SW� and investigated here are spallation due to
reflections of longitudinal waves within the stone8,9 and
squeezing due to circumferential stresses generated by shock
waves outside the stone.10

In spallation, the distal surface of a stone in liquid or
tissue is an acoustically soft interface, generating a reflected
tensile wave from the initially compressive longitudinal
shock pulse �Fig. 1� that enters and propagates through the
stone.11 With a flat distal surface, spallation yields a maxi-
mum tension within the stone where the reflected tensile
wave overlaps the negative tail �Fig. 1� of the incident wave;
the distance of this maximum from the distal surface, l, is
fixed by the pulse length alone: l=cl�t /2, where cl is longi-
tudinal wave speed in the stone and �t is time delay between
the positive and negative peaks in the acoustic waveform.
For instance, if cl=3 mm/�s �typical value for kidney
stones�, then for the waveform of Fig. 1 that has �t�2 �s,
this formula predicts l�3 mm, which is close to the experi-
mental observations. The predicted spall-formed failure sur-a�Electronic mail: bailey@apl.washington.edu
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face is orthogonal to the shock wave propagation and ap-
pears close to the distal surface of the stone. With a curved
distal stone surface, the position of the maximum depends on
the curvature, and the maximum can be intensified by focus-
ing of the reflected wave.12–14

In squeezing, the shock wave is assumed to be broader
but shorter than the stone and travels in liquid along the side
surface of the stone creating circumferential stress on the
stone.10 Eisenmenger10 supposed that the wave velocity in
the fluid is much lower than the elastic wave velocities in the
stone, i.e., the longitudinal wave moves through the stone
leaving the thin shock wave in the fluid encircling and
squeezing the stone in a quasi-static manner. As a result,
tensile stresses are created near the proximal and distal ends
of the stone, which gives rise to a fracture parallel to the
wave-propagation direction.

There is experimental evidence for both mechanisms.
The spallation mechanism is supported by the fact that gen-
erally stones appear to break first in two pieces with the
fracture in the distal end of the stone. Figure 2 shows a
typical break for a cylindrical U30 model stone.15 A fracture
occurred about one-third of the length from the distal end
and has frequently been attributed to spallation.8,9,16 A lithot-
ripter designed to emphasize the squeezing mechanism with
a broad �less-focused� shock wave that extends laterally well
beyond the width of the stone has been shown to be clini-
cally efficacious,17 and modeling shows squeezing could ac-
count for the observed fracturing in half of stones.10,18 Nei-

ther mechanism alone explains both these results, which
supports either a combination of these two mechanisms or a
separate mechanism.

B. Indirect physical mechanisms of shock-wave-
induced stress

In addition to the direct mechanisms, the lithotripter pro-
duces cavitation that can generate stress in the stone and
cause fracture.19 Cavitation—of individual bubbles or clus-
ters of bubbles in fluid near the stone surface—creates local-
ized pressure and stress waves that diverge. Localized stress
initiated at the stone surface can be created by direct impact
of a fluid jet formed by asymmetric bubble or cloud collapse,
and stress can be created by SWs generated by asymmetric
or symmetric collapse. SWs are generated by the halting of
the inrushing fluid by the compressed contents of a symmet-
ric bubble or by the water jet forcibly impinging the fluid on
the opposite side of an asymmetric bubble. These SWs can
have much higher peak pressures than the lithotripter shock
wave; however, individual collapse emissions are spherically
diverging and lose amplitude rapidly with propagation
distance.20 Cavitation, by these mechanisms, induces stress
at a localized region on the stone surface.

As with the direct mechanisms, there is substantial evi-
dence cavitation plays a role in stone comminution in SWL.
Stones have been shown not to fragment when cavitation is
suppressed by static pressure,21 viscous fluid,22 or shock
wave modification.23,24 Pits and fractures in the proximal
face of the stone �Fig. 2� have commonly been attributed to
cavitation. Here, we focus on the fracture in two pieces at the
distal surface. X-ray computed tomography images of U30
model stones treated in a Dornier HM-3-clone lithotripter
indicate that these fractures grow from the surface of the
stone inward �Fig 3�.25 Pishchalnikov et al.,26 with a similar
HM-3-clone lithotripter, observed not only a substantial jet
through a large cavitation cluster on the proximal face of the
U30 stone but a ring of bubbles around the stone near the

FIG. 1. Shock wave generated by an HM-3-clone lithotripter and measured
by PVDF membrane hydrophone in water. An initial positive pressure spike
of 1 �s is followed by a negative pressure trough of roughly 4 �s.

FIG. 2. �Color online� Typical fracture pattern for a U30 model stone treated
fixed at the focus of an HM-3 clone lithotripter. The proximal face �left� has
cavitation pitting. The stone is fractured in two pieces about 1 /3 of the
length from the distal end.

FIG. 3. �Color online� Micro-computed tomography image of a U30 model
stone treated in an HM-3-clone lithotripter before the stone fractured in two
pieces. Cracks are apparent extending outside of the stone toward the axis of
the stone at about 1 /3 of the length from the distal end. Used with permis-
sion from Robin Cleveland �Ref. 25�.
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distal end �Fig. 4�. The jet was approximately 1 mm in di-
ameter, and other evidence indicates jet velocities can reach
100 m/s.27,28 Spherically diverging shock waves resulting
from bubble collapse were observed with shadowgraph im-
aging. Experiments also showed that cracks were generated
at the proximal and side surfaces. Sapozhnikov et al.29 used
the linear elasticity model described in this paper to deter-
mine that elastic waves in the stone created a low pressure
that encircled the stone near the distal end. This low pressure
yielded a particularly long growth and collapse cycle in a
single bubble modeled with the Gilmore equation,20,30 and
was therefore used to explain the existence of the cloud ring
encircling the stone. It is not known whether the cavitation
collapse on the proximal surface imparts stress that leads to
fracture of the distal end or if pitting by the cavitation ring
contributes to this fracture.

C. Effort to model stone comminution in SWL

Numerical models reveal information perhaps not de-
tected in experiments and make possible parametric studies
of the effect of variables difficult or time-consuming to con-
trol in experiments. For example, the following models de-
veloped specifically for application to SWL have been used
to simulate effects of varying the shock wave delivery rate,
numbers of cavitation bubbles, stone shape, stone material,
lithotripter waveform, and beamwidth. Tanguay and
Colonius31 have coupled a prediction of the acoustic field
with a model of the bubble cloud behavior near a rigid stone
surface, and predicted an optimal shock wave delivery rate.
Zabolotskaya et al.32 have focused on the bubble-bubble in-
teractions near a rigid stone. Dahake and Gracewski12,13 de-
veloped a linear elastic model of stress waves within the
stone that they tested against spherical and oval model

stones. LeVeque33 has coupled nonlinear acoustic and non-
linear elastic models in what is called CLAWPACK and has
reported initial results of medical shock wave interaction
with bones. Cleveland and Sapozhnikov18 recently modified
the linear elastic approach in order to pinpoint the location of
maximum stress for comparison with the location of initial
fracture in model stones.

D. Scope of this paper

In this paper, action of a shock wave on a stone is stud-
ied using a finite difference model in the approximation of
linear elasticity, and by visual observation of fracture in U30
model stones. First, the theoretical model is used to describe
as a whole the mechanisms involved in producing the maxi-
mum stress in the stone. Second, the role of individual
mechanisms is tested numerically and experimentally. The
end point of the experiments was fracture of the stone into
two pieces as shown in Fig. 2 or a predetermined maximum
number of SWs without fracture. Location of the calculated
maximum stress is compared to the location of fracture de-
termined experimentally, and relative amplitude of the maxi-
mum stress is compared to number of SWs to fracture. The
scope is restricted to the first fracture into two pieces, not full
comminution, of a specific stone model of one shape and
composition. If suppressing one mechanism did not cause an
increase in the SWs required for fracture, it was interpreted
that the mechanism was of lesser importance and could not
alone explain the fracture. The following hypotheses were
tested.

If spallation is the sole mechanism: Stones will fracture
at the distal end as shown in Fig. 2 �Spallation Test 1�.
Stones of different length will fracture the same distance
from the distal end �Spallation Test 2�. Blocking transmission
of the SW through most of the proximal face will increase
the number of SWs to fracture �Spallation Test 3�.

If squeezing is the sole mechanism: Blocking transmis-
sion of the squeezing wave will increase the number of SWs
to fracture �Squeezing Test 1�. The shape of the tip or the tail
of the stone will not alter the number of SWs to fracture
�Squeezing Test 2�. Blocking the entire proximal face of the
stone will not alter the number of SWs to fracture �Squeez-
ing Test 3�.

If cavitation is the sole mechanism: Jet impact will pro-
duce high stress in the region of fracture �Cavitation Test 1�.

If cracks formed by cavitation are significant in fracture:
Stones in a cavitation suppressing medium will have a higher
number of SWs to fracture than stones in a cavitating me-
dium �Cavitation Test 2�. Stones with surface cracks but in a
cavitation suppressing medium will have the same number of
SWs to fracture as stones initially without surface cracks in a
cavitation supporting medium �Cavitation Test 3�.

II. THEORY

A. Description of the model

A linear elastic model was used to simulate the stress
wave propagation within a kidney stone. The model is de-
scribed in the paper by Cleveland and Sapozhnikov.18 Here,

FIG. 4. �Color online� High-speed photography of the cavitation clouds on
the proximal end �top� and distal end �bottom� of a U30 stone following
passage of a lithotripter SW. Entrained bubbles reveal the fluid jet impinging
on the proximal surface as the cloud collapses. A band of bubbles can be
seen encircling the stone near where cracks are seen in Fig. 3 and where
fracture occurred in Fig. 2. Used with permission from the Journal of En-
dourology �Ref. 26�.
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we summarize the model, list the material properties used,
and describe the predicted parameters to be compared to ex-
periment.

Kidney stones exhibit a brittle behavior, i.e., little or no
visible plastic deformation precedes the fracture;7,34 there-
fore, linear elasticity is a reasonable model to the point of
stone failure. The stone and surrounding liquid are consid-
ered as an isotropic medium. The dynamics of such a me-
dium is governed by the equation of motion

�
�vi

�t
=

��ij

�xj
, �1�

where i , j=1,2 ,3 ,� is medium density, vi=�ui /�t are me-
dium velocity components �ui are displacement vector com-
ponents�, and �ij are components of stress tensor. In the lin-
ear approximation, that is valid for small strains, elastic
forces are governed by Hooke’s law:

�ij = ��� · u��ij + �� �ui

�xj
+

�uj

�xi
� . �2�

Here � and � are the Lamé constants �� is also called the
shear modulus�, and �ij is the Kronecker delta function. Note
that the stress tensor is symmetric: �ij =� ji, i.e., only six of
the nine tensor components are independent. We suppose
that the stone has an axisymmetric shape with the axis ori-
ented along the initial shock wave propagation. It is conve-
nient to use polar coordinates �r ,z ,��, where r and z are the
radial and axial distances and � is the polar angle. Because of
the axial symmetry of the problem, the velocity vector has
only two components—radial, vr, and axial, vz, and only four
stress tensor components are nonzero: �rr, �zz, ���, and �rz.
Equations �1� and �2� can be written in the following form
suitable for the numerical implementation:
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When the stone is surrounded by liquid, appropriate
boundary conditions should be used for velocities and forces.
However, it is more convenient and valid to consider the
liquid and stone as one inhomogeneous medium whose pa-
rameters �, �, and � are functions of the spatial coordinates.
In this approach there is no need to consider the stone bound-

ary separately, i.e., the boundary conditions are accounted for
automatically.18 This approach also allows introducing inho-
mogeneity to the stone structure. Here, only uniform U30
stones are modeled and the physical properties are density
�=1700 kg/m3, longitudinal sound speed cl= ���
+2�� /��1/2=2630 m/s, shear wave speed cs= �� /��1/2

=1330 m/s, which corresponds to �=5.8 GPa, and �
=3.9 GPa. Values for water are �=1000 kg/m3, sound speed
in liquid cl=1500 m/s, and �=2.25 GPa.18 Water is assumed
not to support shear: �=0. All calculations are lossless.

To solve Eqs. �3�–�8� in finite differences, the partial
differential equations are discretized using a central differ-
encing scheme with staggered grids both in space and in
time.18,35 Velocity and stress in the stone are initially set to
zero. The initial conditions in the liquid correspond to the
traveling shock pulse. Although arbitrary initial pressure dis-
tribution is possible, in this paper we suppose that the initial
pulse is a plane wave. This approximation is supported by
the existence of a Mach stem during weak shock focusing in
a Dornier HM3 lithotripter.4 It is supposed that a lithotripter
shock wave is initially located in the liquid 5 mm to the left
of the stone and propagates to the right as a plane wave. For
such a plane wave, �rr=�zz=���=−P�t+ �z*−z� /cl�, �rz=0,
vr=0, and vz= ��cl�−1P�t+ �z*−z� /cl�. The acoustic pressure
waveform P�t� at the initial position z=z* was a classic
lithotripsy pulse modified with a hyperbolic tangent function
to provide a smooth shock front:20 P�t�= �P0 /2��1
+tanh�t / ts��exp�−t / tL�cos�2�fL+� /3�, where P0 is peak
pressure, ts is the shock front thickness, and tL=1.1 �s and
fL=83.3 kHz control the pressure waveform. The wave is an
analytical approximation to the measured wave shown in
Fig. 1. We used P0=50 MPa, which is roughly the amplitude
produced by our lithotripter,36 and ts=100 ns, which is the
rise-time measured in vivo.37

Elastic waves in a cylindrical U30 stone with diameter
6.5 mm and length 8.5 mm were modeled. The calculation
region was a cylinder of 20 mm diameter and 30 mm length,
and calculations were completed before reflections from the
region boundary reached the stone. The typical spatial grid
step was hz=hr=50 �m and the temporal step was ht

=0.5hz /cl�10 ns, which was sufficient to maintain stability
and accuracy.

In this paper, the maximum principal tensile stress is
the value reported. In the considered axisymmetric case,
the three principal stresses are: �I,II= ��zz+�rr�
/2±
���zz−�rr� /2�2+�rz

2 and �III=���. The maximum prin-
cipal tensile stress �max=max��I ,�III� is an appropriate pa-
rameter to characterize shock wave impact on kidney stones,
because brittle materials, such as kidney stones, are typically
weakest in tension. Calculated results reported here show
�max on a discretized slice of the stone at a snapshot in time,
for various subsequent times. The stress �max is plotted on a
fixed scale blue −70 MPa to red +70 MPa, where minus in-
dicates compression. In the on-line version color images are
used on a scale blue −70 MPa to red +70 MPa. The stress
field at the instant of peak �max is referred to as the peak
stress field. The field plotted as the maximum tension re-
corded over the duration of the simulation at each location in
the stone is referred to as the max field and indicates where
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the highest tension occurred. Other relevant parameters such
as maximum strain or maximum shear stress do not produce
markedly different stress field maps.18 To aid interpretation
of the results, the divergence of the particle velocity was
used to identify waves traveling at the longitudinal wave
speed, and the curl of the particle velocity was used to iden-
tify waves at the shear wave speed.18

B. Test of mechanisms

Table I shows the simulated experiments conducted to
test the nine hypotheses. Diameter of the cylindrical portion
of all stones was 6.5 mm. Acoustically reflective disks and
baffles were simulated as pressure release media with low
wave velocities: cl=3 m/s and ct=1.5 m/s. For Cavitation
Test 1, a 1-mm-diam cylinder of fluid with velocity 100 m/s
normal to the stone was modeled impacting the stone. In this
case alone, the lithotripter shock wave was not modeled;
only the stress induced by direct impact of the fluid jet on the
stone was calculated. This jet is a simplified model of the
complex cavitation process, but it is intended to give an ap-
proximation to the localized stress created in cavitation col-
lapse. Cavitation Test 3 was simulated with the stone in glyc-
erol ��=1260 kg/m3, cl=1980 m/s� and with the stone in
water. Both showed similar stress concentration at the
cracks. Results of the stone in water are shown for simpler
comparison to the other figures.

III. MATERIALS AND METHODS

Experiments were conducted in the water bath of a re-
search lithotripter36 modeled after the unmodified �80 nF ca-
pacitor� Dornier HM3 electrohydraulic lithotripter �Dornier
GmbH, Germany�. The reflector was mounted in the tank so
that the acoustic axis was horizontal, normal to gravity. Ex-
periments were conducted at 1-Hz repetition frequency and
18 kV charging potential. Room temperature water was fil-
tered through 10 �m pores before filling the tank and condi-
tioned to 600 �S/cm and a 25%–30% gas saturation level.
Refurbished electrodes �Service Trends, Kennesaw, GA�
were used after conditioning with 150 shock waves and were
replaced after 2000 shock waves.

Model stones were made from Ultracal-30 �U30� gyp-
sum �United States Gypsum, Chicago, IL�. The only modifi-
cation to the recipe defined by McAteer et al.15 was the use
of a plastic mold with pieces that were separated to remove
the stones rather than using chloroform to dissolve plastic
molds �Fig. 5�a��. As described previously,15 the U30 gyp-
sum was mixed for 10 min, poured into molds, and allowed
to solidify under water for 24 h. Also as described
previously,15 the gypsum settled some in formation and the
lower surface of the stones was slightly harder than the upper
surface of the stone. The stones were stored under water and
then were removed briefly to place them in the lithotripter
bath. Separate stones were dried and resubmerged for 48 h
and produced statistically the same results as stones that
were never dried. All stones were used within two weeks of
preparation.

To test the nine hypotheses listed in Table I, stones of
the shapes and dimensions described in Table I were made.

All cylindrical stones were positioned in the lithotripter with
the hard surface �the lower end in preparation� facing the
shock source. In Squeezing Test 2, the conical point was the
hard surface and pointed either toward or away from the
source. In Cavitation Tests 2 and 3, stones were dried for
1 week, placed in 2 mm of glycerol for 1 day to permit
wicking into the stone, and then submerged in glycerol for a
week. In Cavitation Test 3, a razor blade and a plastic stone
holder were used to score a groove encircling stones 2, 3, or

TABLE I. Description and illustration of the numerical tests of the nine
hypotheses. Dark objects are acoustically reflective barriers. The proximal
face, where the shock wave enters, is circular and on the left facing to
different degrees out of the page.

1194 J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Sapozhnikov et al.: Analysis of stone fracture in lithotripsy



4 mm from the distal end. The groove was nearly triangular
in cross section with a 0.5 mm depth and maximum width of
0.5 mm. In Spallation Test 2 and Squeezing Test 3, the
stones were dried for 2 days; a 1-mm-thick corprene disk
was glued with epoxy on the proximal face of the stone and
allowed to dry for 1 day; and then stone and disk were sub-
merged in water for 1 week. In Squeezing Test 1, a
1-mm-thick corprene baffle was fit without glue around a
wet stone. SW pressure transmission through the corprene
measured by hydrophone was less than 5%. A number of
stones, N, were tested for each experiment, and the number
of SWs to fracture were recorded for each stone. Average
number for several stones is presented as mean±standard
deviation.

Stones were fixed axisymmetrically in the acoustic field
with the proximal face at the external focus of the lithot-
ripter. The specially designed stone holder was a 5-cm-diam
polycarbonate ring with three spring loaded plastic arms that
held the proximal edge of the stone with repeatable force
�Fig. 5�b��. The 2-mm-diam arms could be mounted at two
positions along the 5 cm length of the holder �4 and 25 mm
from the holder aperture�. For Cavitation Tests 2 and 3, the
holder was capped with foodservice plastic wrap �25 �m
high density polyethelyene� and filled with glycerol. Trapped
air bubbles were removed through ports in the holder. For the
glycerol experiments only, the stone was held with the arms
4 mm from the plastic wrap in an effort to minimize the
length of the path through the glycerol, which is more attenu-

ative than water. Glycerol has been used by other researchers
to suppress cavitation to investigate comminution mecha-
nisms in SWL.20,22

A CCD camera �Sony CCD-IRIS, Nikon 28-80 lens�
mounted outside the acrylic water-filled lithotripter tank re-
corded movies to laptop computer �ULead card and software,
Torrance, CA�. The number of SWs to fracture and the po-
sition of this fracture along the length of the stone were
recorded. The position of the break was also measured from
the recovered fragments. The experimental end point was
detecting fracture or completing a fixed maximum number of
SWs without detecting fracture. The number was fixed for
each test but varied from 200 to 250 to 300 between tests.
Specific limits are listed with the results.

IV. RESULTS

A. Mechanism described by the numerical model

Figure 6 includes a sequence of images showing the
shock-wave-induced maximum principal stress within a U30
stone at specific times. The corresponding time is written in
the upper right corner of each frame. At t=0 a longitudinal
wave propagating in water approaches the stone. Then it en-
ters the stone �t=1 �s� and moves ahead of the shock wave
in water, because the longitudinal speed in the stone is higher
than the sound speed in water. When this longitudinal wave
reaches the back end of the stone, it reflects and inverts �t
=4 �s�, creating a thin vertical region of tensile stress indi-
cated by the dashed arrow. This process is called spallation.
The region is faint indicating low tensile stress, and the stress
does not change greatly over the distal third of the stone.
Following the longitudinal wave is a conical wake, compres-
sive in the water and tensile in the stone �marked by arrows
at t=3 �s� that is generated at the surface of the stone, where
the longitudinal wave travels faster than the shear wave in
the stone and the sound wave in water and therefore creates
a “supersonic” source at the stone surface. Traveling at the
sound speed in water along the stone surface and encircling
the stone is the shock wave �marked by dotted arrows at t
=1 �s�, and it creates squeezing. The frame at 2 �s yields
little time for dynamic wave effects to develop and is there-
fore the best frame to compare to the static idea of squeezing.
In this frame the stress due to squeezing is low amplitude
and localized near the surface of the stone. Shear waves gen-
erated at the proximal corners of the stone �shown by solid
arrows at t=4 �s�, track the shock wave propagation along
the surface of the stone, and focus in the distal half of the
stone �t=5 �s�. Because the shear wave speed in the stone is
close to the sound speed in water, the squeezing wave rein-
forces the shear wave and this shear wave adds to the weaker
stress due to spallation to create the highest tensile stress
within the stone. The peak �max is 100 MPa, is on axis, and
is 3.5 mm from the distal surface.

This result of the model can be termed “dynamic
squeezing.”18 Here, the predicted process is labeled “full
model.” The peak �max occurs 3.5 mm from the distal end on
axis. The shortest route to the stress release of the stone
surface is in the radial direction. Thus, an orthogonal fracture
at 3.5 mm is the most logical interpretation. The modeled

FIG. 5. �Color online� Photographs of the plastic molds used here to form
U30 stones �a� and of the holder used to position the stones in the focus of
the lithotripter �b�. Molds had six white Teflon™ pieces aligned by pins and
held in an aluminum frame closed by bolts. The holder had three spring-
loaded arms to hold the stone repeatably but with little interference to the
SW.
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time sequence �Fig. 6� illustrates that spallation and squeez-
ing are present, but the shear wave initiated by the corners of
the stone and driven by the squeezing wave traveling along
the stone �dynamic squeezing� leads to the greatest stress. In
the Sec. IV B, tests of the roles of these individual mecha-
nisms and the interpretation of the simulation are reported.

B. Test of mechanisms

The results are summarized in Table II. Data were found
to support and to contradict each mechanism. However, the
process described by the linear elastic model consistently
explained the results.

If spallation is the sole mechanism, stones will fracture
at the distal end as shown in Fig. 2 (Spallation Test 1): All
standard stones fractured in two at the distal end �Fig. 2�
with what has been termed classic spall fracture or spalling.16

Standard stones yielded a peak �max of 100 MPa, 3.5 mm
from the distal surface �modeling�, and fractured normal to
the cylinder axis after 45±10 SWs �N=10� at 3.6±0.2 mm
from the distal surface �experiment�. Location of fracture
agreed well with the location of calculated maximum ten-
sion.

This result is the most compelling evidence for spalla-
tion. The fracture location is in excellent agreement with the
distance l�3 mm from the distal end that was predicted for
a plane wave in Sec. I. The location is also in good agree-
ment with the broad location of the maximum stress due to
spallation seen in the simulation. The region is broad because
the negative tail of the shock wave is long.

However, when the model was used to track stress pro-
duced only by the longitudinal wave and its reflection, what
we have defined as spallation, the maximum tension is much
lower, less than 50 MPa. In fact, according to the modeling,
the true maximum stress induced by reflection of the longi-
tudinal wave occurs within 1 mm of the distal end and does
not exceed 20 MPa. The reason is a shortening of the longi-
tudinal wave due to diffraction at the stone edges. Thus, the
full model predicts the location of maximum stress that
agrees well with the location of fracture, and the fracture
looks like spallation. But the model indicates that the spalla-
tion mechanism is not solely responsible and contributes
only a small portion of tension where the fracture occurs.

If spallation is the sole mechanism, stones of different
length will fracture the same distance from the distal end
(Spallation Test 2): Although stones of different lengths
broke with classic spall fracture, fracture in longer stones
occurred farther from the distal end. The result contradicted
spallation. Figure 7 shows the results. Although the predicted
location of maximum tension due to spallation is constant in
all stone lengths, fracture was farther from the distal end in
longer stones. The result that fracture distance increased with
stone length was also observed by Xi and Zhong14 with
larger cylindrical stones.

FIG. 6. Calculated results showing the maximum principal stress �max in a
slice of the stone in a time sequence. The stress �max is plotted on a fixed
scale blue −70 MPa to red +70 MPa, where minus indicates compression. In
the on-line version color images are used on a scale blue −70 MPa to red
+70 MPa. The SW contacts the stone at t=0. The arrows in some of the
frames indicate direction of propagation of specific waves, with each arrow
starting at the corresponding wave front. At t=1 �s, the solid arrow repre-
sents the compression longitudinal wave in the stone, and two dotted arrows
outside the stone show the compression associated with the shock wave
propagating in liquid. This wave gives rise to the dynamic squeezing effect.
At t=3 �s, arrows show two leaky waves that are generated on the stone
surface by the longitudinal wave propagating inside the stone: The dotted
arrows show the divergent conical wave front of a pressure wave in water
and the solid arrow indicates the convergent conical wave front of a shear
wave in the stone. At t=4 �s, solid arrows start at the wave front of the
convergent shear wave that is generated at the proximal corner of the stone
and reinforced by the longitudinal wave propagating in water �shown by
dotted arrow in 1 �s frame�, this wave creates the highest tensile stress and
can be interpreted as dynamic squeezing. The dotted arrow at t=4 �s shows
a longitudinal wave of tension that appears because of reflection of the
compression wave from the distal end of the stone; this wave is associated
with the “spallation” mechanism. The region of high tension seen at t
=5 �s in the central part of the stone is a result of the shear dynamic
squeezing wave with little contribution from the longitudinal spallation
wave.

TABLE II. Summary of results: A plus sign indicates support of a mecha-
nism, and a minus sign indicates contradiction of a mechanism. Results do
not support any one of the three mechanisms completely, but the results are
consistently explained by the linear elastic model.

Full
Test Spallation Squeezing Cavitation model

Spallation Test 1 	 	

Spallation Test 2 
 	

Spallation Test 3 
 	

Squeezing Test 1 
 	 	

Squeezing Test 2 
 	

Squeezing Test 3 
 	

Cavitation Test 1 


Cavitation Test 2 	

Cavitation Test 3 	 	
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Figure 7 shows fracture occurred consistently approxi-
mately 1/3 of the length from the distal end. Calculated peak
�max did the same. This one-third point is the location where
the shear wave traveling at 1330 m/s meets the reflected
longitudinal wave traveling at 2630 m/s. The constructive
interference of these two waves produced the peak �max as
seen in Fig. 6 �t=5 �s�. The simulations show that both the
reflected wave and the focused shear wave maintain a level
amplitude for several millimeters around the one-third point.

If spallation is the sole mechanism, blocking transmis-
sion of the SW through most of the proximal face will in-
crease the number of SWs to fracture (Spallation Test 3): In
the corresponding experiment a 4.5 mm corprene disk was
placed on the proximal surface of the stones and prevented
the longitudinal SW, responsible for spallation, from entering
the stone, yet stone fracture was unchanged with and without
the disk, which indicates the fracture mechanism was not
spallation. With the shield in place it took 50±20 SWs �N
=8� to break the stone and the fracture was 3.5±0.1 mm
from the distal end, which was not significantly different
from the case without the baffle. Comparison of Fig. 6 and
the left column of Fig. 8 shows that although the longitudinal
wave is attenuated by the small proximal disk, the location
and amplitude of peak �max were little affected. Calculations,
both with and without the baffle, yielded peak �max equal to
100 MPa at distance 3.5 mm from the distal end. Based on
Spallation Tests 1–3, the fracture in these experiments does
not appear to be due to spallation.

If squeezing is the sole mechanism, blocking transmis-
sion of the squeezing wave will increase the number of SWs
to fracture (Squeezing Test 1): The result of the correspond-
ing test supports squeezing. The baffle ringing the stone’s
proximal edge blocked the squeezing wave, and the stones
did not fracture. The baffle did not cover the proximal or
distal faces of the stone but presented a barrier to acoustic
waves traveling in the water along the stone. The right col-
umn of Fig. 9 shows the calculations. The proximal baffle
significantly reduced stress deep in the stone, and the stress
produced with the distal baffle was very similar to the case
without a baffle �Fig. 6�. Correspondingly, no stones with the
proximal baffle fractured before the maximum number of
applied shock waves, 300, of this experiment �N=3�. Stones

broke in 40 SWs with the distal baffle which was not statis-
tically different from the results with no baffle.

The result indicates the squeezing wave is an important
contributor; however, the simulations �Fig. 6� indicate that
the maximum stress grows over time, which is not what
would be expected of the static model of squeezing. Unlike a
static field induced by hoop stress, the dynamic stress field in
the simulations shows a shear wave generated at the corners
of the stone and focusing toward the distal axis of the stone.
The shear waves appear to be reinforced by the squeezing
wave traveling along the edge of the stone at nearly the same
speed as the shear wave speed. Thus, the mechanism is more
complicated than and differs from the quasistatic squeezing
mechanism proposed by Eisenmenger,10 but the source is the
wave encircling the stone in both cases.

If squeezing is the sole mechanism, the shape of the tip
or the tail of the stone will not alter the number of SWs to
fracture (Squeezing Test 2): The result of this test did not
support squeezing. Although the squeezing wave was little

FIG. 7. �Color online� Plot of the distance, l, between the fracture and the
distal end vs stone length, L. The fracture occurs farther from the distal end
for longer stones whereas spallation should occur repeatably at the same
distance, 3.1 mm, based on only the shock wavelength �dotted line�. The
solid line corresponds to the distance l=L /3.

FIG. 8. The stress field calculation for Spallation Test 3 �left� and Squeezing
Test 3 �right�, where a small reflective disk is positioned on the proximal
face of the stone to prevent transmission of the longitudinal wave respon-
sible for spallation from entering the stone. Note no vertical longitudinal
wave front is seen entering either stone. When the disk does not cover the
proximal edge �disk 4.5 mm diameter, left� the stress pattern and amplitude
does not differ significantly from Fig. 6, the maximum stress field without
the disk. The calculation indicates spallation does not contribute signifi-
cantly to the stress in the U30 stone. When the disk covers the entire front
surface �disk 6.5 mm diameter, right�, stress is still present inside the stone
but at reduced amplitude. The result is not explained by static concept of
squeezing. The photographs show the fractured stone with the small disk
and a still intact stone with the large disk.
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changed by the shape of the stone, stones with a proximal
conical point required many more SWs to fracture than stan-
dard cylindrical stones or stones with a distal point. The
stress induced by squeezing in conical stones is the same as
in the cylindrical stones since it depends only on the SW
amplitude in the water. Figure 10 shows the results of simu-
lation and the images after fracture. With the conical tip on
the proximal side, predicted stresses within the stone are
very low, and no fracture was observed after 200 SWs �N
=3�, which was the maximum number applied. Although the
distal end is cylindrical, the conical tip increases significantly
the number of SWs required to fracture the stone. The time
sequence of the simulations in Fig. 10 compared to those in
Fig. 6 reveals that the tapered conical point did not produce
a strong and focused shear wave as was generated at the
corners of the blunt end of the cylindrical stone. High
stresses were calculated on the distal surface and after �25
SWs a crater 4 mm in diameter and �1 mm deep formed.
With the tip on the distal end, high stresses, produced by the
shear wave generated at the blunt proximal face, were calcu-
lated in the conical region, and the conical section fractured
after 40 SWs.

If squeezing is the sole mechanism, blocking the entire
proximal face of the stone will not alter the number of SWs to
fracture (Squeezing Test 3): The result of this test did not
support static squeezing but supported that the fracture was
caused by the shear wave initiated at the proximal corners
and strengthened along the side surface of the stone by the
liquid-borne lithotripter shock wave. With the whole face
covered by a corprene disk, low stresses were predicted in
the stone, and stones broke after 212±53 SWs �N=8� includ-
ing three cases where the stone had not broken after 250
SWs, the maximum in this experiment. The distal third of the
stone also did not break cleanly from the stone; it splintered
into about three pieces. The squeezing wave was largely un-
altered as diffraction at the disk is small, but many more
SWs were required to fracture the stone, because the shear
wave was suppressed.

As a whole, these six tests are in agreement with simu-
lations by the model and the description of the mechanism of
creating maximum stress in the stone provided by the model.
In the standard stone �Fig. 6, t=5 �s�, the peak �max was in
the distal end where the fracture occurred. Stress due to spal-
lation was calculated to be low, but added to the primary

FIG. 9. Comparison of the stress field calculated for Squeezing Test 1 with
a reflective baffle around the distal face �left� and proximal face �right� of
the stone. The distal baffle case is little different from the no baffle case in
Fig. 6. Adding the baffle on the proximal face blocks the squeezing wave
and significantly reduces the stress particularly at the distal end of the stone.
Thus inhibiting the squeezing wave, for example with a narrow focus, re-
duces the stress induced in the stone. The images at the bottom are photos of
the stones taken during shock wave application. The 1-mm-thick baffle was
made of corprene. The photograph on the left was taken at the time of
fracture.

FIG. 10. The stress field calculated for a conical stone with the point distal
�left� and proximal �right�. The squeezing wave is unaffected in each but the
stress is much less with the proximal point. The difference is that the proxi-
mal point does not create a strong shear wave, because it does not contain a
sharp corner. The result with the distal point is little different from the
cylindrical case Fig. 6. Focusing of the shear wave in the cylindrical and the
distal conical cases is responsible for the peak tension. The stone in the left
photograph shows fracture at the location of �max, and the right stone did not
fracture.
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mechanism, which was dynamic squeezing where the shear
wave focused from the corner of the proximal face and was
reinforced by the squeezing wave. However, cavitation,
likely present in the experiment but not present in the model,
was not considered.

If cavitation is the sole mechanism, jet impact will pro-
duce high stress in the region of fracture (Cavitation Test 1):
Although from the first few SWs, experiments showed pits
on the proximal and distal surfaces, which is indicative of
cavitation, simulation of a cavitation jet impact did not yield
high stress at the distal end of the stone where fracture oc-
curred. In Fig. 11 only, the model was used to simulate the
force of a 100 m/s water jet �1 mm in diameter� impacting
the stone. The result seen in Fig. 11 is that high maximum
tension was localized to the region of jet impact. Significant
stresses did not appear in the distal portion of the stone ex-
cept on the distal surface. These distal stresses were due to
surface shear waves traveling the surface of the stone and
refocusing on the distal surface. As shown previously,12,13

the stress of impact in the stone acts as a point source, and
losses due to divergence within the stone rapidly weaken the
wave. Figure 11 shows some numerical dispersion, and a
sufficiently small grid was not obtained to remove it. The
dispersion weakens the wave artificially; nevertheless, there
was no evidence that further refining the grid would reveal
significant stress across the distal third of the stone. From
this result, it is apparent cavitation contributes to the pitting
erosion on the surface of the stone �Fig. 2� but does not
appear to contribute directly or strongly to the fracture, be-
cause it induces no strong stress in the region of the crack.

If cracks formed by cavitation are significant in fracture,
stones in a cavitation suppressing medium will have a higher
number of SWs to fracture than stones in a cavitating me-
dium (Cavitation Test 2): The corresponding experimental
results supported that with cavitation suppressed stones took
longer to fracture. Standard stones in glycerol required

127±57 SWs �N=8� to break. Vakil et al.22 also found many
more SWs were required to fracture stones in glycerol. Al-
though the previous test showed the cavitation collapse
might not induce significant stresses within the stone, this
test result indicates that surface pitting is important in frac-
ture.

If cracks formed by cavitation are significant in fracture,
stones with surface cracks but in a cavitation suppressing
medium will have the same number of SWs to fracture as
stones initially without surface cracks in a cavitation sup-
porting medium (Cavitation Test 3): This test was positive.
Stones with the etched band 2 mm from the distal surface
required 17±6 SWs �N=8� to break in glycerol. The frac-
tures were conical as might be predicted by the calculated
peak maximum tensile surface, a two-dimensional view of
which is shown in Fig. 12. Thus with cavitation suppressed,
the stones did not break unless an etched band �representing
cavitation damage� was present, and the fracture pattern was
predictable with the model.

When the etched band was placed 3 or 4 mm instead of
2 mm from the distal end, fracture was not as rapid. How-
ever in water, 17±8 SWs �N=5� were required to break a
stone with an etched band at 4 mm, which is not statistically
different from the etched stone in glycerol. The sensitivity to
location of the etch is likely due to the faster sound speed in
glycerol, but the similarity in number of SWs to fracture
indicates that glycerol had little effect other than to reduce
cavitation. Simulations in glycerol also showed little effect,
but a slight reduction in peak �max due to �1� loss at the slight
acoustic impedance mismatch between water and glycerol
and �2� the mismatch, and therefore reduced reinforcing, be-
tween the sound speed in glycerol and the shear wave speed
in the stone.

C. Summary of results

Figures 13 and 14 show a summary of calculated results
for some of the cases. Figure 13 shows peak maximum ten-
sile stress that occurred at anytime during the simulation at
every point in the field, the max stress field. Figure 14 shows
an axial plot of these max stresses. The left column of Fig.
13 and the lines labeled a, b, and d in Fig. 14 show how little
the stresses were changed by blocking the longitudinal wave
from entering the stone or altering the distal end of the stone.
In addition, stress is concentrated at the tips of cracks �top

FIG. 11. Maximum principal stress induced by a 1-mm-diam fluid jet im-
pinging upon the U30 stone surface at 100 m/s in a simulation of the fluid
jet impact by a collapsing cavitation cloud as seen in Fig. 4�a�. It is seen that
the jet generates spherically divergent longitudinal �faster� and shear waves
�slower� waves in the stone. The bottom-right image represents absolute
maximum stress throughout time, the so-called max stress field. Stress is
high but localized to the region of impact. Little stress is induced in the
distal end where fracture occurred. However, cavitation-induced cracks in
the surface may be critical to seeding fracture.

FIG. 12. A stone etched 2 mm from the distal end fractures in a conical
shape �right� as illustrated by the modeled peak stress field at t=5 �s �left�.
Stress concentrations appear at the tip of the etched cracks. The result indi-
cates fractures grow between the point of maximum stress and surface
cracks as may be generated by cavitation as illustrated in Fig. 4�b�.
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right in Fig. 13�. However, the lower three frames in Fig. 13
and the lines labeled c and e in Fig. 14 show how dramati-
cally the stress in reduced by blocking the “squeezing” wave
or preventing creation of a shear wave at the corners of the
proximal face. The lower right frame in Fig. 13 indicates that
the squeezing wave is most important in creating the stress in
that although the proximal corners are smooth and not
abrupt, high stress is created and occurs near the distal end as
the squeezing wave must travel over the length of the stone
to generate the reinforcement and focusing.

In addition to the stress field in the stone, the negative
pressures in liquid are of interest. The negative pressure of
the planar shock wave is −10 MPa and is not particularly
noticeable in Fig. 13. Instead the elastic waves in the stone
generate negative pressures greater than −10 MPa in the
fluid around the stone.26 At the proximal and particularly the
distal end of the stones negative pressure near −50 MPa is
calculated and this is where particularly large and long-
lasting cavitation bubbles are observed �Fig. 4�.26 In addi-

tion, faint but still strong negative pressure can be seen ring-
ing the stone on the distal end, which presumably contributes
to the band of bubbles encircling the stone.29

V. DISCUSSION AND CONCLUSIONS

A new mechanistic description of stress and fracture in
cylindrical U30 stones in lithotripsy was reported. The de-
scription is that shear waves generated at corners in the
boundary of the stone are reinforced by the SW in water
traveling along the surface of the stone and focus to generate
the highest stress in the distal end of the stone. It was argued
that a fracture plane results between the maximum stress and
the stone surface. The description is the result of calculation
based on linear elasticity theory. Although some in the lithot-
ripsy community have been content that energy density �tem-
poral and spatial integral of the pressure squared divided by
the focal beam width�38 of the conventional lithotripsy shock
wave correlates with stone comminution,16 this model shows
how the energy is applied is important and leads to different
mechanisms of action. Long ago, Griffith39 introduced an
energy concept to fracture mechanics that we apply here to
kidney stones and that states that the fracture growth depends
on the elastic energy �associated with tension� applied to the
material. However, the important energy is that associated
with the tension in the stone and not the initial energy in the
shock wave applied to the stone. The tension in the stone was
adequately described by the model but is not simply related
to the SW energy or energy density: it depends on the shock
waveform as shown by Sapozhnikov and Cleveland18 and on
beamwidth as shown here as well. If the beamwidth of the
lithotripter is narrower than the stone then dynamic
squeezing—the dominant mechanism in this study—cannot
contribute.

A series of experiments tested the result of the theoreti-
cal model versus already defined mechanisms—spallation,
squeezing, and cavitation—of inducing stress in the stone.
Some test results could be explained by spallation or squeez-
ing, but other tests could not. The results of the model were
consistent with all the tests. A SW beamwidth broader than
the stone was critical to maximizing the stress in the stone.

FIG. 14. Distribution of the absolute maximum throughout time of the
maximum principal stress �tension� along cylindrical stone axis in various
test conditions: �a� standard stone, �b� baffle encircling distal end, �c� baffle
encircling proximal end, �d� 4.5 mm disk on the proximal face, and �e�
6.5 mm disk on the proximal face. Blocking the longitudinal wave respon-
sible for spallation only minimally reduces the stress, �d�. Blocking genera-
tion of the shear wave �e� from the proximal corners of the stone or blocking
the squeezing wave �c� that drives the shear wave results in a significant
reduction in stress in the stone.

FIG. 13. Distribution of the absolute maximum throughout time of the
maximum principal stress �tension� in various test stones. The max stress
field is little changed by blocking the longitudinal wave entering the stone or
altering the distal end of the stone as in the left column. In addition, stress is
concentrated at the tips of cracks �top right�. However, blocking the
“squeezing” wave or preventing creation of a shear wave at the corners of
the proximal face significantly reduces the stress �lower three frames in the
right column�. In addition, the elastic waves in the stone create high nega-
tive pressure ��50 MPa� in the liquid near the proximal and distal surfaces
of the stone. Cavitation may be expected in these regions and is indeed
observed �Ref. 26�.
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Test results did not support that cavitation on the proximal
end generated stress that led to fracture seen on the distal end
of the stone. However, results did support that cavitation
pitting on the surface led to stress concentrations from which
fractures grow. It should be noted that multiple localized
stresses resulting from many cavitation bubbles along the
surface of the stone as seen in experiments26 were not simu-
lated and could possibly sum to generate considerable stress
deep within the stone.

The mechanisms were specifically and rigorously de-
fined. Although the model includes shear in general, the
mechanism related to shear discussed here was shear waves
generated at the boundary of the stone. Spallation is the cre-
ation of tension due by the interference of the longitudinal
wave and its inverted reflection. Squeezing is a static concept
of stress induced by a narrow band of pressure encircling the
stone. Others have dismissed squeezing from outside the
stone and attributed comminution entirely to spallation by
loosely defining spallation as “shear and tear,”16 in other
words all stress within the stone. However, this broad defi-
nition of spallation essentially means the comparison could
be restated as stress in the stone is more important than stress
outside the stone, which is obvious. Our results with the
rigorous definition of the mechanisms show that shear waves
reinforced by squeezing and to a small extent constructively
interfering with the reflected longitudinal wave lead to the
maximum stress. The location of this peak maximum princi-
pal tensile stress, not the location of the maximum stress of
spallation, agrees with the location of the “spall fracture” or
fracture in two at the distal end.

Our experiment was also specific. The end point was the
first fracture into two pieces of a specific stone, fixed in a
specific position, in specific fluid conditions, in a specific
lithotripter. The controlled conditions provided for a careful
test of the model and of mechanisms of breakage. The excel-
lent correlation of calculated high stress to few shock waves
to fracture and the location of high stress to the location of
fracture in these controlled tests gives confidence in the
model. From here, the use of the model might be extended.

For example, repeated calculations might be used to
simulate the comminution process. �It is important to note
here that one case of axisymmetric simulations shown in
Figs. 6 and 8–10 takes fewer than 10 min on a 2 GHz per-
sonal computer, i.e., the modeling is fairly fast.� Our study
neglected how the role of each mechanism may change with
repetitive shock waves and stone breakage. Appearance of a
crack will reflect the shock wave and prevent its propagation
deeper in the stone; the stress distribution would then
change. In repetitive SW application, cavitation plays two
additional roles. With repetitive shock waves especially at
fast clinical rates, bubbles do not have sufficient time to dis-
solve between consecutive shock waves, and absorption and
scattering of the acoustic energy by the bubbles can reduce
the pressure that reaches the stone.31,40–42 Also, cavitation
may play an increasingly important role as stones fragment
and become smaller.43 Elastic wave propagation is sup-
pressed as stones approach the size of a wavelength, but
surface forces, such as generated by cavitation, are not a
function of stone size.18 However, a series of simulations,

where perhaps the SW amplitude is diminished to simulate
shielding and stone size is reduced to simulate fragmenta-
tion, may reveal how the dominant mechanism changes dur-
ing treatment.

The model may be used to test the parameter space of
stone material, stone shapes, shock wave beamwidths, and
more, in ways not reasonable by experiments. It may be
gleaned from our results that the shear wave so important in
the cylindrical stone would be less important in the spherical
stone because shear waves were generated at sharp edges in
the stone boundary. Calculations would be further refined by
including a simulation of cavitation activity31,32 and fracture
dynamics.6 Currently, simulation could be useful in treatment
planning. For example, focal beamwidth, which is adjustable
on some current machines, might be changed based on a
diagnostic image of the stone and a calculation of the stress
produced in the stone. In the future, real-time imaging and
simulation could direct changes to the beamwidth or the
shock waveform during treatment.

In summary, it was reported that a theoretical model
accurately described the physical mechanism leading to ob-
served stone fracture. None of the specific mechanisms, spal-
lation, squeezing, or cavitation, completely described the
fracture. The results of the model were more useful than
these descriptors.
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Because whistles are most commonly associated with social delphinids, they have been largely
overlooked, ignored, or presumed absent, in solitary freshwater dolphin species. Whistle production
in the freshwater dolphin, the boto �Inia geoffrensis geoffrensis�, has been controversial. Because of
its sympatry with tucuxi dolphins �Sotalia fluviatilis�, a whistling species, some presume tucuxi
whistles might have been erroneously assigned to the boto. Using a broadband recording system, we
recorded over 100 whistles from boto dolphins in the Yasuní River, Ecuador, where the tucuxi
dolphins are absent. Our results therefore provide conclusive evidence for whistle production in Inia
geoffrensis geoffrensis. Furthermore, boto whistles are significantly different from tucuxi whistles
recorded in nearby rivers. The Ecuadorian boto whistle has a significantly greater frequency range
�5.30–48.10 kHz� than previously reported in other populations �Peru and Colombia� that were
recorded with more bandwidth limited equipment. In addition, the top frequency and the range are
greater than in any other toothed whale species recorded to date. Whistle production was higher
during resting activities, alone or in the presence of other animals. The confirmation of whistles in
the boto has important implications for the evolution of whistles in Cetacea and their association
with sociality. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2404918�

PACS number�s�: 43.80.Ka �WWA� Pages: 1203–1212

I. INTRODUCTION

The Amazon River dolphin, or boto, is known to pro-
duce a variety of sounds, e.g., echolocation clicks, single
intense clicks, jaw snaps, and burst-pulsed sounds �Caldwell
and Caldwell 1967, Caldwell et al. 1966�. Whistles were first
reported by Nakasai and Takemura �1975� in Peru and later
documented in more detail by Wang et al. �1995a, 2001�.
Whistles have been also reported in the boto from the
Orinoco River �Diazgranados and Trujillo 2002�. Despite
these reports, whistle production in this riverine dolphin has
been questioned on the basis that boto distribution overlaps
largely with tucuxi dolphins �Sotalia fluviatilis�, a well docu-
mented whistling species. Hence, tucuxi whistles may have
been erroneously assigned to the boto �e.g., Podos et al.
2002�. In fact, it has been suggested that whistles are unique
to social delphinids �Herman and Tavolga 1980; Podos et al.
2002�. Certainly, whistles are best studied in social delphin-
ids, where they are used for various communication purposes
such as individual identifiers, coordination of group behav-
ior, and maintenance of group cohesion �e.g., Caldwell and
Caldwell 1965; Caldwell et al. 1990; Fripp et al. 2005; Herz-
ing 2000; Janik 2000; Tyack 1997, 2000; Watwood et al.
2004�. However, nondelphinid toothed whale species like the
Chinese river dolphin Lipotes vexillifer �Jing et al. 1981;

Xianying et al. 1981; Wang et al. 1989; Wang et al. 2006�,
the beaked whales of the genus Berardius spp �Dawson et al.
1998, Rogers and Brown 1999�, the narwhal Monodon
monocerus, and the beluga Delphinapterus leucas �e.g., Be-
likov and Bel’kovich 2001, 2003; Ford and Fisher 1978;
Karlsen et al. 2002; Shapiro 2006; Sjare and Smith 1986;
Watkins et al. 1970� are known to produce whistles as well
in a variety of contexts.

Here we document whistles and their behavioral context
in the boto dolphins of the Yasuní River, Ecuador, and dis-
cuss the potential of these signals as communicative signals
in this solitary freshwater dolphin.

II. METHODS

A. Study site

The boto is one of the most widely distributed freshwa-
ter dolphins. In parts of its distribution it is sympatric with
Sotalia fluviatilis �da Silva 2002�. The boto inhabits principal
tributaries of the Amazon River as well as small rivers and
lakes across its distribution �da Silva 2002�. Since one of the
main criticisms of previous work on boto whistles is the
presence of S. fluviatilis in the area of recordings, it was
important for our study to be conducted in areas where only
botos were found. We selected the Yasuní River, a tributary
of the Napo River, a narrow river that inundates the adjacent
forest and lagoons, during the high-water season �Fig. 1�.
During the low-water season the river becomes narrower and

a�Author to whom correspondence should be addressed. Electronic mail:
lmayc002@fiu.edu
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the lagoons dry out �Galacatos et al. 2004�, not the type of
habitat in which S. fluviatilis is known to occur �da Silva
2002�.

Overall S. fluviatilis is believed to have low population
densities in Ecuador �Dekinger 2001, Zapata-Rios and Utr-
eras 2004�. While relatively common in the Putumayo and
Morona Rivers, local biologists �Zapata-Rios and Utreras
2004, Victor Utreras pers. comn. 2006�, park rangers, and
inhabitants of the area confirm that S. fluviatilis is rare in the
Yasuní, Napo, and Aguarico rivers, and absent in the Yasuní
during the low-water season. Our study took place in the
Yasuní River during the low-water season when boto were
confined to deeper areas of this narrow river.

We recorded boto dolphins from 14 to 19 August 2005
between 6 a.m. to 6 p.m. In order to decrease chances of
encountering �and accidentally recording� S. fluviatilis we
recorded botos at least 1.5 km away from the point of inter-
section with the Napo River where the chances to see S.
fluviatilis may be higher �Zapata-Rios and Utreras 2004�. As
expected, we observed only botos in the Yasuní River and
are thus confident that all the whistles presented in this study
correspond exclusively to the boto. To verify this, we com-
pare and contrast boto whistles with 20 whistles recorded
from six individuals of S. fluviatilis and 13 whistles from one
group that contained both species at the intersection between
the Napo and the Aguarico rivers, about 14 km downstream
from the intersection between Yasuní and the Napo rivers.
The 20 whistles recorded from single animals were very
similar in contour, time, and frequency parameters to other S.
fluviatilis populations �e.g., Podos et al. 2002, Azevedo and
Van Sluys 2005, Wang et al. 1995a, 2001�. These single
animals were recorded near the boat and botos were not
present in the area. The other 13 whistles were identical to
these in all acoustic parameters therefore they were assigned
to S. fluviatilis.

B. Whistle definition

To understand the evolutionary history of whistles and
the factors that may have influenced their evolution we must
first understand their distribution among cetaceans. To do so
it is important not to a priori bias whistle definition, e.g., by
defining them in the context of a behavior that may have
much more limited distribution than the sounds themselves.
Rather, it seems less presumptuous to define sounds in terms
of acoustic parameters. Whistles are tonal sounds produced

by toothed whales. These sounds have a specific acoustic
structure that consists of narrowband and frequency modu-
lated sounds �Richardson et al. 1995�. Whistles may be com-
plex in contour �e.g., sine, convex, concave, upsweep, down-
sweep� or simply constant in frequency, e.g.,
Lagenorhynchus albirostris �Rasmussen and Miller 2002�,
Sotalia guianensis �Azevedo and Van Sluys 2005� and
Stenella longirostris �Barzúa-Durán and Au 2002�. Often
whistle fundamental frequency is below 20 kHz �Richardson
et al. 1995�, but not limited to this range, e.g., Oswald et al.
�2004� found that Delphinus delphis, Stenella attenuata, S.
coeruleoalba, and S. longirostris produced whistles with fre-
quencies up to 24 kHz, in Lagenorhynchus albirostris
whistle fundamental frequency can go up to 35 kHz �Ras-
mussen and Miller 2002� and up to 41 kHz in Tursiops trun-
catus �Boisseau 2005�. Whistles may be continuous or con-
sist of series of breaks and segments �Richardson et al. 1995�
and contain or not harmonics �Au 2000�. Some dolphin spe-
cies like S. longirostris �Lammers and Au 2003� and L. albi-
rostris �Rasmussen et al. 2006� produce whistles with high
order harmonics. Finally, whistles vary greatly in duration.
For instance, Sousa chinensis whistles can range from
0.01 to 1.3 s �Van Parijs and Corkeron 2001� and in Tursiops
truncatus from 0.05 to 3.2 s �Wang et al. 1995b�.

C. Recordings and behavioral observations

Dolphin signals were recorded using a broadband sys-
tem consisting of a RESON hydrophone �−203 dB re
1 V/�Pa, 1 Hz–140 kHz� connected to AVISOFT recorder
and Ultra Sound Gate 116 �sampling rate 400–500 kHz
16 bit� that sent the signals to a laptop. Recordings were
made continuously. For accompanying behavioral observa-
tions, recording sessions were segmented into 3 min inter-
vals. Behavioral observations were made in every other
3 min interval and the predominant behavior during that in-
terval was recorded. Because the river was narrow and rela-
tively shallow, animals were in sight for the observers most
of the time. When animals were not in sight during a 3 min
scanning period, the behavior was noted as unknown. Only
3 min periods with acoustic and behavioral information were
used for the analyses. Five behavioral categories were de-
fined: �1� Feeding/Foraging, when animals were actively
searching, pursuing, and/or consuming prey were assigned to
this category, �2� Social activities, when dolphins interacted
among themselves, e.g., body contact, tail slapping, and ani-
mals following the boat or other animals, �3� Traveling,
when dolphins were swimming either slowly or fast while
maintaining a defined direction, �4� Resting was defined as in
Dekinger �2001� were animals showed nondirectional swim-
ming and surfaced regularly at a slow speed or when surfac-
ing occurred in the same area without any abrupt or fast
movement, �5� Unknown behavior, was assigned when the
animals were not in sight and thus the behavior activity
could not be determined.

Group size, group composition, photo-ID, and geo-
graphical position data were also collected. Recordings were
obtained from 14 to 19 August 2005, giving a total of 214
files recorded ��9 h and 45 min of recorded time�. We ana-

FIG. 1. Map showing the location of the Yasuni River and groups of botos
�white dots� recorded during this study.
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lyzed all good quality whistles using the program Raven 1.1
�Cornell Laboratory of Ornithology, New York� with a fast
Fourier transform size of 1024 points, an overlap of 50%,
and using a 512–522 sample Hann window.

Eight parameters were measured for each whistle: start-
ing frequency �SF�, ending frequency �EF�, minimum fre-
quency �MinF�, maximum frequency �MaxF�, delta fre-
quency �DF=MaxF—MinF�, peak frequency �PF, measured
in the whistle contour where intensity was the highest�, du-
ration �s�, number of inflection points and contour type. Con-
tour type was categorized as by Azevedo and Simão �2002�.

We used SYSTAT® statistical software for descriptive and
nonparametric statistics. After testing for normality using the
K-S Lilliefors, Skewness, and Kurtosis tests, nonparametric
tests were selected to analyze the data. The Kruskal-Wallis
test was used to determine if whistle acoustic parameters
varied across behavioral states and groups �sightings� and
Chi-square one sample test for Goodness of Fit to determine
if whistle production rate �No. whistles/min/individual� var-
ied across behaviors. The Kolmogorov-Smirnov test for two
independent samples was used to determine if the medians of
the acoustical parameters differed between the two species.
A multivariate discriminant function analysis was used to
classify whistles within and between species. The Jackknife
method was used to calculate the percent of correct classifi-
cation for each species.

III. RESULTS

A total of 121 high quality tonal sounds fitted the defi-
nition of “whistles” �see above� until now only described in
delphinids and a few other toothed whales. However, these
whistles were not produced in bouts as in many delphinids
species. They were produced singly and spaced in time. The
overall whistle production was 0.015 whistles/min/
individual.

Whistle fundamental frequency ranged from 5.30 up to
48.10 kHz and was short in duration �0.002–0.080 s� �Table
I, Fig. 2�. About half �48%; n=58� of the whistles had maxi-
mum frequency values above 24 kHz. This demarcation
point was chosen because most dolphin whistles reportedly
do not go beyond 24 kHz �with the exceptions mentioned
earlier� and this is often the upper limit of recording equip-
ment used in many earlier studies. Similarly 42.1% �n=51�
of beginning frequency, 13.2% �n=16� of peak frequency,
5.78% �n=7� of end frequency, and 1.65% �n=2� of mini-
mum frequency measurements were above 24 kHz.

In terms of whistle contours 95.8% �n=116� of the
whistles were descending in frequency. Examples of whistle
contours produced by botos are shown in Fig. 2 in conjunc-
tion with tucuxi whistles for comparison purposes. Only five
of all selected whistles had harmonics. The highest fre-
quency harmonic reached 43.5 kHz.

The whistles were recorded during three behavioral cat-
egories: slow traveling, feeding, and resting. Although more
whistles were produced during travel activities when ac-
counting for time and number of individuals, whistle produc-
tion was significantly higher during resting activities with
0.24 whistles/min/per individual ��2=0.50, df =1, p�0.05�
compared to traveling �0.03� and feeding �0.03�. There were
no significant differences in the acoustic parameters of
whistles across behaviors at p-value 0.05 level �Table II�.

Whistles did vary significantly in their acoustic structure
across sighted groups �only groups with more than five
whistles were compared� for all whistles parameters except
delta frequency �Kruskal-Wallis test, df =8, n=121: MinF
�2=20.31, p=0.026; MaxF �2=25.46, p=0.005; SF �2

=23.31, p=0.010; EF �2=23.86, p=0.008; PF �2=23.28, p
=0.010; Duration �2=25.46, p=0.005, DF p�0.05, Table
III�. Whistle acoustic parameters did not vary significantly
when comparing whistles of groups consisting of adults with
groups of adults with calves �p�0.05�.

TABLE I. Descriptive statistics of boto whistles with comparison to previously published data �in bold values for all 121 whistles and in parenthesis values
for 70 whistles with frequency values below 25 kHz for comparison purposes�.

Min F �kHz� Max F �kHz� Start F �kHz� End F �kHz� Delta F �kHz� Peak F �kHz� Duration �s�

This Study

Mean 14.54 �12.59� 24.71 �19.26� 23.30 �18.49� 15.48 �13.10� 10.18 �6.71� 18.62 �15.36� 0.009 �0.010�
SD 4.32 �3.96� 8.37 �4.0� 8.53 �4.10� 5.70 �4.35� 7.02 �2.47� 6.61 �4.52� 0.011 �0.014�
Range 5.30–26.44

�5.30–21.37�
10.88–48.10

�10.88–24.89�
9.77–48.10

�9.77–24.89�
5.30–42.99

�5.30–24.62�
2.94–34.39

�2.99–16.52�
3.22–48.83

�6.35–22.95�
0.002–0.080

�0.002–0.080�
CV% 29.7 �31.5� 33.9 �20.8� 36.1 �22.1� 38.60 �33.3� 68.9 �36.9� 35.50 �29.5� 128.2 �134.2�

Wang et al. �1995a, 2001�a

Mean 2.54 2.97 2.61 2.86 ¯ ¯ 1.14
SD 0.76 0.84 0.75 0.77 ¯ ¯ 1.01
Range 0.220–4.22 0.5–5.16 0.220–4.22 0.360–4.86 ¯ ¯ 0.16–4.42
CV% 29.88 28.11 28.55 27.01 ¯ ¯ 91.10

Diazgranados and Trujillo �2002�
Mean ¯ ¯ ¯ ¯ ¯ ¯ ¯

SD ¯ ¯ ¯ ¯ ¯ ¯ ¯

Range 3 13 ¯ ¯ ¯ ¯ ¯

CV% ¯ ¯ ¯ ¯ ¯ ¯ ¯

aRecording system with maximum frequency limited to 25 kHz.
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When comparing boto and tucuxi whistles we found sig-
nificant differences in all whistle parameters medians �MinF
Kolmogorov–Smirnov �KS�=0.543, p�0.001; MaxF KS
=0.537, p�0.001; DF KS=0.190, p�0.001, SF KS=0.683,
p�0.001; EF KS=0.298, p�0.001; PF KS=0.336, p
�0.001; Duration KS=0.901, p�0.001�. The boto whistles
were higher in frequency for all frequency parameters and
much shorter in duration than the whistles produced by tu-
cuxis recorded from the Napo and Aguarico rivers �Fig. 3�.
Tucuxis produced two classes of whistles that can be de-
scribed as �1� whistles with maximum frequencies below
20 kHz and minimum frequencies below 10 kHz, and �2�
whistles with maximum frequencies below 25 kHz and mini-
mum frequencies above 10 kHz �see Fig. 4�. Both categories
of whistles overlap with boto whistles. Despite this overlap
in frequency, the discriminant function analysis correctly
classified �based on all acoustical parameters� all boto
whistles �100%�. Only 15% of the tucuxi whistles were in-
correctly classified.

IV. DISCUSSION

Our results confirm previous findings that botos indeed
whistle �Wang et al. 1995a, 2001, Diazgranados and Trujillo
2002� and suggest that boto whistles are frequency modu-
lated with one of the widest frequency ranges ever reported
in a toothed-whale species. Interestingly, the acoustic struc-
ture of these whistles is not only distinct from those of the
sympatric S. fluviatilis but also appears quite distinct from
other acoustically known boto populations in Colombia �Inia
geoffrensis humboldtiana� �Diazgranados and Trujillo 2002�
and Perú �Inia geoffrensis geoffrensis� �Wang et al. 1995a,
2001�. However, the comparison between these studies is
difficult due to differences in recording equipment as dis-
cussed below.

A. Between and within species variation

Boto whistles differ from tucuxi whistles in all their
acoustical parameters. As shown in Fig. 4, botos produced

FIG. 2. Examples of whistles �y axis=frequency in kHz, x axis=time in seconds� recorded from Inia geoffrensis geoffrensis in the Yasuni River, Ecuador
�a�–�f�. Examples of whistles recorded from Sotalia fluviatilis in the Napo and Aguarico River are given for comparison purposes �h�–�i�.
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higher frequency whistles. These whistles are more limited
in their contour diversity �95.8% of the whistles were down-
sweep� than tucuxi whistles �and those of most other dol-
phins�. Several factors have been proposed to explain inter-
specific whistle variation including: morphological
constraints �Wang et al. 1995a, Matthews et al. 1999�, envi-
ronment �Wang et al. 1995a�, sociality �Podos et al. 2002�,
zoogeographical relationships �Steiner 1981�, and phyloge-
netic relationships �Steiner 1981, Wang et al. 1995a�.

Body size is the most important morphological factor
believed to influence signal frequency in animals �Marquet
and Taper 1998�. Overall, the larger the animal the lower
frequency sounds it tends to produce. This is because body
size and the size of sound producing organs are often corre-
lated �Fletcher 1992�. Some authors �e.g., Wang et al. 1995a,
Podos et al. 2002� have proposed a similar relationship be-
tween body size and maximum frequency. However, in the
case of cetaceans a recent study showed that when account-
ing for phylogeny the proposed relationship between body
size and maximum frequency disappears �May-Collado et al.
in press�. Thus the fact that botos ��2.6 m, 160 kg� can
produce much higher frequency whistles than the smaller
tucuxis ��1.52 m, 40 kg� is not counter to any general rule.

It is unlikely that whistle variation is explained by dif-
ferences in habitat acoustic structure since both species live
in very similar environmental conditions. Another proposed
factor to explain interspecific whistle variation is zoogeo-

graphical relations. Steiner �1981� suggested “the degree of
differences in the whistle vocalizations among �five dolphin�
species closely followed predictions based on classic
allopatric/sympatric relations among species.” This idea is
congruent with the “species recognition hypothesis” �see
Sætre et al. 1997� that states that animal vocal acoustic struc-
ture has evolved “to” reduce hybridization. Unfortunately,
there is very little quantitative information of the extent to
which botos and tucuxis are allopatric and sympatric at both
spatial and temporal scales to test this idea.

Botos and tucuxis are not closely related �e.g., Hamilton
et al. 2001, May-Collado and Agnarsson 2006� which could
largely explain their differences in whistle structure. How-
ever, there is recent evidence that social structure �or at least
some components of sociality� could also explain part of this
variation. For instance, differences in whistle contour and
frequency and time parameters of the distantly related spin-
ner and bottlenose dolphins �e.g., Hamilton et al. 2001,
LeDuc et al. 1999, May-Collado and Agnarsson 2006� have
been largely explained in terms of “group fluidity” �a com-
ponent of sociality� �Barzúa-Durán 2004�. Botos and tucuxis
are not only more distantly related but also differ even more
radically in their social structure. While botos appear to be
solitary �Best and da Silva 1993� or at least live in small
nonstructured groups �where the strongest social bond ap-
pears to be limited to mother and calf� �e.g., Aliaga-Rossel
2002; McGuire and Winemiller 1998�, Sotalia spp. lives in

TABLE II. Descriptive statistics for each behavioral class for a total of 121 whistles recorded in relation to their behavioral context �there were not significant
differences for any of these parameters across behaviors�.

Parameters Feeding (n=32) Resting (n=21) Slow Traveling (n=68)

Min F (kHz)
(mean±SD) 14.48±4.95 14.59±4.66 14.56±4.39

Range 6.56–21.22 6.26–23.10 5.30–26.44
CV% 28.0 32.0 30.2

Max F (kHz)
(mean±SD) 25.25±9.28 22.84±6.97 25.03±8.36

Range 11.83–43.68 12.76–41.72 10.88–48.06
CV% 36.8 30.5 33.4

Delta F (kHz)
(mean±SD) 10.84±7.84 8.25±6.48 10.47±6.77

Range 3.82–28.24 2.99–30.35 2.94–34.40
CV% 72.3 78.6 64.7

Start F (kHz)
(mean±SD) 22.79±9.06 22.15±7.14 24.43±8.68

Range 11.83–43.68 12.76–41.72 9.77–48.06
CV% 39.7 32.2 35.5

End F (kHz)
(mean±SD) 16.85±7.85 15.62±5.21 14.80±4.50

Range 7.06–42.98 6.26–26.85 5.30–27.34
CV% 46.6 33.3 30.4

Peak F (kHz)
(mean±SD) 17.95±4.95 16.15±5.80 18.49±5.75

Range 7.81–27.34 3.22–26.86 6.35–33.69
CV% 27.6 35.9 31.1

Duration (s)
(mean±SD) 0.006±0.007 0.008±0.008 0.010±0.014

Range 0.002–0.039 0.002–0.039 0.002–0.080
CV% 111.5 103.4 129.4
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structured social groups �Monteiro-Filho 2000�. Additionally,
May-Collado et al. �submitted B� found that whistle
complexity—a concept based on whistle mean number of
inflection points—may be influenced by group size and so-
cial structure �two components of sociality�. More specifi-
cally, they found that simple whistles �mean number of in-
flection points equal or below one� were particularly
concentrated in “solitary” species while the phylogenetic dis-
tribution of complex whistles and social species largely over-
lap.

Although boto dolphins from the Yasuní River produced
whistles with frequency parameters that appear to be far
above �5.30–48.10 kHz� the values reported by Wang et al.
�1995a, 2001 � in botos from the Marañon and Tigre Rivers
in Peru �0.22–5.16 kHz� and by Diazgranados and Trujillo
�2002� in the Orinoco River �3–13 kHz� �Table I� compari-
sons cannot be done at this point. This is due in part to
differences in the recording systems maximum frequency
limitations �up to 25 kHz�, to the lack of information on
several standard acoustic parameters �Diazgranados and

Trujillo �2002�, and the uncertainty regarding the assignment
of the low frequency whistles to boto dolphins �Wang et al.
1995a, 2001�. Therefore, until we have full frequency range
recordings from other botos populations, comparisons are
difficult and speculative.

We limit this part of the discussion to the observed dif-
ferences among “groups” �note that several of the groups
consisted of only one individual� where with the exception
for delta frequency, whistle acoustic parameters vary signifi-
cantly across groups �Table III�. In most delphinids within
species variation is primarily in duration and modulation
�e.g., Wang et al. 1995b, Morisaka et al. 2005a, 2005b,
Barzúa-Dúran and Au 2002, 2004� rather than in frequency
as observed in this boto population �also see Azevedo and
Van Sluys 2005, Rossi-Santos and Podos 2006 for Sotalia
guianensis�. In part, this variation has been explained as
product of adaptation to local ecological conditions �e.g.,
ambient noise, see Morisaka et al. 2005b�. It is unlikely that
the among group whistle differences observed in this boto
population are explained by contrasting habitat acoustic

TABLE III. Whistle acoustic structure described for each recorded single animal and group.

Groups
Min F
(kHz)

Max F
(kHz)

Delta F
(kHz)

Start F
(kHz)

End F
(kHz)

Peak F
(kHz)

Duration
(s)

No. of
whistles

No.
individuals

present
Group

composition

G1 Mean±SD 17.20±2.48 30.23±8.28 13.04±7.62 29.63±9.27 17.80±2.60 23.43±4.56 0.006±0.007 6 1 Adulta

Range 13.90–20.04 19.71–38.60 3.62–23.27 16.10–38.60 13.9–20.04 17.58–27.34 0.002–0.019

C.V.% 14.4 27.4 58.4 31.3 14.6 20.0 111.8

G2 Mean±SD 14.44±4.18 23.68±8.93 9.24±7.56 23.44±9.13 14.53±4.01 17.32±4.69 0.005±0.003 23 3 Adults

Range 7.18–24.90 11.83–43.68 3.82–28.02 11.83–43.68 7.44–21.22 7.81–24.90 0.002–0.017

C.V.% 27.1 37.7 81.8 38.9 27.6 27.1 76.0

G3 Mean±SD 16.08±5.03 26.95±7.82 10.87±7.72 26.37±8.22 16.19±5.11 19.03±6.6.30 0.009±0.015 33 4 3 Adults

Range 5.30–26.44 12.58–48.10 2.94–34.39 9.77–48.07 5.30–27.34 3.22–27.83 0.002–0.080 1 calfb

C.V.% 31.1 29 71.0 31.2 31.6 33.1 156.9

G4 Mean±SD 14.60±3.22 24.36±6.40 9.77±4.47 24.36±6.40 14.60±3.22 18.80±4.85 0.004±0.002 8 3 2 Adults

Range 7.43–17.68 12.07–33.14 4.64–18.14 12.07–33.14 7.43–17.68 9.76–24.41 0.002–0.007 1 Juvenilec

C.V.% 22.1 26.3 45.7 26.3 22.1 25.8 43.1

G5 Mean±SD 14.53±3.72 24.39±9.84 9.84±7.89 23.80±10.17 14.66±3.76 17.94±6.35 0.008±0.009 12 3 2 Adults

Range 7.85–18.31 10.88–41.44 2.99–25.02 10.84–41.44 7.85–18.31 8.79–33.69 0.002–0.030 1 Juvenile

C.V.% 25.6 40.4 80.2 42.7 25.7 35.4 116.2

G6 Mean±SD 8.92±3.48 16.20±4.07 7.28±1.07 16.03±4.15 8.92±3.48 11.28±3.52 0.026±0.014 9 1 Adult

Range 6.53–17.80 14.13–27.01 6.02–9.21 13.67–27.01 6.53–17.80 7.81–19.53 0.002–0.046

C.V.% 39.0 25.1 14.8 25.9 39.0 31.2 54.4

G7 Mean±SD 13.84±4.10 27.89±9.81 14.05±8.09 19.17±6.48 22.56±13.40 18.30±5.35 0.012±0.012 7 2 1 Adult

Range 7.06–18.87 13.98–42.99 6.93–28.24 13.98–29.92 7.06–42.99 10.90–21.41 0.002–0.039 1 calf

C.V.% 29.6 35.2 57.6 33.8 59.4 29.3 105.3

G8 Mean±SD 13.83±2.11 21.83±2.36 8.0±2.44 20.51±2.87 14.93±2.22 18.42±2.58 0.010±0.011 7 2 Adults

Range 11.71–16.66 17.11–24.39 4.01–10.98 16.11–23.44 12.7–18.55 14.65–22.95 0.003–0.033

C.V.% 15.3 10.8 30.6 14 14.9 14 111.9

G9 Mean±SD 13.98±3.17 26.63±8.06 9.65±7.76 22.63±8.31 15.25±4.51 17.14±4.39 0.007±0.003 13 2 1 Adult

Range 9.12–19.60 17.11–41.72 3.45–30.35 16.11–41.72 9.12–26.85 11.23–26.86 0.002–0.012 1 calf

C.V.% 22.7 34.1 80.4 36.7 29.6 25.6 45.3

G10 Median±SD 17.27 34.10 17.98 27.85 23.51 23.9320.51– 0.006 2 2 1 Adult

Range 15.53–19.01 28.02–40.18 14.78–21.17 15.53–40.18 19.01–28.02 27.34 0.004–0.008 1 calf

C.V.% 14.2 25.2 25.2 62.6 27.1 20.2 47.1

G11 Mean±SD 12.51 17.66 5.15 16.11 17.66 12.51 0.008 1 1 Adult

Range ¯ ¯ ¯ ¯ ¯ ¯ ¯

C.V.% ¯ ¯ ¯ ¯ ¯ ¯ ¯

aAdult is defined as full sized individuals.
bCalf is defined as an individual that is less than half the adult’s size.
cJuvenile defined as an individual larger than a calf but not as big as an adult.
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characteristics alone, since recorded single animals and
groups were in the same environment. Furthermore, age
composition and behavioral states appear not to influence
whistle variation either. However, our sample size is too
small and geographically restricted to conclude age and be-
havior does not have some influence on boto dolphin
whistles acoustic structure. In addition to these two factors,
others such as genes, gender, and overall inter-individual
variation, merit further study.

B. Behavior and communication
Diazgranados and Trujillo �2002� reported that boto

whistles were produced within groups that engaged in social
and feeding activities. Half of the whistles produced by the
botos in this study occurred during traveling activities, but
when accounting for time of the encounter and number of
individuals present, whistle production was higher during
resting activities. In addition, whistles were produced by
both solitary and grouped animals.

FIG. 3. Distribution of whistle acous-
tic parameters as a function of dolphin
species where * and ° represent out-
side and far outside values of the 50%
central tendency �Inia=121 whistles,
Sotalia=33 whistles�.
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The closest neighbor maximum distance was found at
approximately 0.15–1.5 km, suggesting these animals might
be still in acoustic contact. Because of the behavioral context
at which most whistles were emitted and the low whistle
production, it is possible that whistles in boto dolphins may
be used to keep distance between animals, rather than pro-
mote social interactions or cohesion among individuals as it
occurs in delphinids �e.g., Jones and Sayigh 2002�. Assum-
ing cylindrical spreading loss and freshwater absorption at
the mean maximum frequency, the boto whistles could
propagate as far as 3.3 km before falling below the ambient
noise although the actual range will be less depending on
channel depth, bottom type, and vegetation �Quitana-Rizzo
et al. 2006�. Wang et al. �2006� assuming spherical spreading
losses estimated that Lipotes vexillifer low frequency
whistles �with dominant frequency 5.7 kHz� could propagate
in a very calm environment up to 6.6 km, but possibly only
22–220 m considering the noisy conditions of the Yangtzee
River. The Yasuní River is a very calm environment; unlike
the Yangtzee River, it is protected and boat traffic is limited
to park rangers and scientists.

During the period of this study botos produced whistles
randomly and not in bouts as many delphinids species. Based
on our data it appears that boto dolphins in Yasuní whistle
rarely. Our sample size is too small not only to clearly asso-
ciate these sounds with the same social contexts as in del-
phinids but also to determine how frequently botos and other
riverine dolphin species generally whistle. Nevertheless,
confirming the presence of whistles in botos and other fresh-
water toothed whales helps illuminate the evolutionary his-
tory of whistles, and their relation to sociality—a factor pro-
posed to have shaped the complexity of toothed whale
whistles �May-Collado et al. submitted B�.

V. CONCLUSIONS

This study confirms whistles in the solitary freshwater
dolphin Inia geoffrensis geoffrensis. The frequency range of
boto whistles we document is among the greatest ever re-
ported in a cetacean species. The acoustic structure of these
whistles in Ecuadorian botos differs from that of the sympa-
tric Sotalia fluviatilis and apparently from conspecific popu-
lations from Perú and Colombia. Differences in the acoustic
structure of boto and tucuxi whistles may be in large a prod-

uct of their distant phylogenetic relationships and their dif-
ferent social structure. Although our study suggests remark-
able whistle variation between populations, this may be
largely a product of limited recording systems used by pre-
vious studies. Finally, although the use of whistles for com-
munication purposes has been largely attributed to social dol-
phin species, it is possible that botos �even solitary animals�
use them to communicate but in the context of keeping dis-
tances among animals rather than to promote group cohe-
sion. We propose this based on two observations �1� whistles
were produced when the animals were engaged in resting
activities, and �2� based on the fact that solitary animals were
potentially within acoustic range of each other �estimated
maximum of 3.3 km�. Finally, better understanding of
whistle production in solitary freshwater species will further
understanding of the evolutionary history of whistles and
their proposed association with sociality.
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Vocalizations from the northern right whale dolphin, Lissodelphis borealis, were recorded during a
combined visual and acoustic shipboard survey of cetacean populations off the west coast of the
United States. Seven of twenty single-species schools of L. borealis produced click and pulsed
vocalizations. No whistles were detected during any of the encounters. Clicks associated with
burst-pulse vocalizations were lower in frequency and shorter in duration than clicks associated with
echolocation. All burst-pulse sounds were produced in a series containing 6–18 individual
burst-pulses. These burst-pulse series were stereotyped and repeated. A total of eight unique
burst-pulse series were detected. Variation in the temporal characteristics of like units compared
across repeated series was less than variation among all burst-pulses. These stereotyped burst-pulse
series may play a similar communicative role as do stereotyped whistles found in other delphinid
species. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2404919�
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I. INTRODUCTION

The northern right whale dolphin, Lissodelphis borealis,
is a slender, elongated delphinid species distinguished by the
lack of a dorsal fin and is endemic to the North Pacific. It is
one of the more abundant species in its range, which extends
from Baja California to Alaska in the eastern Pacific and
from Japan to the Aleutians in the western Pacific �Baird and
Stacy, 1991�. The population size off the west coast of the
United States has been estimated as 20 632 �CV=0.26, Bar-
low, 2003�. Lissodelphis borealis schools range from single
animals to groups of greater than 2000 individuals, with av-
erage group sizes of approximately 100–200 animals �Rice,
1998; Jefferson et al., 1994�. They often associate with other
species, particularly Pacific white-sided dolphins �Lageno-
rhynchus obliquidens�.

Despite their relatively high abundance, little is known
about the biology, behavior, or vocalizations of L. borealis.
Vocalizations produced by other delphinids include whistles,
burst-pulses, and echolocation clicks �Thomson and Richard-
son, 1995�. The few acoustic recordings of L. borealis that
have been reported in the literature include all three of these
vocalization types �Fish and Turl, 1976; Leatherwood and
Walker, 1979�. The bulk of the reported vocalizations were
echolocation clicks with energy that extended beyond the
frequency sensitivity of the recording equipment �40 kHz�.

In the fall of 2001, a combined visual and acoustic sur-
vey of cetaceans was conducted off the west coast of the
United States �Appler et al., 2004�. During this survey,
twenty single-species groups of L. borealis were encoun-

tered. Vocalizations were detected from seven of these
groups, providing a unique opportunity to gain insight into
the vocal behavior of this species. This paper describes the
characteristics of individual vocalizations and series of vo-
calizations recorded during these seven encounters with L.
borealis.

II. METHODS

The ORCAWALE 2001 research survey combined vi-
sual line-transect and acoustic methods on the NOAA ship
R/V David Starr Jordan to study cetacean populations within
the exclusive economic zone off the west coast of Oregon,
California, and Washington. Visual methods consisted of a
team of three experienced visual observers searching with
“big-eye” 25�150 power binoculars, 7� binoculars, and
unaided eye �Appler et al., 2004�. All visual sightings were
approached for accurate species identification and group size
estimation.

A five-element hydrophone array �Sonatech, Inc., Santa
Barbara� was towed at a depth of 2–4 m, 200 m behind the
ship at 10 knots during daylight hours. The hydrophone array
had a flat frequency response from 1.5 to 40 kHz �±4 dB at
−132 dB re 1 v/�Pa after internal amplification�. Signals
from the array were sent through a Mackie CR1604-VLZ
mixer for equalization. Vocalizations detected on all hydro-
phones were recorded to a Tascam DA-38 eight-channel
digital recorder �sample rate 48 kHz�. Simultaneous �but not
continuous� broadband recordings were made directly to a
computer hard disk �sample rate 250 kHz� after being filtered
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at the Nyquist frequency �125 kHz� using an Avens Model
4128 band pass filter. Hard disk recordings were digitized
using an analog-to-digital conversion card �National Instru-
ments DAQCard-6062E� and automatic recording function
within ISHMAEL, a real-time digital signal processing pro-
gram �Mellinger, 2001�.

Only recordings from confirmed single-species groups
of L. borealis were included in the analysis. In addition, vo-
calizations were localized using ISHMAEL’s beamforming
function to ensure that the recorded vocalizations were pro-
duced by the observed animals. High quality echolocation
click trains and burst-pulses were chosen from broadband
digital recordings to examine characteristics of individual
vocalizations. Vocalizations were considered to be high qual-
ity if they were greater than 9 dB above ambient noise.
Given our sampling rate, the Nyquist frequency �125 kHz�
greatly exceeded the upper bandwidth of our hydrophone
�40 kHz�, allowing us to better resolve the waveform of the
clicks. However, the sensitivity of our hydrophones drops off
dramatically above 40 kHz and it is probable that additional
peaks in energy occur above 40 kHz. Individual clicks were
measured using a MATLAB signal processing algorithm writ-
ten by Lammers et al. �2004�. Variables measured from in-
dividual clicks include: Peak frequency �Hz�, 3 dB band-
width �Hz�, 10 dB bandwidth �Hz�, and click duration �ms�.
In addition, inter-click interval �ms� and click train duration
�ms� were measured from individual burst-pulses.

Individual burst-pulses always occurred in consistent,
repeated patterns of six or more burst-pulse units. These re-
peated burst-pulse series were examined to compare the
characteristics of a particular burst-pulse against the same
unit in a successive burst-pulse series. Presence of the burst-
pulse series was examined using the continuous Tascam re-
cordings, which offered localization options using the phone-
pair bearing algorithm in ISHMAEL �Mellinger, 2001�.

Measurements of variation for a sample burst-pulse series
were taken from the broadband recordings.

III. RESULTS

Twenty single-species schools L. borealis were sighted
during the ORCAWALE 2001 survey. Vocalizations were re-
corded from seven of these sightings, including 28 min of
broadband digital recordings �250 kHz sample rate� from
five sightings and 162 min of Tascam recordings �48 kHz
sample rate� from seven sightings. Group sizes of nonvocal
sightings of L. borealis ranged from 2 to 15 animals �n=13,
mean=7.2�; group sizes of vocal sightings of L. borealis
ranged from 6 to 63 animals �n=7, mean=27.3�.

A total of 1142 echolocation clicks were measured from
the broadband digital recordings �Table I�. Peak frequency of
echolocation clicks was 31.3 kHz �SD=3.7 kHz�, and the
maximum frequency ranged above the 40 kHz high-
frequency response of the recording system. The waveform
and spectrum of a typical echolocation click is shown in Fig.
1. Mean click duration for echolocation clicks was 0.31 ms
�SD=0.08� �Table I�.

FIG. 1. Waveform and frequency spectrum of Lissodel-
phis borealis echolocation click. Orientation of the
sound source relative to the hydrophone is unknown
and is likely off-axis. Sample rate 250 kHz, 512 FFT
size, 25% overlap.

TABLE I. Summary statistics �mean, standard deviation, minimum, and
maximum� for individual echolocation clicks �n=1,142� recorded from Lis-
sodelphis borealis.

Bandwidth �Hz�

Peak
frequency

�Hz� 3 dB 10 dB

Click
duration
�ms�

Mean 31 340 9411 18 891 0.31
Standard Deviation 3660 2895 5198 0.08
Minimum 23 193 4639 8301 0.09
Maximum 41 016 21 729 33 447 0.63
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A total of 2974 clicks from 129 burst-pulses were mea-
sured from the broadband digital recordings �Table II�. The
mean peak frequency of burst-pulse clicks was 18.2 kHz
�SD=5.5 kHz�, with a 10 dB bandwidth greater than 22 kHz
�mean=22.7 kHz,SD=7.0 kHz�. The mean individual click
duration was 0.18 ms �SD=0.06�. The burst-pulse duration
varied from 0.18 to 1.3 s, and burst-pulses were composed of
between 2 and 159 individual clicks �Table II�.

All burst pulses detected in these recordings occurred in
a series, where each series was composed of 6–18 individual
burst-pulse units. A total of eight unique stereotyped burst-
pulse series were detected during the 162 min of Tascam
recordings �Fig. 2�, and most series were repeated in succes-
sion �Fig. 3�. Based on our localizations, we determined that
no more than one of the stereotyped burst pulse series was
attributed to a single subgroup within a sighting. We could
not determine whether the same individual was producing
each stereotyped series. Some variation did exist among rep-
etitions and included changes in one or more individual units
within the series �Fig. 4�.

One repeated burst-pulse series was chosen for closer
examination of this variability. Ten units �Figs. 4�a�–4�j��,
were present within this stereotyped burst pulse series. Ten
variables �Table III� were measured to characterize each unit
from up to eight of these repeated series �signal quality did
not allow all measurements to be made on all units in each
series�. Analysis of variance �ANOVA� on each type of mea-

surement indicates that none of the frequency measures
�peak frequency, center frequency, and three different mea-
sures of bandwidth� varied significantly among the units �p
�0.05�. Most temporal characteristics �click interval, burst-
pulse duration, clicks per burst pulse, and burst-pulse inter-
val� did vary significantly among units �p�0.0001�, but
click duration did not �p=0.066�.

IV. DISCUSSION

The study of broadband clicks produced by free ranging
delphinids in offshore habitats is challenging due to the
highly directional nature of these sounds as well as band-
width limitations of recording equipment. Temporal, fre-
quency, and amplitude characteristics of clicks vary depend-
ing on the orientation of the animal relative to the
hydrophone �Au, 1993�. In experiments with captive animals
on bite plates it is possible to ensure that signals are recorded
on-axis. This is difficult, if not impossible, in free ranging
situations due to rapid changes in the orientation of the ani-
mals and difficulty in identifying which animal in a group is
vocalizing. However, while controlled experiments with
trained animals provide important data about signal charac-
teristics and sonar capabilities, they do not allow a full un-
derstanding of the function and use of these signals in natural
habitats. In addition, passive acoustic techniques are increas-
ingly being utilized as a method to monitor cetacean popu-
lations �Goold, 1998; Rankin and Barlow, 2005; Stafford et
al., 2001�. The ability to identify species based on their vo-
calizations is imperative in these situations, and this is espe-
cially important for species such as L. borealis for which
very few descriptions of vocalizations exist and the likeli-
hood of a controlled study in captivity is small. Despite the
limitations of in situ recordings from wild dolphins, these
data are essential in learning to distinguish dolphin species
using their vocalizations.

A previous description of free-ranging L. borealis vocal-
izations included two types of whistles recorded in the pres-
ence of a small group of L. borealis �Leatherwood and
Walker, 1979�. A high frequency whistle at 16 kHz that ap-
pears to “blend in” to a burst-pulse vocalization was noted
and several lower frequency whistles were also described.
The lower frequency whistles are similar to those produced
by Globicephala spp. �Rendell et al., 1999�, a species that L.
borealis have been known to associate with �Jefferson et al.,
1994�. In contrast to the findings of Leatherwood and Walker
�1979�, acoustic monitoring in the presence of twenty sight-

TABLE II. Summary statistics �mean, standard deviation, minimum, and maximum� for individual clicks �n
=2,974� in burst-pulses recorded from Lissodelphis borealis.

Bandwidth �Hz�

Peak
frequency

�Hz�

Click
interval
�ms� 3 dB 10 dB

Click
duration

�ms�

Burst pulse
Duration

�ms�
Clicks per
burst pulse

Mean 18 196 1.15 10 275 22 702 0.18 26.98 24.6
Standard Deviation 5543 0.4 3157 7025 0.06 25.68 24.6
Minimum 6348 0.28 5127 9277 0.08 1.34 2
Maximum 37 109 6.46 28 564 48 340 0.51 178.62 159

FIG. 2. Graphical representation of eight unique stereotyped burst pulse
series encountered during this research. The width of the burst pulse units
�black� and intervals �white� are proportional to the durations of each.
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ings of single-species L. borealis schools in this study failed
to detect a single whistle. We suggest that the whistles pre-
sented in Leatherwood and Walker �1979� may have been
produced by another species in the area that was not detected
by the research team.

The phylogeny of Lissodelphis spp. is not well under-
stood, but they appear to be most closely linked with dol-
phins of the genus Lagenorhynchus and Cephalorhynchus
under the group Lissodelphinidae �May-Collado and Agnars-
son, 2006�. Cephalorhynchus spp. are not known to produce
whistles �Dawson, 1991; Herman and Tavolga, 1980�, and a
large proportion of the vocalizations recorded in the presence
of Lagenorhynchus spp. have been click or pulsed sounds.
Our research suggests that Lissodelphis borealis follows the
same trend as other Lissodelphinidae in producing only or
predominantly click and pulsed vocalizations.

While bandwidth and logistical constraints in this study
prevent detailed descriptions of the click sounds of L. borea-

lis, general trends, and characteristics can be noted. For ex-
ample, clicks associated with burst-pulses were shorter in
duration and had lower peak and center frequencies than
those associated with echolocation click trains. This is simi-
lar to what has been found in other delphinids and it has been
suggested that these burst-pulse sounds may function in
communication �Lammers et al., 2004; Dawson, 1991�.

The recordings presented in this study allow a general
characterization of the vocalizations themselves, but also
provide insight into the signaling behavior of L. borealis.
Previous studies of odontocete vocalizations have found dif-
ferences in the function of stereotyped calls across taxo-
nomic groups. In dolphins, repeated stereotyped whistles are
unique at an individual level �Caldwell et al., 1990; Janik
and Slater, 1998; McCowan and Reiss, 2001�, while stereo-
typed discrete calls in O. orca are shared between matrilineal
groups �Ford, 1991; Miller and Bain, 2000�. P. macroceph-
alus codas, on the other hand, appear to function at larger

FIG. 3. Waveform and spectrogram of a burst-pulse series repeated four times in succession �Fig. 2, series 4�. Inset waveform shows rapid pulsing within
individual burst pulses; pulse repetition rate is represented in the frequency banding appearance of the burst pulses in the spectrogram. Individual burst pulse
units A–J �Table III� are labeled for the first series. Sampling rate 48 kHz, 512 FFT size, Hann window function.

FIG. 4. Variation in burst-pulse series �Fig. 2, series 6�. The individual burst-pulse units highlighted by �a� and �b� are replaced by �c� during one of six
repeated burst pulse series. Sampling rate 48 kHz, 512 FFT size, Hann window.
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population levels �Watkins and Schevill, 1977; André and
Kamminga, 2000�. Caldwell and Caldwell �1966� described
individual variation in a stereotyped burst-pulse recorded
from a captive Lagenorhynchus obliquidens, and suggested
the existence of a “signature” burst-pulse vocalization.
Simple stereotyped burst-pulse vocalizations have also been
examined for Risso’s dolphins, Grampus griseus �Corkeron
and Van Parijs, 2001�. However, the repeated series of burst-
pulses presented here appear to be complex stereotyped pat-
terning of burst-pulses that has not been previously described
in cetaceans.

Each unique burst pulse series detected during this sur-
vey were localized to the same subgroup of animals within a
sighting. Therefore, a particular burst pulse series was pro-
duced by either a single individual or by the different indi-
viduals within a given subgroup. Specific burst pulse series
were not detected in more than one sighting or more than one
subgroup within a sighting. Our research suggests that L.
borealis do not whistle, and that the stereotyped burst-pulse
series that they do produce may serve the same communica-
tive function as the stereotyped whistles produced by other
delphinids or the stereotyped discrete calls found in O. orca.

While our research presents the existence of repeated
patterns of stereotyped burst pulses in L. borealis, we can
only speculate as to the behavioral function of these vocal-
izations. Future research should examine these burst pulse
series to determine if they are unique to individuals, suggest-
ing the possibility of a behavioral context similar to the re-
peated stereotyped whistle produced by other small dolphins,
or if burst pulse series are shared by other related individu-
als, suggesting a behavioral context similar to the discrete
calls of killer whales.
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In most masking experiments, target signals and sound intended to mask are located in the same
position. Spatial release from masking �SRM� occurs when signals and maskers are spatially
separated, resulting in detection improvement relative to when they are spatially co-located. In this
study, SRM was investigated in a harbor seal, who naturally lacks pinnae, and California sea lion,
who possesses reduced pinnae. Subjects had to detect aerial tones at 1, 8, and 16 kHz in the presence
of octave bands of white noise centered at the tone frequency. While the masker occurred in front
of the subject �0°�, the tone occurred at 0, 45, or 90° in the horizontal plane. Unmasked thresholds
were also measured at these angles to determine sensitivity differences based on source azimuth.
Compared to when signal and masker where co-located, masked thresholds were lower by as much
as 19 and 12 dB in the harbor seal and sea lion, respectively, when signal and masker were
separated. Masked threshold differences of the harbor seal were larger than those previously
measured under water. Performance was consistent with some measurements collected on terrestrial
animals but differences between subjects at the highest frequency likely reflect variations in pinna
anatomy. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2404929�

PACS number�s�: 43.80.Lb, 43.80.Nd, 43.66.Dc �WWA� Pages: 1219–1225

I. INTRODUCTION

The directional hearing systems of many vertebrates
have been shown to enhance the reception of relevant acous-
tic signals in the presence of noise �NRC, 2003�. For ex-
ample, when a target signal and masker have separate spatial
locations, detection and identification of the target signal is
improved relative to the condition when the signal and
masker are located in the same place. This phenomenon has
been termed spatial release from masking �SRM� or spatial
unmasking and can significantly increase the detection range
of signals such as those of conspecifics, prey, or predators.

In both air and water, pinnipeds �seals, sea lions, and
walruses� are often faced with the challenge of detecting so-
cially and reproductively important sounds in a background
of ambient noise. Auditory masking in pinnipeds has been
relatively well documented in a few species given appre-
ciable concerns regarding ocean noise, human activity, and
their potential negative effects on free-ranging marine mam-
mals �Terhune and Ronald, 1975; Turnbull and Terhune,
1990; Turnbull, 1994; Southall et al., 2000; Southall et al.,
2003a�. In all but one pinniped masking study �Turnbull,
1994�, the auditory signals and maskers were spatially coin-
cident despite the fact that in everyday experiences, signals
and maskers may take on a vast number of different spatial

configurations relative to each other. In fact, only a handful
of masking studies in nonhuman subjects have investigated
the effects of SRM.

The earliest work on masking and spatial hearing docu-
mented this effect in human subjects wearing earphones by
presenting a low frequency signal 180° out of phase between
the two ears while the noise masker remained in phase �e.g.,
Hirsh, 1948; Jeffress et al., 1962�. Because interaural phase
differences are the dominant spatial cues for azimuth local-
ization at low frequencies, the assumption followed that de-
tection would improve if the signal is spatially separated
from the masker �Yost, 1997�. Other interaural disparities
projected through earphones that resulted in release from
masking include onset time and level differences �Colburn
and Durlach, 1965; Zerlin, 1966� as well as frequency differ-
ences �Robinson, 1971�. Thus, from these early studies with
humans, a binaural system seemed to have advantages over a
monaural one not only for sound localization in the horizon-
tal plane but also for the detection of signals in the presence
of noise.

Subsequent investigations have shown that SRM in hu-
mans also occurs in “free-field” environments at most fre-
quencies �Santon, 1987; Terhune and Turnbull, 1989; Saberi
et al., 1991; Gilkey and Good, 1995�. While interaural time
cues are important for SRM at azimuth in the case of low
frequency signals, monaural spectral cues, which also govern
localization in the vertical plane, are the predominant cues
necessary for release from masking for high frequency target
signals �Gilkey and Good, 1995; Gilkey et al., 1997; Zurek
et al., 2004�. Furthermore, SRM has been observed for signal
and masker configurations spatially separated in the vertical
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plane, although the effects tend to be smaller in magnitude
than those measured in the horizontal plane �Saberi et al.,
1991; Gilkey and Good, 1995�. These monaural cues are
created by differences in signal to �masking� noise level ra-
tios in frequency dependent ways from both near or “better
ear” effects as well as binaural input differences �Shinn-
Cunningham et al., 2005�.

Measures of spatial release from masking in nonhuman
mammals are limited to a few studies including those con-
ducted in air in ferrets �Mustela putorius; Hine et al., 1994�
and mice �Mus musculus; Ison and Agrawal, 1998�, and un-
der water in a dolphin �Tursiops truncatus; Au and Moore,
1984� and harbor seal �Phoca vitulina; Turnbull, 1994�. In
these studies, when the signal source and masker were lo-
cated at different points in either the horizontal or vertical
plane, masked thresholds were lower in most conditions rela-
tive to the condition in which the signal and masker were
either spatially co-located or heard monaurally. In the Hine et
al. �1994� investigation, SRM for low frequencies was due to
binaural processing given that monaural conditions abolished
the detection advantages of spatially separating the signal
and masker. On the other hand, release from masking oc-
curred with high but not low frequencies in mice subjects
�Ison and Agrawal, 1998�. Likewise, these animals have been
shown to localize high but not low frequencies in the hori-
zontal plane, indicating that they cannot use interaural time
differences for either auditory process �Ison and Agrawal,
1998�. In the underwater marine mammal investigations, it is
unclear whether or not performance was influenced by mon-
aural spectral cues, binaural cues, or some combination of
both. Turnbull �1994� found that spatial release from mask-
ing �threshold differences for co-located versus separated
sources� generally grew with increasing spatial separation by
up to 4 dB but depended on both test frequency and masker
location. Although these threshold differences measured un-
der water were small, those based on interaural cues would
likely be greater in air. Given the faster travel time and
longer wavelengths of sound in water relative to air, the mag-
nitude of interaural differences as well as monaural spectral
cues created by the shadowing effects of the body are dimin-
ished in an aquatic medium. For example, pinniped localiza-
tion acuity, which is based on these two binaural cues, is
worse under water than in air by a factor that is predicted
based on these propagation differences �Terhune, 1974;
Moore and Au 1975; Holt et al., 2004�.

Localization performance of most pinnipeds tested in
azimuth, including harbor seals and California sea lions
�Zalophus californianus�, is consistent with the duplex
theory �low frequencies are localized by interaural time dif-
ferences and high frequencies by interaural level differences;
Strutt, 1907; Terhune, 1974; Moore and Au 1975; Holt et al.,
2005�. If SRM in the horizontal plane is governed by the
same binaural cues that dictate localization performance then
it is expected that the effects of SRM will be comparable at
the lower and higher frequencies in the harbor seal and Cali-
fornia sea lion. Additionally, these effects are expected to be
reduced at intermediate frequencies in which both binaural
cues are reduced in magnitude. On the other hand, if mon-
aural filtering effects of the external ears, head, and body are

responsible for SRM at higher frequencies, differences in
performance and the extent of SRM between seals and sea
lions are expected at these frequencies given that there are
considerable variations in the presence and configurations of
the external ears between the two pinniped taxa. Figure 1
shows that the harbor seal lacks pinnae while the sea lion
possesses pinnae which are considerably reduced in size
compared to most terrestrial mammals. Thus, it is hypoth-
esized that if the monaural effects of the external ears �as
well as the head and body� rather than interaural level differ-
ences are responsible for SRM at high frequencies, then the
size of the observed SRM will differ between the two sub-
jects at higher frequencies.

Spatial release from masking in free-ranging animals has
important implications for understanding how masking inter-
feres with the reception of important signals, such as in-
traspecific vocalizations. This is relevant for considering de-
tection in noise from both natural and anthropogenic sources,
particularly for directional maskers �see Zurek et al., 2004�,
For example, masking effects of noise from oil-spill cleanup
vessels on the reception of killer whale �Orcinus orca� vo-
calizations was investigated in two trained killer whales. Re-
sults showed that masking was reduced when signal and
noise sources were separated �Bain and Dahlheim, 1994�.
Furthermore, spatial release from masking may result in
larger detection ranges of calls �e.g., of those enabling fe-
male and offspring to reunite� which in turn may have sig-
nificant consequences for survival and fitness.

In this study, spatial release from masking was investi-
gated in air in two pinniped subjects �a female California sea
lion and a male harbor seal� to determine potential detection
advantages that might be afforded by free-ranging pinnipeds
from this type of auditory process. Both masked and un-
masked thresholds were measured for all signal locations to
determine what contribution azimuth-dependent hearing sen-
sitivity had on SRM.

II. METHODS

A. Subjects

The subjects were a 17-year-old male harbor seal
�Sprouts� and a 20-year-old female California sea lion �Rio�.
Both subjects were resident animals at Long Marine Labora-
tory in Santa Cruz, CA and had extensive previous experi-

FIG. 1. External ears of the �A.� harbor seal on the left and �B.� California
sea lion on the right �see text for discussion�.
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ence performing sound detection tasks in the presence and
absence of masking noise in air �Southall et al., 2003a; Re-
ichmuth Kastak et al., 2004�. For the current study, subjects
received up to 50% of their daily food totals
�2.5–5.5 kg of mixed herring and capelin� during experi-
mental sessions. This study followed the protocols approved
by the University of California Chancellor’s Animal Re-
search Committee.

In a previous localization investigation, both subjects
could localize 1 and 16 kHz tones with equal proficiency,
indicating that they both possess comparable abilities to uti-
lized interaural time and level differences. However, both
had more difficulty localizing a 8 kHz tone �Holt et al.,
2005�. Thus, these frequencies were used in this study to
determine, if like localization, there exists predictable
frequency-dependent effects on SRM performance.

B. Apparatus

Testing occurred in a custom-built 4.0�2.8�2.4 m
double-walled hemi-anechoic chamber �Eckel Industries� as
described in Holt et al. �2004�. All surfaces of the test cham-
ber were lined with acoustic foam wedges except the con-
crete floor and stainless steel door, which were covered with
2.6 cm neoprene mats. A stationing chin cup made of poly-
vinyl chloride �PVC� was mounted to the floor and placed
1 m from the sound sources mounted to the wall in front of
the chin cup. One rectangular PVC response target �each
11.4�8.9 cm� was also mounted to the floor and spaced to
the left side of the chin cup.

C. Stimulus production and equipment

All equipment was controlled by the experimenter in a
1.3�2.8�2.4 m control room adjacent to the test chamber.
The signals were pure tones at 1, 8, and 16 kHz generated
and triggered by the experimenter using custom designed
LABVIEW™ 6 software and operated by a National Instru-
ments PXI 1010 Chassis and National Instruments 6070E
multifunction input/output �I /O� board. The signal duration
was 500 ms and was shaped with a linear rise and fall time
of 20 ms. The signal was routed to a stepwise attenuator
�Hewlett–Packard 350D� and then to a speaker �Morel
MDT37 horn tweeter for 1 and 8 kHz or Fostex FT96H horn
tweeter for 16 kHz tone� placed at 0°, 45°, or 90° relative the
subject’s head.

The masker was an octave band of white noise in which
the center frequency was set to the target signal. The masker
was generated �sampling rate 48 000 Hz, 16 bit resolution�
and filtered on a PC laptop using Cool Edit Pro software
�Syntrillium�. A six second sample of the masker was fed
from the sound card output of the laptop to the input channel
of a 20 W power amplifier �Radio Shack MPA-40�. The
masker source was always placed at 0° and was only pre-
sented during the trial interval to prevent potential confound-
ing effects of loudness adaptation �Southall et al., 2000�.
When the signal was projected at 0°, the signal and masker
were mixed into the power amplifier and broadcast through
the same speaker.

Signal and masker levels were determined using a cali-
brated free-field microphone �C550H, Josephson Engineer-
ing, Santa Cruz, CA� and a spectrum analyzer �SpectraPlus�.
The sound pressure level of the signal �dB rms re: 20 �Pa�
and noise spectral density level of the masker �dB re:
�Pa2/Hz� were determined at a position corresponding to the
center of the subject’s head �with the subject removed� for
each of the test angles at the beginning and end of each
experimental session. Acoustic mapping was performed prior
to experimental testing in which received masker and signal
levels were measured for each possible source location. For
each azimuth location, received levels were mapped at 27
separate positions within a 20�20�20 cm area surrounding
the chin cup of the test apparatus to ensure that signal and
masker level variation fell between ±3 dB. Unmasked sound
detection thresholds for each signal location were determined
using methods described below. The average masker spectral
density level was approximately 5–20 dB above the un-
masked threshold for both subjects, a value set by hardware
limitations of the experimental setup. These differences were
not likely to affect the measured masked thresholds because
the signal to noise ratio at masked threshold is generally
independent of the masker level �i.e., critical ratios are inde-
pendent of the masker level, see Fay, 1988�.

D. Procedure

A go/no-go procedure was used to determine unmasked
and masked thresholds for each subject. A correct response
was defined as pressing the response target when a signal
was triggered �a hit� and withholding response during trials
when no signal was triggered �a correct rejection�.

During data collection, subject responses were moni-
tored by the experimenter in the control room via a surveil-
lance camera. Once the animal stationed itself in the chin
cup, the trial began with the experimenter illuminating the
trial light and, in the case of masked threshold testing, the
masking noise was presented. Trial durations were 5 s and
signal presentations randomly varied between 1 and 4 s dur-
ing the trial interval. If a correct response occurred, a digi-
tized whistle bridge was broadcast through a separate
speaker �placed on 0° azimuth on the floor�, the trial light
was turned off, and an assistant sitting in the control room
delivered a fish reward via a PVC conduit in front of the
subject. Both types of correct responses were given an equal
proportion of fish �i.e., a payoff matrix of 1:1�. Incorrect
responses �responding in the absence of a signal �false alarm�
or withholding response during a signal presentation �miss��
were not reinforced. The overall and first order conditional
probabilities of signal-present and signal-absent �catch� trials
were 0.5 within a testing session. Catch trials were used to
monitor false alarm rates in order to maintain comparable
response criteria between experimental sessions. Data from
sessions were only used if the false alarm rate fell between 5
and 25%. Approximately eight warm-up and cooldown trials
were given at the beginning and end of each experimental
session in which the signal was approximately 25 dB above
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threshold. Warm-up and cooldown trials were used to ensure
good stimulus control over the subject’s go/no-go behavior
but were not included in data analysis.

Two types of psychophysical approaches were used to
estimate detection thresholds. To determine a preliminary es-
timate of both unmasked and masked thresholds, approxi-
mately two sessions were conducted using the staircase
method �Cornsweet, 1962�. For these sessions, signal levels
were initially attenuated in 4 dB steps after each correct de-
tection until the first miss. The following signal levels were
then adjusted in 2 dB steps �either decreased after a correct
detection, or increased after a miss� until nine reversals be-
tween misses and hits were conducted. Once a threshold es-
timate using the staircase method was obtained for a given
frequency and signal-masker configuration, method-of-
constant stimuli sessions �Stebbins, 1970� were then con-
ducted.

Both unmasked and masked thresholds reported here
were estimated only from method-of-constant stimuli ses-
sions. In these sessions, five to six signal levels separated by
2 dB steps around the predicted threshold were presented in
random order within the test phase of an experimental ses-
sion. Performance was pooled across these sessions for each
signal level and a 50% correct detection threshold was esti-
mated from signal trial performance using Finney’s probit
analysis �Finney, 1971�. Threshold testing for a particular
frequency and condition was completed when the 95% con-
fidence limit of a threshold estimate fell within a ±3 dB
range. This typically required data from two to three experi-
mental sessions, each consisting of approximately 50 trials.
Critical ratios were defined as the difference in dB of the
masking noise spectrum level at the center frequency of the
noise band, measured from the spectral density level of the
masker, and the masked threshold sound pressure level.

Testing order for frequencies and locations were ran-
domized to measure thresholds. Unmasked thresholds for
each of these signal source locations were first determined.
Masked thresholds for each of the signal source locations
were then measured. The difference in unmasked and
masked thresholds �in dB re: 20 �Pa� for each signal source
location was calculated and masking level differences
�MLDs� were computed as defined in Saberi et al. �1991�:

MLD = ��M� − M0°� − �U� − U0°�� , �1�

where U0° is the unmasked threshold with the signal pro-
jected at 0°, U� is the unmasked threshold with the signal
projected at angle, �, M0° is the masked threshold with the
signal projected at 0°, and M� is the masked threshold with
the signal projected at angle �. These differences were com-
pared to the condition in which the signal and masker were
both at 0°. In this way, the effects of varying the spatial
configuration of the signal relative to the masker were di-
rectly compared to the condition in which the signal and
masker were coincident in space while controlling for sensa-
tion level effects �Saberi et al., 1991�. Note that the sign of
MLDs reported here was reversed as in other investigations
�e.g. Saberi et al., 1991� and thus, a positive MLD indicates
spatial release from masking.

III. RESULTS

Unmasked and masked thresholds and critical ratios for
each subject are shown in Table I. Thresholds referenced to
those at 0° for each test frequency of the harbor seal and the
sea lion are shown in Fig. 2. For the harbor seal, differences
of unmasked thresholds at azimuth relative to 0° ranged from
−0.6 to−13.1 dB, with the largest differences occurring at
the highest test frequency. Differences of masked thresholds
at azimuth relative to 0° of this subject ranged from
−7.5 to −19.0 dB and were lowest at 90° for all frequencies
tested. In contrast, unmasked threshold differences of the sea
lion relative to 0° ranged from +5.0 to −7.7 dB, with the
largest differences occurring at the lowest test frequency. For
the sea lion, masked threshold differences relative to 0°
ranged from +1.3 to −11.7 dB. These differences were low-
est at 90° for the 1 and 8 kHz test tones and at 45° for the
16 kHz test tone. For both subjects, Table I shows that criti-
cal ratios at 0° for each frequency were in close agreement
with those of an earlier study in which the signal and masker
were spatially coincident �Southall et al., 2003a�.

Masking level differences �MLDs� for each test fre-
quency of the harbor seal and the sea lion are shown in Fig.
3. MLDs of the harbor seal ranged from 0.3 to 6.9 dB and
were largest at 90° for the 1 and 16 kHz test tone and at 45°
for the 8 kHz tone. In contrast, MLDs of the sea lion ranged
from 2.1 to 8.2 dB and were largest at 45° for all three test
frequencies, although MLDs at 45° and 90° at 1 kHz were
approximately the same.

IV. DISCUSSION

In real world cases, the detection advantages with spatial
separation of the signal and the masker are fully described by
considering the differences in masked thresholds for co-
located versus separated sources. This is because increased
sensitivity of a signal from free-field SRM includes both
“better ear” effects, that is larger signal to noise ratios at the
near ear �Kopco and Shinn-Cunningham, 2003�, and monau-
ral and binaural effects that are generated by the relative
spatial positions of the signal and masker. Better ear effects
may include level gain from filtering mechanisms of the
head, torso, and external ears as well as resonance of the ear
canal and middle ear structures �Shaw, 1974�. These factors
may act separately or in combination with one another.

In all conditions in the harbor seal and all but one con-
dition in the sea lion, masked thresholds were lower with
spatial separation of signal and masker compared to when
they were co-located. Based on previous studies conducted
on humans and animals, the largest differences in masked
thresholds were expected to occur for the largest separations
between signal and masker �i.e., a 90° separation�. In most
cases, this was observed in both pinniped subjects of this
investigation. The average difference in masked threshold
from 0° for all frequencies was −10.3 dB for the harbor seal
and −6.4 dB for the sea lion. These masked threshold differ-
ences were within the range of previous results on humans
and other mammals although in some of these studies meth-
odological differences do not justify direct comparisons
�Santon, 1987; Terhune and Turnbull, 1989; Saberi et al.,
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1991; Hine et al., 1994; Gilkey and Good, 1995�. As ex-
pected, the harbor seal’s threshold differences of the present
study were larger in air than those previously measured un-
der water when the signal was projected at 0° and the masker
azimuth varied between 0° and 90° �Turnbull, 1994�. Even
relatively small masking level differences resulting from dif-
ferent signal-masker configurations can have significant ef-
fects on intraspecific communication ranges. For example,
the detection range of a pup call may change on the order of
tens of meters or more with a 5 dB detection advantage �as-
suming a source level around 87 dB and spherical 20 log R
spreading loss in ideal conditions; Southall, 2002; 2003b�.
Because separated pups are more likely to be attacked by
other females and even die of starvation if they are orphaned
�Reiter et al., 1981�, such effects have important fitness con-
sequences on individual pinnipeds.

Masking level differences, as defined in this study �from
Saberi et al., 1991�, take into account spatial separation of
the signal relative to the masker while subtracting out the

sensation level effects of the signal varying in azimuth. For
example, unmasked human thresholds of broadband signals
are generally lowest at approximately 50° in the horizontal
plane �Saberi et al., 1991�. In the case of pure tones, un-
masked threshold differences relative to 0° vary in azimuth
in frequency-dependent ways. These threshold differences
tend to be relatively small �less than 5 dB� below 1 kHz but
may be as large as −15 dB at higher frequencies �Sivian and
White, 1933�. In the harbor seal of this study, unmasked as
well as masked threshold differences relative to 0° were also
largest at the highest test frequency. This was not the case in
the sea lion subject, for whom the largest negative unmasked
and masked threshold differences occurred at the lowest test
frequency. MLDs at the lowest frequency of both subjects
were comparable further indicating a similar ability to utilize
interaural time cues �Holt et al., 2005�. In this study, the
masker was always positioned at 0° and thus the differences
in relative amplitude spectra of the masker between the two
ears are likely to be small in the absence of anatomical asym-

TABLE I. Unmasked and masked thresholds, threshold differences from 0°, masking level differences �MLDs�, and critical ratios of each subject for each test
condition.

Subject
Frequency

�kHz� Type
Angle

�degrees�
Threshold
�dB SPL�

Difference
from 0° MLD

Critical
ratio

Harbor seal 1 Unmasked 0 10.8 0 ¯ ¯

�Phoca� 1 Unmasked 45 6.9 −3.9 ¯ ¯

1 Unmasked 90 8.4 −2.4 ¯ ¯

8 Unmasked 0 −1.8 0 ¯ ¯

8 Unmasked 45 −2.4 −0.6 ¯ ¯

8 Unmasked 90 −5.0 −3.2 ¯ ¯

16 Unmasked 0 24.6 0 ¯ ¯

16 Unmasked 45 15.3 −9.3 ¯ ¯

16 Unmasked 90 11.5 −13.1 ¯ ¯

1 Masked 0 48.6 0 0 17.8
1 Masked 45 40.8 −7.8 3.9 10.0
1 Masked 90 39.3 −9.3 6.9 8.5
8 Masked 0 39.6 0 0 21.4
8 Masked 45 32.1 −7.5 6.9 13.9
8 Masked 90 31.1 −8.5 5.3 12.9

16 Masked 0 59.9 0 0 30.3
16 Masked 45 50.3 −9.6 0.3 20.7
16 Masked 90 40.9 −19.0 5.9 11.3

Sea lion 1 Unmasked 0 40.8 0 ¯ ¯

�Zalophus� 1 Unmasked 45 35.4 −5.4 ¯ ¯

1 Unmasked 90 33.1 −7.7 ¯ ¯

8 Unmasked 0 9.7 0 ¯ ¯

8 Unmasked 45 7.1 −2.6 ¯ ¯

8 Unmasked 90 3.6 −6.1 ¯ ¯

16 Unmasked 0 13.7 0 ¯ ¯

16 Unmasked 45 18.7 5.0 ¯ ¯

16 Unmasked 90 18.5 4.8 ¯ ¯

1 Masked 0 67.4 0 0 21.6
1 Masked 45 57.8 −9.6 4.2 12.0
1 Masked 90 55.7 −11.7 4.0 9.9
8 Masked 0 57.4 0 0 27.7
8 Masked 45 50.3 −7.1 4.5 20.6
8 Masked 90 49.2 −8.2 2.1 19.5

16 Masked 0 52.5 0 0 28.8
16 Masked 45 49.3 −3.2 8.2 25.6
16 Masked 90 53.8 1.3 3.5 30.1
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metry. However, despite subtracting out the unmasked detec-
tion advantages of a signal projected to the closer ear, MLDs
of both pinniped subjects were generally larger than zero,
indicating release from masking that was not solely ex-
plained by sensation level effects in azimuth. This was also
observed in human subjects detecting broadband signals in
which MLDs were as large as approximately 10 dB when the
masker was presented at 0° and the signal at 90° �Saberi et
al., 1991�.

Based on the assumption that release from masking at
higher frequencies is primarily governed by monaural filter-
ing effects of the pinna �as well as the head�, it was expected
that SRM would differ between the harbor seal and sea lion
at higher frequencies. While there were considerable differ-
ences between the two subjects’ unmasked and masked
thresholds �referenced to 0°� as well as MLDs at 16 kHz,
masked thresholds �referenced to 0°� at 8 kHz were similar.
This was the case even though the resulting MLDs of the sea
lion were almost half of those of the harbor seal at this fre-
quency. It remains in question whether or not the sea lion

pinna functions in similar ways to those of terrestrial mam-
mals for spatial auditory processing. The sea lion pinna is
assumed to be primarily adapted to reduce drag for swim-
ming and diving but it is likely that the structure along with
the head and torso would provide some filtering effect at
both 8 and 16 kHz. Furthermore, differences in body posi-
tion, head shape, and pinna configuration between the two
subjects would likely result in substantial differences in head
related transfer functions �i.e., the way that these structures
filter sound from source to ear drum�. Because performance
between the two subjects at 16 kHz showed the most varia-
tion, it is likely that SRM at higher frequencies in the hori-
zontal plane is influenced by monaural cues created by these
anatomical structures. However, it is possible that differences
between the SNRs between the two ears can be quite sub-
stantial at high frequencies. It remains unclear at this point
what influence binaural effects may have on high frequency
SRM in pinnipeds given that monaural masked thresholds
were not determined in this investigation to make compari-
sons with binaural performance.

FIG. 2. Unmasked �dashed lines� and masked �solid lines� thresholds relative to those measured at 0° as a function of signal azimuth of the harbor seal
�Phoca� on the left and the California sea lion �Zalophus� on the right.

FIG. 3. Masking level differences relative to those measured at 0° as a function of signal azimuth of the harbor seal �Phoca� on the left and the California sea
lion �Zalophus� on the right.
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The results of this study illustrate that when signal and
masker are spatially separated, hearing sensitivity of pinni-
peds in the presence of simultaneous masking noise is en-
hanced. This improvement in sensitivity was as much as
19 dB in the harbor seal and 12 dB in the sea lion. Signals
and maskers may take on an almost infinite number of dif-
ferent spatial configurations relative to each other in the ev-
eryday world. Accordingly, this study extends earlier mask-
ing work in pinnipeds to more complex auditory scenes and
provides results that are important for considering the chal-
lenges of detecting biologically significant sounds in a back-
ground of noise including those from anthropogenic sources.
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Conventional ultrasound transducers used for medical diagnosis generally consist of linearly aligned
rectangular apertures with elements that are focused in one plane. While traditional beamforming is
easily accomplished with such transducers, the development of quantitative, physics-based imaging
methods, such as tomography, requires an accurate, and computationally efficient, model of the field
radiated by the transducer. The field can be expressed in terms of the Helmholtz-Kirchhoff integral;
however, its direct numerical evaluation is a computationally intensive task. Here, a fast semi-
analytical method based on Stepanishen’s spatial impulse response formulation �J. Acoust. Soc. Am.
49, 1627–1638 �1971�� is developed to compute the acoustic field of a rectangular element of
cylindrically concave transducers in a homogeneous medium. The pressure field, for lossless and
attenuating media, is expressed as a superposition of Bessel functions, which can be evaluated
rapidly. In particular, the coefficients of the Bessel series are frequency independent and need only
be evaluated once for a given transducer. A speed up of two orders of magnitude is obtained
compared to an optimized direct numerical integration. The numerical results are compared with
Field II and the Fresnel approximation. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2409489�

PACS number�s�: 43.80.Vj, 43.20.Fn, 43.20.Rz, 43.20.Bi �TDM� Pages: 1226–1237

I. INTRODUCTION

Diagnostic ultrasound imaging systems typically employ
one-dimensional arrays to form two-dimensional B-scan im-
ages. In the axis normal to the image plane, the so-called
elevation plane, the elements have a fixed focus that is ef-
fected either by the use of elements that are curved or by the
use of an acoustic lens. In the image, or scan plane, the
elements in the array are electronically steered and focused
using delay and sum beamforming. In theory, these arrays
are capable of being used for ultrasound computed tomogra-
phy if the unbeamformed data can be recorded for each ele-
ment on the array. For ultrasound computed tomography to
be effective an accurate physical model of the acoustic field
produced by each element of the transducer in the tissue is
needed. The field can be expressed in terms of an integral,
however, practical computation of the integral is not trivial.

One method that is well suited for evaluating the field of
an ultrasound imaging system is the spatial impulse response
�SIR�. The SIR is defined as the pressure wave at a point in
space in response to a velocity impulse on the radiating sur-

face of the transducer.1–3 The SIR may be convolved with the
time derivative of the normal particle velocity to obtain the
time pressure distribution. For ultrasound imaging systems,
where short duration pulses are employed, the convolution
can be carried out quickly. Exact expressions of the SIR have
been calculated for transducers of the following shapes: flat
pistons, flat sectors, flat polygons, and spherically focused
bowls �or segments thereof�. An exact expression for the SIR
for the cylindrical elements used in imaging arrays has not
been forthcoming. Wu and Stepinski4 proposed modeling cy-
lindrically concave elements as a row of narrow strips, which
can be considered as planar rectangular transducers whose
exact SIRs are available. This technique still results in two
integrals, the convolution in time and the summation over
the subelements, but has been effectively employed by the
Field II program.5

One issue with the SIR is that it cannot directly simulate
the field in an attenuating medium. Frequency dependent at-
tenuation �and its concomitant dispersion� has a significant
impact on ultrasound propagation in the human body. In the
SIR approach, attenuation is typically handled by determin-
ing the pressure waveform for a lossless medium and then
correcting the waveform by applying a filter, the material
transfer function6 �p. 207�, to compensate for attenuation.
The implicit assumption is that attenuation and diffraction
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are uncoupled. A time domain method that can be applied to
attenuating media is the discrete representation array
modeling �DREAM� procedure, which models arbitrary
transducer surfaces as a discrete number of point sources7

and can be used to model power law type attenuating me-
dium as is appropriate for soft tissue. However, DREAM is
computationally intensive as it “trades simplicity, clarity, and
generality for increased computational time.”7

In the frequency domain, the field from an arbitrary flat
transducer can be evaluated by means of the angular spec-
trum technique.8 However, the angular spectrum technique is
very computationally intensive and for transducer elements
that are not flat it is necessary to migrate the source condition
to a plane. An alternative frequency domain approach is to
employ the Fresnel approximation6 �p. 140�, which is com-
putationally efficient but restricts the solution to points that
are close to the axis and not too close to the transducer.

We seek a rapid method for calculating the spatial re-
sponse of a cylindrical radiator in lossy media. Our tech-
nique was instigated by the work of Theumann et al.,9 who
considered the field inside a cylinder transducer and were
able to reduce the surface integral to a single integral in the
time domain for which numerical methods were employed to
obtain the result. The philosophy here is similar except that
the problem is cast in the frequency domain and, for a small
cylindrical concave element, a mild approximation to the in-
tegrand allows an analytical solution for one of the two in-
tegrals to be obtained. The remaining integral is expanded as
a truncated series of Legendre polynomials, which are inte-
grated exactly term by term. The resulting response is repre-
sented as summation of a small number of Bessel functions
and compared to an optimized numerical routine.

II. THEORY: SPATIAL IMPULSE RESPONSE

For a homogeneous fluid medium with a constant sound
speed and density, the acoustic field at frequency � and po-
sition rp is calculated with the use of the velocity potential
��rp ,�� and imposing the appropriate boundary
conditions.2,10 For uniform excitation, the normal particle ve-
locity on the transducer surface is independent of the posi-
tion on the transducer, i.e., vo�� ,rt�=vo��� where rt is the
vector traversing the transducer surface, and the velocity po-
tential is expressed as

��rp,�� = v0����
S

e−jk�rp−rt�

2��rp − rt�
dS �1a�

=v0���H�rp,k� , �1b�

where k is the wave number. The integral H�rp ,k� is the
spatial transfer function of the transducer and is the subject
of this paper.

In lossless media, k is a real valued quantity equal to
� /co, where co is the speed of sound. For a lossy medium, an
imaginary component is introduced,

k��� =
�

co���
− j���� , �2�

where ���� is the frequency dependent attenuation coeffi-
cient and co��� is the dispersive sound speed that is related
to ���� through causality. Closed form expressions for the
causality relationship exist for power law attenuation as is
appropriate for soft tissue.11

The pressure generated by the transducer at point rp is
calculated from Eq. �1a� as

p�rp,�� = − j��o��rp,�� , �3�

where �o is the density.

III. SPATIAL TRANSFER FUNCTION FOR THE
CYLINDRICAL GEOMETRY

For many commercial transducers, the source surface S
is a truncated cylinder with lateral dimensions l�h and a
radius R—see Fig. 1. The focal point of the cylindrical ra-
diator is the origin of the cylindrical coordinates system, and
the center of the element is at �x=R ,y=0,z=0�, where the
negative x direction is the principal propagation direction.
The quantity r is the distance from a point on the transducer
surface �R ,� ,z� to the observation point p�rp ,�p ,zp�. The
spatial transfer function for this geometry is then

H�rp,k� = �
S

e−jkr

2�r
ds , �4�

where S is the radiator surface and ds=Rd�dz. For trans-
ducer elements that are many wavelengths in size �as is typi-
cal for 1D ultrasound arrays�, the kernel of Eq. �4� has a
highly oscillatory behavior.

The semi-analytical method �SAM� we have developed
to evaluate this oscillatory integral can be summarized as
follows: First a change of variable is employed to smooth the
oscillations of the kernel, which results in elliptical type in-
tegrals in terms of the angle �. For most imaging transduc-
ers, � is small �bounded by the half angle of the element�
and the elliptical integrals can be approximated by quadratic

FIG. 1. �Color online� The geometry of the transducer and the coordinate
system.
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type integrals for which closed form analytical solutions ex-
ist. The evaluation of � integrals is carried out by dividing
the x−y plane into five regions �Fig. 2�. Having reduced the
dimension of the integral, the line integral kernels will be
expanded as truncated series of Legendre polynomials,
which can be integrated exactly term by term. The resulting
spatial transfer function will be represented as summation of
a small number of Bessel functions. In this section, the initial
steps of our algorithm are introduced.

First the variable transformation is carried out by ex-
pressing the distance r in Eq. �4� in cylindrical coordinates as

r2 = �rp cos ��p� − R cos ����2 + �rp sin ��p�

− R sin ����2 + �zp − z�2 = M��� + �zp − z�2, �5�

where M���=rp
2 +R2−2rpR�cos ���cos ��p�+sin ��� sin ��p��

contains all the � dependent terms. Equation �4� is written
explicitly as

H�rp,k� =
1

2�
�

−�H

�H �
−h/2

h/2 e−jk�M���+�zp − z�2

�M��� + �zp − z�2
R dz d� , �6�

where �H=arcsin �l /2R� is the half-angle of the element in
the elevation plane with respect to the geometrical focus.

First, to simplify the integral, the element ds=Rd�dz is
expressed as a function of r by eliminating the z dependence.
Taking the derivative of both sides of Eq. �5�,

dz = −
r

�zp − z�
dr . �7�

The sign of the element dz depends on the value of zp−z at
the observation point. The field point zp can have values
between �−� , � � but the surface point z is limited to the
width of the transducer, h. Mathematically, �zp−z�
=�r2−M��� for zp	z and −�r2−M��� for zp
z. Hence
the new surface element ds is given as

ds = ±
r

�r2 − M���
Rd�dr �8�

and the correct sign is determined from the observation point
and will be discussed below.

The integral now takes the form

H�rp,k� =
R

2�
�

−�H

�H �
F1���

F2���

E�r,�� dr d� , �9�

where

E�r,�� =
e−jkr

�r2 − M���
. �10�

The functions F1��� and F2��� will be discussed below.
The surface S is now a function of r and �, and the new

integration limits must be calculated. To express the new
integrals, it is convenient to divide the half space in front of
the transducer into two regions. Due to the symmetry in x
−y and x−z planes of the radiator, the evaluation of H�rp ,k�
can be restricted to one quadrant of the y−z plane with zp

�0 and y�0. The two regions are defined as follows:
Region A �zp�h /2�: If zp	h /2 �the maximum value of

z�, then �zp−z� will always be positive and ds
0. The inte-
gral limits for r in Eq. �9� can be found by substituting the
limiting values of z, �−h /2 ,h /2� in Eq. �5�, F1���
=�M���+ �zp−h /2�2 and F2���=�M���+ �zp+h /2�2.

Region B �0�zp
h /2�: If zp is smaller than the limiting
value of z, the integral needs to be segmented into two re-
gions.

�i� If −h /2�z�zp, then �zp−z��0 and ds
0. Substitut-
ing the limiting values of z, �−h /2 ,zp�, in Eq. �5�, the
integral limits in Eq. �9� are obtained as F1���
=�M��� and F2���=�M���+ �zp+h /2�2

�ii� If zp�z�h /2, then �zp−z��0 and ds	0. The limit-
ing values for z are �zp ,h /2� and the new integral is
defined with the limits F1���=�M��� and F2���
=�M���+ �zp−h /2�2

As a result, for this region SIR can be expressed as

H =
R

2�
�

−�H

�H ��
�M���

�M���+�zp + h/2�2

E�r,�� dr

+ �
�M���

�M���+�zp − h/2�2

E�r,�� dr	 d� . �11�

All the integrals are of the form shown in Eq. �9� with
the limits for the inner r integral given as

F1��� = �M��� + Azp, �12a�

F2��� = �M��� + Bzp; �12b�

here Azp and Bzp represent the region specific constants de-
fined by the zp value of the observation point.

IV. INTEGRAL EVALUATION

Equation �9� is an elliptical type integral �in terms of ��
and we were unable to find an analytical closed form solu-
tion. For most imaging transducers the ratio of l / �2R� is
small enough that cos ��� can be approximated with �1
−�2 /2� and sin ��� with �. For example, the parameters of
the transducer used in this study are R=70 mm and l
=13 mm, and �=arcsin � 13

140
�
5°. By means of this small-

ness approximation, M��� can be described by

M��� � �rp
2 + R2 − 2rpR cos ��p�� − �2rpR sin ��p���

+ �rpR cos ��p���2. �13�

FIG. 2. Schematic showing the segmentation for �p.
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Employing the smallness approximation converts the el-
liptical integral in Eq. �9� into a quadratic type with respect
to �, which has a closed form solution. Therefore, it is nec-
essary to change the order of integration so that the � inte-
gral can be calculated. For observation points on the z axis
�rp=0� the kernel is independent of � and this transformation
cannot be employed. Therefore, the points on the z axis will
be handled separately.

For the change of integration the x−y plane is divided
into five regions as shown in Fig. 2. Regions II and V cor-
respond to the points inside the cone subtended by the circu-
lar boundary of the transducer and its center of curvature.
Regions I and IV correspond to the points outside the ray
cone, except for a small cone around the y axis, region III.
For points close to the y axis, where cos ��p�→0, the coef-
ficient of �2 in Eq. �13� becomes infinitesimally small and in
subsequent steps results in numerical instability. In region
III, cos ��� was approximated as unity and the last term in
Eq. �13�, with the troublesome cos ��p� term, was dropped.
To minimize the error arising from this approximation, a
threshold value for �p was chosen such that
2rpR sin ��p��H�	103�rpR cos��p��H

2 . For the type of trans-
ducer used in this study, this threshold value, �t, was
69� /140 and region III was defined between 69� /140 and
��−�t�=71� /140, which was the symmetric interval with
respect to the y axis.

The underlying principle to convert Eq. �9� into line in-
tegrals is very similar for all the regions. In this paper, the
mathematical details for regions I, II, and III are described.
The introduced algebra covers all the mathematical tools
needed to obtain the response at any observation point in
front of the radiator. The interested reader is referred to Ref.
12 for the mathematical derivations of regions IV and V. The
formulas for the spatial transfer functions for all regions are
summarized in the Appendix.

A. Case 1: regions I and II 0��p��t

In regions I and II, M���, F1��� and F2��� are repre-
sented by

M��� � �rp
2 + R2 − 2rpR cos ��p�� − �2rpR sin ��p���

+ �rpR cos ��p���2 �14a�

=a + b� + c�2, �14b�

F1��� � �a + b� + c�2 + Azp, �14c�

F2��� � �a + b� + c�2 + Bzp, �14d�

where, to simplify the notation, the equations will be repre-
sented in terms of a, b, and c throughout this section. We will
first introduce the solution for region I, as it sets the basis for
the other solutions. The boundaries between the regions are
described in terms of tan �p and the reasoning behind this
choice will be explained in the next section.

1. Region I: �H< tan �p� tan „�t…

The region of integration is shown in Fig. 3 and, to
facilitate the change of order, it was necessary to divide the
integral into three pieces �labeled as 1, 2, and 3 in Fig. 3�:

�
−�H

�H �
F1���

F2���

E�r,�� dr d�

= �
F1�−�H�

F2�−�H� �
�−�H�

F2
−1�r�

E�r,�� d� dr

+ �
F2��H�

F1�−�H� �
F1

−1�r�

F2
−1�r�

E�r,�� d� dr

+ �
F1��H�

F2��H� �
F1

−1�r�

�H

E�r,�� d� dr . �15�

The mapping functions from r to �, which are denoted
with F1

−1�r� and F2
−1�r�, are not single valued, e.g., F1���

=�a+b�+c�2+Azp, which is a quadratic with two roots. To
solve the problem uniquely, the correct root must be picked
and this motivates the separation into regions. The derivative
of the quadratic term changes sign at −b /2c=tan ��p�.
Hence, the boundaries between the regions are described in
terms of tan ��p�. For region I, tan ��p�	�H and the appro-
priate results are

F1
−1�r� = � =

− b − �b2 − 4c�a + Azp − r2�
2c

, �16a�

F2
−1�r� = � =

− b − �b2 − 4c�a + Bzp − r2�
2c

. �16b�

Moreover, in this region, c	0 and the integral with re-
spect to � is given as13

� 1
�r2 − �a + b� + c�2�

d� =
1
�c

arcsin � − 2c� − b
�b2 + 4c�r2 − a�

 ,

�17�

hence Eq. �15� can now be written as

FIG. 3. The limit functions with monotonic decreasing dependence on �.
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�
−�H

�H �
F1���

F2���

E�r,�� dr d�

= �
F1�−�H�

F2�−�H�

e−jkr�2�r� − 3�r�� dr

+ �
F2��H�

F1�−�H�

e−jkr�2�r� − 1�r�� dr + �
F1��H�

F2��H�

�e−jkr�4�r� − 1�r�� dr , �18�

where

1�r� = −
1
�c

arcsin ��1 −
4cAzp

b2 + 4r2c − 4ac
 , �19a�

2�r� = −
1
�c

arcsin ��1 −
4cBzp

b2 + 4r2c − 4ac
 , �19b�

3�r� = −
1
�c

arcsin �� 2c�H − b
�b2 + 4r2c − 4ac

 , �19c�

4�r� = −
1
�c

arcsin �� − 2c�H − b
�b2 + 4r2c − 4ac

 . �19d�

The transfer function in a compact form consists of four line
integrals:

H =
R

2���F1��H�

F1�−�H�

e−jkr�− 1�r�� dr

+ �
F2��H�

F2�−�H�

e−jkr�2�r�� dr + �
F1�−�H�

F2�−�H�

e−jkr

��− 3�r�� dr + �
F1��H�

F2��H�

e−jkr�4�r�� dr	 . �20�

2. Region II: tan �p��H

When tan ��p� is smaller than the limiting value of �,
the inverse mapping functions F1

−1�r� and F2
−1�r� change sign

in the integral interval. Therefore, the integral in Eq. �9�
should be decomposed into two parts for a unique represen-
tation:

�
−�H

�H �
F1���

F2���

E�r,�� dr d� = H1 + H2

+ �
−�H

tan ��p� �
F1���

F2���

E�r,�� dr d�

+ �
tan ��p�

�H �
F1���

F2���

E�r,�� dr d� .

�21�

To obtain H1, the algorithm used in region I will be imple-
mented. The limit functions F1��� and F2��� are decreasing
functions of � and the inverses of the functions are repre-
sented with the negative roots, hence the resulting integral

has a form similar to the previous case and can be expressed
as

H1 =
R

2���F1��1�

F1�−�H�

e−jkr�− 1�r�� dr

+ �
F2��1�

F2�−�H�

e−jkr�2�r�� dr + �
F1�−�H�

F2�−�H�

e−jkr

��− 3�r�� dr	 �22�

where �1=tan ��p� and the 4�r� integral vanishes in this
interval.

To calculate H2, the same path will be followed with
minor modifications. For this case, M and r are the increas-
ing functions of �. The behavior of the limiting functions
with respect to � is given in Fig. 4. After algebraic manipu-
lations, the resulting integral can be written as

H2 =
R

2���F1��1�

F1��H�

e−jkr�− 1�r�� dr

+ �
F2��1�

F2��H�

e−jkr�2�r�� dr

+ �
F1��H�

F2��H�

e−jkr�4�r�� dr	 �23�

and the 3�r� integrals vanishes in this interval.

B. Case 2: region III, �t<�p��−�t

As discussed previously, the approximation cos ����1
is employed in this region, which is equivalent to setting c
=0 in Eq. �14a�. The integral is divided up into three pieces
as was done for region I �Eq. �15��, where the mapping func-
tions are now

F1
−1�r� =

r2 − a − Azp

b
, �24a�

F2
−1�r� =

r2 − a − Bzp

b
. �24b�

The � integrals can be evaluated as follows,

FIG. 4. The limit functions with monotonic increasing dependence on �.
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� 1
�r2 − �a + b��

d� =
2�r2 − �a + b��

− b
, �25�

and the spatial transfer function for region III is

H =
R

��− b���F1�−�H�

F2�−�H�

e−jkr��Bzp − �r2 − �a − b�H�� dr

+ �
F2��H�

F1�−�H�

e−jkr��Bzp − �Azp� dr

+ �
F1��H�

F2��H�

e−jkr��r2 − �a + b�H� − �Azp� dr� , �26�

with the definitions

5�r� = �r2 − �a − b�H� , �27a�

6�r� = �r2 − �a + b�H� . �27b�

The spatial transfer function is expressed in a compact
form as

H =
R

��− b���F2��H�

F2�−�H�

e−jkr��Bzp� dr + �
F1�−�H�

F2�−�H�

e−jkr

��− 5�r�� dr + �
F1��H�

F2��H�

e−jkr�6�r�� dr

+ �
F1��H�

F1�−�H�

e−jkr�− �Azp� dr	 . �28�

C. Case 3: on the z axis rp=0

For this case, Eq. �9� is written as

H =
R

2�
�

−�H

�H �
F1

F2 e−jkr

�r2 − M
dr d� , �29�

where M =R2 for rp=0, and F1 and F2 reduce to
�R2+ �zp±h /2�2 where the sign depends on the region. The
integrand is independent of � and Eq. �29� is expressed as

H =
R�H

�
�

F1

F2 e−jkr

�r2 − R2
dr . �30�

To remove the singularity caused by F1=R, the integration
by parts is employed and Eq. �30� is rewritten as

H =
R�H

� �e−jkr ln �r + �r2 − R2��F1

F2

− �
F1

F2

�− jk�e−jkr ln �r + �r2 − R2� dr	 . �31�

D. Polynomial approximation

The compact expressions for the spatial transfer function
of the cylindrical radiator involve line integrals, most of
which cannot be computed analytically. The integrals with
the nonlinear functions of r can be evaluated using a numeri-
cal integration technique such as Gauss quadrature. The

drawback of such a time consuming implementation is that a
separate numerical integral routine must be used for each
different frequency value.

In this study, a faster approach is introduced. The inte-
grands were expanded as a series of Legendre polynomials.
The Legendre polynomials were chosen as the expansion
basis functions since the coefficients of the resulting series
can be obtained without an integration routine and a closed
form solution exists for the exponential integrands found in
the expressions here. The resulting spatial transfer function is
represented as summation of a small number of Bessel func-
tions.

The normalized Legendre polynomials P̄n�x� form a
complete orthogonal system over the interval �−1,1�. There-
fore function f�x� defined in this interval may be expanded in
terms of the normalized Legendre polynomials as

f�x� = �
n=0

n=�

anP̄n�x� , �32a�

where the coefficients an are obtained from

an = �
−1

1

P̄n�x�f�x� dx . �32b�

If f�x� is smooth and well behaved, it can be represented
with a truncated series where the upper limit of Eq. �32a� is
replaced with N.

It can be shown that the coefficients of the truncated
Legendre series are given by14

an = �
q=1

n+1

WqP̄n��q�f��q� , �33�

where �q are the zeros of the Legendre polynomial of order
N+1 and Wq are the weights of the Gauss-Legendre quadra-
ture, that is, the coefficients an can be obtained without in-
tegration.

The application of this series expansion to our algorithm
will be as follows. As a general representation, the integrals
that one needs to compute can be written as

�
a

b

e−jkr�r� dr = Ae−jkB�
−1

1

e−jkAx�Ax + B� dx �34�

with r=Ax+B, A= �b−a� /2, and B= �b+a� /2. The function
�Ax+B� is expanded in terms of the Legendre polynomials

�Ax + B� = �
n=0

n=N

anP̄n�x� , �35a�

and, using the identity15 �p. 649�

�
−1

1

e−jkxP̄n�x� dx = �4n + 2�j�−njn�k� , �35b�

where jn�k� is the nth order spherical Bessel function, one
obtains
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�
a

b

e−jkr�r� dr = Ae−jkB�
n=0

N

an
�4n + 2�j�−njn�Ak� . �35c�

The resulting summation, Eq. �35c�, is valid for any wave
number and can be used to evaluate the remaining integrals
in Eqs. �20�, �22�, �23�, �28�, and �31�. From these one can
predict the acoustic fields in both lossless and attenuating
media.

V. RESULTS

We carried out numerical experiments to verify the SAM
introduced in this paper. Using the formulas given in Sec. IV,
the spatial transfer function of a cylindrical transducer was
calculated and compared with the results of direct numerical
integration of Eq. �6� using a brute force quadrature routine.
The SAM was also compared to Field II and the Fresnel
approximation along the axis of the element and perfor-
mance analysis is given. The element had lateral dimensions
13�0.5 mm2, a 70-mm elevation focal length, and a center
frequency of 3.5 MHz and was based on a clinical probe
�Model 8665, BK Medical, Wilmington, MA�. To have a
reasonable sized problem the maximum frequency of the sig-
nals was limited to 10 MHz.

A. Direct numerical approach „DNA…

A number of direct numerical integration techniques
were applied to compute Eq. �6�. The Gauss-Legendre
quadrature was found to produce the most accurate results in
the shortest time compared to other standard integration
techniques such as the trapezoidal rule and Simpson’s rule.

The 2D numerical routine can be summarized with the
following equation:

H 

R

2�
�
n=1

N̄

�
u=1

Ū

wnwu
e−jk�M��n�+�zp − zu�2

�M��n� + �zp − zu�2
, �36�

where �n and zu denote the abscissas, and wn, wu are the
weights for � and z, respectively. The number of terms is
determined according to the maximum frequency component
of the signal. In this study, 2� terms per minimum wave-
length were found to be sufficient for an accurate integral

evaluation. The number of terms for z was Ū
=round�2�fmaxh /co� and the number of terms for � was

N̄=round�2R�HŪ /h�. The routine was implemented in
Matlab R14 on a Pentium 4, 3 GHz, 1 GB RAM machine.

For the transducer used in this study N̄=547 and Ū=21.

B. Comparison of SAM and DNA

A number of numerical experiments were performed to
evaluate the performance of our method. In this study, four
comparison results are presented. Figures 5–7 each show
contour plots of the envelope of the normalized wave forms
for two cases: �a� the simulated response calculated with the
semi-analytical method �SAM� introduced in Sec. IV and �b�
the simulated response computed with the direct numerical
approach �DNA� in Sec. V A without any approximations.
The error between the two simulated responses ��a� and �b��

and the speed improvement in computation time are the most
important parameters to assess the performance of our
method. The measures that will be used to compare these
two results are defined as follows:

Error % = 100
�SAM − DNA�2

�DNA�2
, �37a�

Speed Improvement Ratio

=
Total time required to compute DNA

Total time required to compute SAM
. �37b�

The real valued wave number used in these simulations
was equal to � /co, where co=1500 m/s.

Figure 5 compares the field predictions in the scan plane
�z axis� of the transducer element at the elevation focus. In
this case, 14 equally spaced observation points are chosen
between −26 and 26 mm. The time axis was adjusted to re-
move the curvature of the wavefronts associated with spread-
ing from the element. This allows for a detailed comparison
of the phase fronts. The error between the two simulated
responses was 7.5�10−5% and the speed improvement ratio
1355. The total time required to compute SAM was 0.3 s.

In Fig. 6, the off-axis propagation in regions I and II was
investigated where the approximation for � had the most
significant effect on the results. For this experiment, the ob-

FIG. 5. Amplitude of envelope of acoustic field at x=0 and y=0 mm. �a�
Fast semi-analytical technique. �b� Direct computational method. Contours
are at 5-dB intervals. Retarded time scale: tr= t−r2 / �2Rc0�.
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servation points were 6 mm behind the focus and parallel to
the y axis. Forty-one equally spaced points were selected
between −4 and 4 mm. The error was found to be 0.12% and
the speed improvement ratio 225 times. The total time re-
quired to compute the SAM was 3.3 s.

Figure 7 shows the acoustic field in region III, on the y
axis, for zp=−2 mm. The observation points were selected at
19 equally spaced locations between −1.8 and 1.8 mm. For
this region, the error between two simulated responses ��a�
and �b�� was found to be 0.07% and the speed improvement
ratio 541. The total time required to compute the SAM was
0.7 s.

The numerical results presented here were also validated
with experimental measurements on the field from a single
element of the clinical probe. There was a good agreement
confirming that the small half-angle approximation was ap-
propriate for this transducer. The interested reader is referred
to Ref. 12 for the comparison results.

C. Attenuating media

A numerical experiment was performed to assess the
performance of the method in lossy media. The same experi-
ment described in Fig. 6 was simulated with a complex wave
number representing a power law attenuating medium. At-
tenuation was incorporated into the model by using �b

=54�� /2�3.5 MHz�1.2 Np/m �which corresponds to
4.7�� /2�3.5 MHz�1.2 dB/cm� and is appropriate for
tissue.12 The wave number was defined as

k2��� =
�2

co
2 − j

2��b���
co

. �38�

The predicted responses obtained with the two different
methods are given in Fig. 8. There is an excellent agreement
between two results. Quantitatively, the speed improvement
ratio is obtained as 225 times and the error between two
simulations is 0.08%. The total time required to compute the
SAM was 3.6 s.

D. Comparison with Field II and the Fresnel
approximation

A numerical experiment was performed to compare the
performance of the SAM, with the Field II program and cal-
culations based on the Fresnel approximation. The subrou-
tine “xdc_focused_array” was used from the Field II package
with following parameters: no_elements =1, width =5
�10−4, height =0.013, kerf =1.6667�10−4, Rfocus =0.07,
no_sub_x =1, no_sub_y =200, and focus =�0 0 0.07�. The
Fresnel approximation was implemented in Matlab 6.0.0.88
�R12� using the formula given in Ref. 6 �p. 157, Eq. 6.27b�.

Figure 9 shows two plots of the amplitude of the 3.5-
MHz component of a pulse as a function of distance along

FIG. 6. Amplitude of envelope of acoustic field at x=6 and z=0 mm. �a�
Fast semi-analytical technique. �b� Direct computational method. Contours
are at 6-dB intervals.

FIG. 7. Amplitude of envelope of acoustic field at x=0 and z=−2 mm. �a�
Fast semi-analytical technique. �b� Direct computational method. Contours
are at 5-dB intervals.
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axis of the element from 0 to 69 mm in 0.5-mm steps. One
can see that around the focus of the transducer �Fig. 9�a�� the
Fresnel approximation gives an accurate result. However, in
the near field �Fig. 9�b�� the paraxial approximation fails to
capture the oscillations in the pressure field accurately. In
comparison Field II provides accurate results in the near field
while showing some discrepancy in the focal region. This is
consistent with reports that the SIR employed by Field II can
be inefficient in the focal region.4

Table I shows a comparison of the total computation
time and the estimated error relative to the DNA for Field II,
Fresnel, and SAM on a computer with a Pentium 4, 1.6 GHz
and 768 MB RAM. It can be seen that the SAM is more
accurate than the Fresnel or Field II methods. The Fresnel
method was the fastest, as would be expected due to its use
of the paraxial approximation. The Field II program appears
faster than the SAM, however the bulk of the computations
in Field II are carried out in a compiled C-file �Matlab “mex”
file�, which is inherently faster than the direct Matlab imple-
mentation of the SAM �and the Fresnel method�. A direct
C-implementation of the SAM should lead to at least an

order of magnitude improvement in speed, making it equiva-
lent to Field II, and could potentially be another order of
magnitude faster.

VI. CONCLUSION

In this study, a fast method to compute the spatial trans-
fer function of cylindrically concave transducers in lossless

FIG. 8. Amplitude of envelope of acoustic field in lossy medium at x=6 and
z=0 mm. �a� Fast semi-analytical technique. �b� Direct computational
method. Contours are at 6-dB intervals.

FIG. 9. �Color online� Prediction of the amplitude of the 3.5-MHz compo-
nent along the axis of the transducer. Comparison of Field II, Fresnel, and
SAM.

TABLE I. Comparison of Field II, Fresnel, and SAM.

Figure 9�a� SAM Fresnel Field II

Error �%� 0.08 2.10 2.4
Computation time �s� 4.05 0.33 0.22
Figure 9�b�
Error �%� 1.07 10.58 5.73
Computation time �s� 1.22 0.08 0.22
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and attenuating medium was introduced. For cylindrically
focused transducers, with small half-angles in the elevation
plane, the 2D surface integral was transformed from an el-
liptic type to a parabolic type. The integrals could be evalu-
ated by reducing the problem to a 1D line integral. The re-
maining integrand was expressed as a truncated series of
Legendre polynomials, from which it was possible to evalu-
ate the line integral as a sum of spherical Bessel functions.
The form of the line integrals is such that the coefficients of
the Legendre polynomials depend only on geometry and not
on frequency. They only need to be calculated once for spe-
cific elements and then the response at any frequency can be
determined by a summation where the number of terms does
not depend on frequency. This contrasts to direct integration
approaches, which need to employ finer discretization for
higher frequency components.

The method was compared to an optimized numerical
method, which evaluated the surface integral directly. The
speed of the new algorithm depends on the number of line
integrals that need to be evaluated for an observation point.
For the specific transducer used in this study, the speed im-
provement was between 40 and 1400 and the maximum error
between two simulations was found to be 0.4%. The semi-
analytical frequency domain method can predict the spatial
transfer function of a cylindrical radiator in lossy medium
simply by adding an imaginary component to the wave num-
ber.

In summary, a powerful semi-analytical method has
been presented that complements the numerical approaches
in the current literature. The approach can predict the acous-
tic field for a cylindrical concave transducer in attenuating
homogeneous media. The approach can be applied to deter-
mine the fields in classical beam forming and also for appli-
cations such as tomography, which do not employ delay and
sum beamforming.
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APPENDIX: ACOUSTIC FIELD OF A CYLINDRICALLY
CONCAVE TRANSDUCER

The type of the integral to be solved here can be ex-
pressed in the following form:

R

2�
�

−�H

�H �
F1���

F2��� e−jkr

�r2 − M���
dr d� , �A1a�

where

F1��� = �M��� + Azp, �A1b�

F2��� = �M��� + Bzp, �A1c�

M��� = rp
2 + R2 − 2rpR cos �� − �p� , �A1d�

where Azp and Bzp represent the region specific constants
defined by the zp value of the observation point.

1. Case 1: Regions I and II 0��p��t

In this region M���, F1���, and F2��� are represented
by

M��� � �rp
2 + R2 − 2rpR cos ��p�� − �2rpR sin ��p���

�A2a�

+ �rpR cos ��p���2 �A2b�

=a + b� + c�2, �A2c�

F1��� � �a + b� + c�2 + Azp, �A2d�

F2��� � �a + b� + c�2 + Bzp. �A2e�

a. Region I: �H< tan �p� tan „�t…

The expression for the spatial transfer function is given
by

H =
R

2���F1��H�

F1�−�H�

e−jkr�− 1�r�� dr

+ �
F2��H�

F2�−�H�

e−jkr�2�r�� dr + �
F1�−�H�

F2�−�H�

e−jkr

��− 3�r�� dr + �
F1��H�

F2��H�

e−jkr�4�r�� dr	 , �A3�

where

1�r� = −
1
�c

arcsin ��1 −
4cAzp

b2 + 4r2c − 4ac
 , �A4a�

2�r� = −
1
�c

arcsin ��1 −
4cBzp

b2 + 4r2c − 4ac
 , �A4b�

3�r� = −
1
�c

arcsin � 2c�H − b
�b2 + 4r2c − 4ac

 , �A4c�

4�r� = −
1
�c

arcsin � − 2c�H − b
�b2 + 4r2c − 4ac

 . �A4d�

b. Region II: tan �p��H

The expression is given as the summation of the two
responses:

�
−�H

�H �
F1���

F2���

dr d� = H1 + H2. �A5�

H1:
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H1 =
R

2���F1��1�

F1�−�H�

e−jkr�− 1�r�� dr

+ �
F2��1�

F2�−�H�

e−jkr�2�r�� dr

+ �
F1�−�H�

F2�−�H�

e−jkr�3�r�� dr	 , �A6�

where

�1 = tan ��p� . �A7a�

H2:

H2 =
R

2���F1��1�

F1��H�

e−jkr�− 1�r�� dr

+ �
F2��1�

F2��H�

e−jkr�2�r�� dr

+ �
F1��H�

F2��H�

e−jkr�4�r�� dr	 . �A8�

2. Case 2: Region III, �t<�p��−�t

H =
R

��− b���F2��H�

F2�−�H�

e−jkr��Bzp� dr + �
F1�−�H�

F2�−�H�

e−jkr

��− 5�r�� dr + �
F1��H�

F2��H�

e−jkr�6�r�� dr

+ �
F1��H�

F1�−�H�

e−jkr�− �Azp�	 , �A9�

where

5�r� = �r2 − �a − b�H� , �A10a�

6�r� = �r2 − �a + b�H� , �A10b�

F1��� = �a + b� + Azp, �A10c�

F2��� = �a + b� + Bzp. �A10d�

3. Case 3: Regions IV and V �−�t��p��

M���, F1���, and F2��� have the same forms in Sec.
IV A as

M��� � �rp
2 + R2 − 2rpR cos ��p�� − �2rpR sin ��p���

�A11a�

+ �rpR cos ��p���2 �A11b�

=a + b� + c�2, �A11c�

F1��� � �a + b� + c�2 + Azp, �A11d�

F2��� � �a + b� + c�2 + Bzp. �A11e�

a. Region IV: tan �p<−�H

H =
R

2���F1��H�

F1�−�H�

e−jkr�− 7�r�� dr

+ �
F2��H�

F2�−�H�

e−jkr�8�r�� dr + �
F1�−�H�

F2�−�H�

e−jkr

��− 9�r�� dr + �
F1��H�

F2��H�

e−jkr�10�r�� dr	 , �A12�

where

− �H = − arcsin �l/R� , �A13a�

�H = arcsin �l/R� , �A13b�

7�r� =
1

�− c
ln �2�− cAzp + �b2 − 4c�a + Azp − r2�� ,

�A13c�

8�r� =
1

�− c
ln �2�− cBzp + �b2 − 4c�a + Bzp − r2�� ,

�A13d�

9�r� =
1

�− c
ln �2�− c�r2 − a + b�H − c�H

2 � + 2c�H

− b� , �A13e�

10�r� =
1

�− c
ln �2�− c�r2 − a + b�H − c�H

2 � − 2c�H

− b� . �A13f�

b. Region V: tan �p�−�H

�
−�H

�H �
F1���

F2���

dr d� = H1 + H2. �A14�

H1:

H1 =
R

2���F1
*��H�

F1
*��2�

e−jkr�− 7�r�� dr

+ �
F2

*��H�

F2
*��2�

e−jkr�8�r�� dr + �
F1

*��2�

F2
*��2�

e−jkr

��− 11�r�� dr + �
F1

*��H�

F2
*��H�

e−jkr�12�r�� dr	 , �A15�

F1
*��*� = ��a − b�* + c�� * �2 + Azp, �A16a�

F2
*��*� = ��a − b�* + c�� * �2 + Bzp, �A16b�

11�r� =
1

�− c
ln �2�− c�r2 − a + b�2 − c�2

2� − 2c�2

+ b� , �A16c�
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12�r� =
1

�− c
ln �2�− c�r2 − a + b�H − c�H

2 � − 2c�H

+ b� , �A16d�

�2 = − tan ��p� . �A16e�

H2:

H2 =
R

2���F1��H�

F1��2�

e−jkr�− 7�r�� dr

+ �
F2��H�

F2��2�

e−jkr�8�r�� dr + �
F1��2�

F2��2�

e−jkr

��− 9�r�� dr + �
F1��H�

F2��H�

e−jkr�10�r�� dr	 . �A17�
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Two metrics, expressing the change in mechanoreceptor-specific vibrotactile thresholds at a
fingertip over a time interval of months or years, and the shift in threshold from the mean values
recorded from the fingertips of healthy persons, have been constructed for thresholds measured from
individual fingers. The metrics assume the applicability of the acute adaptation property of
mechanoreceptors, which has been confirmed by thresholds obtained from 18 forest workers on two
occasions, separated by 5 years. Hence, when expressed in decibels, both threshold changes and
threshold shifts may be averaged at frequencies mediated by the same receptor population to
improve precision. Differences between threshold changes at frequencies mediated by the same
receptor population may be used to identify inconsistent subject performance, and hence potentially
erroneous results. For this group of subjects, the threshold changes and threshold shifts at
frequencies believed mediated by the slowly adapting type I �SAI� �4 and 6.3 Hz� and rapidly
adapting type I �FAI� �20 and 32 Hz� receptors within each finger were correlated. In these
circumstances, which may be expected to occur for some work-induced and systemic peripheral
neuropathies, both threshold changes and threshold shifts may be summed over SAI and FAI
receptors to improve precision, and hence the potential for interpretation. © 2007 Acoustical Society
of America. �DOI: 10.1121/1.2404631�

PACS number�s�: 43.80.Vj, 43.66.Wv, 43.80.Qf �FD� Pages: 1238–1247

I. INTRODUCTION

It has been recognized for some time that the sense of
touch in the hands is mediated by four populations of mecha-
noreceptors, which may be differentiated physiologically on
the basis of their morphology, and functionally on the basis
of their responses to static and dynamic skin indentation
�Vallbo and Johansson, 1984; Bolanowski et al., 1988; Ver-
rillo, in press�. The slowly adapting type I receptors �SAI�
are primarily involved in the detection of surface topography,
such as ridges, edges, and curvature. The primary role of the
rapidly adapting type I receptors �FAI� is to provide the sen-
sory input necessary to grip and hold objects between the
thumb and fingers, which triggers compensatory muscle ac-
tion in response to the detection of microslips �Johansson
and Westling, 1984; Srinivasan et al., 1990�. Thus, a loss of

sensory input will impede the performance of this basic ma-
nipulative function. The rapidly adapting types II receptors
�FAII� are insensitive to static or low frequency skin motion,
but are very sensitive to vibration. They can also provide
information on distant transient events �Johnson, 2001�. A
fourth mechanoreceptor population in the fingertips appears
to respond primarily to skin stretch, and as such appears little
involved in tactile acuity �slowly adapting, type II—SAII�.
The four receptor populations are associated with distinct
anatomical structures in the glabrous skin of the hand: Mer-
kel disks �SAIs�, Meissner corpuscles �FAIs�, Pacinian cor-
puscles �FAIIs�, and Ruffini endings �SAIIs�. Psychophysical
techniques for determining the vibrotactile sensitivity of
these receptor populations, separately, at the thenar eminence
or the fingertips have been described �Bolanowski et al.,
1988; Brammer and Piercy, 2000; Gescheider et al., 1985,
2002�, and, for the latter, codified in an international standard
�ISO 13091-1, 2001�.a�Electronic mail: tony.brammer@nrc-cnrc.gc.ca
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The purpose of the present work was to develop a
method for detecting small changes in afferent acuity at the
fingertips of individual hands, as an aid to the diagnosis of
peripheral sensory neuropathies. Thus, in a clinical setting,
the method is intended to signal a patient’s deteriorating acu-
ity, or to follow nerve repair or recovery by monitoring im-
proving acuity. Clearly, such a method would require the
availability of a means for noninvasively and rapidly mea-
suring some physiological parameter related to tactile acuity.
Vibrotactile perception and other quantitative sensory tests
have been explored for this purpose, with apparently limited
success �Gerr et al., 1991; Lundborg et al., 1992; Van Boven
and Johnson, 1994�. However, none to our knowledge have
employed a procedure designed to elicit, separately, re-
sponses from the different mechanoreceptor populations sub-
serving the sense of touch.

Statistically significant associations between vibrotactile
thresholds mediated, separately, by the SAI, FAI, and FAII
receptor populations at the fingertips and symptoms of dete-
riorating tactile acuity evidenced as reports of numbness, dif-
ficulty manipulating small objects, and difficulty buttoning
clothing have recently been reported in a field study of
manual workers �Coutu-Wakulczyk et al., 1997�. Based on
this link between receptor-specific vibrotactile thresholds and
tactile performance, it appeared worthwhile to examine the
potential for detecting small changes in mechanoreceptor-
specific vibrotactile thresholds to serve as a surrogate for
direct measurement of tactile performance. The method de-
scribed in this paper considers two metrics constructed from
mechanoreceptor-specific vibrotactile perception thresholds
measured at the fingertips. The first examines the changes in
mechanoreceptor-specific vibrotactile thresholds over a time
interval, and is derived from thresholds determined on two
occasions separated by a matter of months, or years. As such
it employs the individual as his/her own reference, but will
be sensitive to the change in threshold with age. The second
examines the persistent shifts in threshold from the mean
values recorded from the fingertips of healthy persons. This
metric assumes that the latter are known for the age of the
subject.

In view of the potential confounding of both metrics by
aging, it is essential that the effect of aging on the thresholds
be mitigated. Two strategies are adopted for this purpose.
First, the observed rate of change of receptor-specific vibro-
tactile threshold with age in healthy persons is used to select
those frequencies, and hence the receptor populations, most
suitable for analysis. Second, a method for combining
thresholds at different stimulus frequencies mediated by the
same receptor population is developed to increase the preci-
sion of the measurement. It is based on the known neuro-
physiological and psychophysical properties of mechanore-
ceptor populations �Vallbo and Johansson, 1984; Johnson,
2001; Verrillo, 1985, in press; Bolanowski et al., 1988; Ge-
scheider et al., 1985, 2002�. In particular, the analysis em-
ploys the adaptation property of mechanoreceptors whereby
in response to a pure-tone, suprathreshold conditioning vi-
bration the vibrotactile threshold at each frequency mediated
by a given receptor population is found to change by the
same amount �Verrillo and Gescheider, 1977�. This result of

a laboratory experiment with trained subjects involved deter-
mining their vibrotactile perception threshold at the thenar
eminence: first, prior to commencing the 10 min condition-
ing exposure and second, immediately after the exposure.
Justification for applying this acute property of mechanore-
ceptors to persistent threshold changes, and threshold shifts,
is explored by conducting measurements on the hands of
forest workers who operate power tools �which produced
their “conditioning” exposure�, some of whom were known
to be experiencing neurological symptoms compatible with
reduced tactile acuity �Sutinen et al., 2006�.

II. METHOD, APPARATUS, AND SUBJECTS

Two metrics for detecting small alterations in
mechanoreceptor-specific vibrotactile thresholds are first de-
veloped. In this paper, threshold changes, and threshold
shifts, are ascribed distinct and different meanings. The deri-
vation focuses on the SAI and FAI receptor populations, as
these appear to have the most direct link to the dimensions of
touch concerning the identification and manipulation of
small objects, and their vibrotactile thresholds are less af-
fected by aging than the FAII receptors �Verrillo, in press;
Brammer et al., 1993�.

A. Changes in a person’s mechanoreceptor-specific
thresholds with time

In view of the association between vibrotactile thresh-
olds and tactile function, establishing the change in
mechanoreceptor-specific thresholds that has occurred over a
period of time permits, in principle, potential changes in tac-
tile acuity to be followed. The limit of significance of this
metric will be related to the test/retest repeatability of thresh-
old measurements, which has been reported for medically
screened, healthy male subjects using the apparatus em-
ployed in this study �Brammer et al., 1992�, and to the
change in threshold from aging. The threshold change over a
period of time, �t, at a stimulation frequency, f , can be cal-
culated for each finger from thresholds recorded at that finger
at times t1 and t2, T�f , t1� and T�f , t2�, i.e.,

TCf��t� = T�f ,t2� − T�f ,t1� . �1�

In this and all other equations the thresholds are considered
to be expressed in decibels �dB�, a measure associated with
sensation magnitude �Gescheider, 1997�.

In psychophysical experiments it has been observed that
acute changes in threshold in response to suprathreshold
stimuli are the same at all frequencies at which the threshold
is mediated by a given receptor population �Verrillo and Ge-
scheider, 1977�. If this property of mechanoreceptor popula-
tions is assumed to be applicable to persistent threshold
changes, then for frequencies f i at which the threshold is
mediated by the same receptor population:

TCf i
��t� � TCf�i+r�

��t� for r = 1,2,3, . . . �2�

in circumstances in which the difference between the thresh-
old changes due to aging at the two frequencies is negligible.
The precision of the measure of threshold change may there-
fore be improved for thresholds recorded at frequencies be-
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lieved mediated by the same receptor population by forming
the mean change in threshold for that population. Hence, if
vibrotactile thresholds are determined at stimulus frequen-
cies of, say, f =4, and 6.3 Hz �believed mediated by SAIs�,
and 20, and 32 Hz �believed mediated by FAIs�, then

TCSAI = �TC4��t� + TC6.3��t��/2, �3�

etc., where TCSAI, and TCFAI defined equivalently, are
taken to be the mean threshold changes for the SAI and
FAI receptor populations, respectively, during the time
period �t.

For time intervals chosen so that aging introduces little
difference in the threshold change between frequencies me-
diated by a given receptor population, analysis of the signifi-
cance of an observed change in threshold can then be based
on the statistical significance of the magnitudes of TCSAI,
and TCFAI, derived from published values for the repeatabil-
ity of threshold determinations. For healthy persons screened
for peripheral neuropathies, the test/retest repeatability for
receptor-specific thresholds appears to be normally distrib-
uted with a standard deviation �s.d.� of close to 2.1 dB
�Brammer et al., 1992�. Accordingly, in circumstances in
which aging-related errors may be neglected, the magnitudes
of TCSAI, and TCFAI may be interpreted by reference to a
normal distribution with this s.d.

B. Status of a person’s mechanoreceptor-specific
thresholds relative to expected values

In order to establish whether the thresholds recorded
from a subject remain within the range associated with
healthy persons, the observed thresholds need to be com-
pared with those recorded from persons medically screened
for symptoms of neurological disease, and with no history of
exposure of the hands to vibration or to trauma. Thresholds
for approximately 100 hands of healthy male Caucasian and
Asian professional workers, and Caucasian manual workers,
with ages ranging from 25 to 75 years, have been obtained
using the apparatus employed in this study �Brammer et al.,
1993�. Mean values, standard deviations, and the change in
mean thresholds with age for these persons are summarized
in Table I, and are taken to define normative values of vibro-
tactile thresholds for the purposes of the present work.

The shift in threshold from the mean normal value is
first calculated at each measurement frequency, TSf i

�t�. Pro-
vided the mean normal vibrotactile threshold changes little

during the time interval between measurements, we obtain
from Eq. �1�:

TCf i
��t� � TSf i

�t2� − TSf i
�t1� . �4�

Applying Eq. �2�:

TSf�i+r�
�t2� − TSf i

�t2� � TSf�i+r�
�t1� − TSf i

�t1� . �5�

Thus, a consistent difference between threshold shifts at fre-
quencies believed mediated by the same receptor population
is expected. The threshold shift may be conveniently ex-
pressed in terms of the range in thresholds observed in
healthy hands at the same stimulation frequency, which ap-
pears to possess a normal distribution when expressed in dB.
For this purpose, the range within the Gaussian distribution
is expressed in units of the s.d. of the population mean, so
that

TS4�s.d.� = TS4�t�/s.d.4, �6�

etc., where s.d.4, s.d.6.3, etc., are the standard deviations of
the threshold distributions for healthy persons at 4, 6.3 Hz,
etc., respectively. In consequence, it is possible to express
the magnitude of this metric in terms of probability values
for a normal distribution. In this way the magnitude of an
observed normalized threshold shift may be interpreted in
terms of the probability of a given deviation from the
mean value recorded in the hands of healthy persons.

C. Apparatus and measurements

The performance of these metrics has been examined by
conducting noninvasive measurements of vibrotactile per-
ception threshold at the fingertips using a tactometer �Bram-
mer and Piercy, 1991; 2001�. The apparatus consists essen-
tially of: a stimulator mounted on a vertically adjustable
track, with axis of motion in the direction of the track; an
arm support on which the hand and forearm rest with palm
facing upwards; a vibration sensor, attached to the stimulator,
and electronics to record the motion at the surface of the
skin, and a computer to administer the stimulus and psycho-
physical algorithm, calculate perception thresholds and, in
the second study, indicate inconsistencies in the performance
of the subject during the threshold tracking task �see Sec.
IV B�.

When the subject was sitting comfortably, the stimulator
was positioned so that a 3-mm-diam, cylindrical, flat-ended
probe could be lowered onto a fingertip. Once in contact with
the skin, a static compressive force of 0.05 N was main-
tained. No additional stationary surface contacted the finger-
tip or surrounded the vibrating probe. Pulsed oscillatory
stimuli �i.e., tone bursts� were then applied to the skin at
amplitudes close to the threshold of perception at frequencies
which, together with the stimulator contact conditions, were
intended to elicit, separately, responses from one of the fol-
lowing mechanoreceptor populations: SAI or FAI �Brammer
and Piercy, 2000; ISO 13091-1, 2001�.

The psychophysical test paradigm employed an up-
down procedure suitable for applications in the field, where
rapid threshold determination is deemed most important. In
this paradigm sinusoidal bursts of vibration of constant am-

TABLE I. Mechanoreceptor-specific vibrotactile thresholds for the finger-
tips of healthy males at age 30, from Brammer et al. �1993�.

Receptor
population

Frequency
�Hz�

Mean
threshold

�dB re 10−6 m s−2�

Standard
deviation

�dB�

Change
with age
�dB/year�

SAI 4 78.8 5.3 0.025
6.3 83.2 5.3 0.07

FAI 20 92.7 5.3 0.07
32 100.2 5.3 0.07

FAII 100 110.9 4.5 0.25
160 110 4.5 0.3
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plitude separated by quiescent periods are applied to the skin
at a selected frequency. The bursts were 800 ms in duration
at frequencies of 20 Hz and above, and 1.6 s in duration at
frequencies of 6.3 Hz and below. The quiescent interval was
0.6 s. Successive bursts initially increase in intensity until
the subject signals, by pressing a switch, that the stimulus
has been detected. This action defines the first ascending, or
“upper” threshold. Successive bursts then decrease in inten-
sity until the subject signals, by releasing the switch, that the
stimulus can no longer be felt, so defining the first descend-
ing or “lower” threshold. The burst intensity is then, once
again, increased. This cycling of burst intensity according to
the subject’s response was repeated at least four and up to six
times if the ascending and descending thresholds were incon-
sistent. The mean threshold acceleration is calculated from
the arithmetic sum of the sequence of ascending and de-
scending thresholds, each of which are expressed in dB re
10−6 m/s2. In forming the mean threshold, the values of the
first ascending and descending thresholds have been ex-
cluded.

The change in stimulus intensity between bursts was
fixed at 2 dB during the initial study. During the second
study the step size was automatically decreased from 3 dB to
a minimum of 2 dB depending on the magnitude of the dif-
ference between individual ascending and descending thresh-
old pairs. With the accelerated procedure, the mean vibrotac-
tile threshold at a single stimulus frequency could be
determined in about 1 min. The threshold values for healthy
males obtained in this way are comparable to those obtained
by other techniques �Piercy and Brammer, 2004�.

Prior to commencing threshold determinations, each
subject was first given at least two trials of the measurement
procedure, one for each receptor population. The pulsed na-
ture of the stimulus was described, and the subject was in-
structed to identify the repeated pattern of stimulus-on,
stimulus-off, by observing the cycling on-and-off of a lamp
illuminated during presentation of the stimulus. The different
sensations experienced from different receptor types during
suprathreshold stimulation were described. Measurements
commenced when the subject believed he understood the re-
sponse procedure. Familiarization with the procedure typi-
cally took 5 min. Thresholds were determined at the finger-
tips of digits 3 and 5 of both hands, at frequencies of 4, 6.3,
20, and 32 Hz, and took approximately 45 min. Skin tem-
perature was measured at the fingertips and maintained at at
least 27 °C.

The apparatus was calibrated daily before commencing
measurements, using a built-in reference signal that gener-
ates a known acceleration. Day-to-day variations in calibra-
tion were less than 1 dB at all measurement frequencies, and
typically less than 0.5 dB.

D. Subjects

Measurements were performed on 18 forest workers,
most of whom operated vibrating power tools �chain saws
and brush cutters� that produced their “conditioning” vibra-
tion exposure. The subjects had no prior experience of vibro-
tactile testing, and ranged in age from 30 to 56 years, with a

mean age of 44 years. All gave their informed consent to
participate in the experiments, which had received ethics
committee approval. Prior to the measurements, which were
conducted as part of two health studies separated by 5 years,
none of the subjects had engaged in manual work or operated
their customary power tools. In consequence, the observed
thresholds are believed to be free of any temporary loss in
sensation resulting from acute exposure of the hand to in-
tense vibration �Brammer et al., 2006�.

III. RESULTS

A. Vibrotactile perception thresholds at different
frequencies

A typical pattern of thresholds recorded in the two stud-
ies separated by 5 years is shown for one finger of a
symptom-free subject in Fig. 1. In this diagram, the approxi-
mate boundaries between frequencies believed mediated by
different mechanoreceptor populations are indicated by
dashed �vertical� lines. The vibrotactile thresholds are ex-
pressed as rms accelerations in dB relative to 10−6 m s−2,
following the recommendation of ISO 13091-1 �2001�. It is
evident by comparing the results at 4 and 6.3 Hz, and those
at 20 and 32 Hz, that similar changes in threshold occurred
in the hand of this subject at thresholds believed mediated by
the same receptor population. Clearly, the thresholds at these
frequencies have increased in magnitude between the two
studies, that is, the sensitivity is reduced with continuing
exposure to the conditioning vibration �from power tool op-
eration�.

Inspection of Table I shows that the mean age depen-
dence of thresholds will introduce a systematic error of, typi-
cally, 0.35 dB when �t=5 into the relationship of Eqs. �1�
and �4� at frequencies of 6.3, 20, and 32 Hz, and less at
4 Hz. Within the precision of psychophysical measurements,
errors of this magnitude can be tolerated. It is thus appropri-
ate to employ the data from these subjects to: �1� examine
the assumption underlying the two metrics, and �2� develop
ways for identifying inconsistent subject performance, in or-
der to exclude potentially erroneous thresholds and hence
inappropriate assessments of tactile performance.

FIG. 1. Vibrotactile perception thresholds at the fingertip of an asymptom-
atic subject. Study 2 was performed 5 years after study 1.
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B. Changes in threshold between studies

The relationships between the threshold changes re-
corded in each fingertip at 4 and 6.3 Hz, and at 20 and
32 Hz, are shown in Figs. 2 and 3, respectively, for digits 3
and 5 of all subjects �left, and right, hands�. The observed
threshold changes, when paired by frequencies believed me-
diated by the same receptor population, form a scatter plot
about the relationship: TCf2

��t�=TCf1
��t� �see Eq. �2��. This

relationship is plotted as a continuous line in the diagrams. A
linear regression fit to all the data is shown by the dashed
line which, while similar to that expressing the assumption
underlying the method �the continuous line�, deviates some-
what in gradient and origin, particularly for the thresholds at
4 and 6.3 Hz �Fig. 2�.

There are two potential sources of these deviations. The
first is the assumption of the applicability of the acute adap-
tation property of mechanoreceptor populations in response
to a short-duration conditioning stimulus to the persistent
changes in threshold observed in this study, and the second is
the psychophysical nature of the measurements. Thus,
thresholds may be influenced, for example, by a subject’s
lack of concentration, changing response criterion, or fatigue
�Levitt, 1971�. To explore further the influences on the rela-
tionship between TCf1

��t� and TCf2
��t�, the modulus of the

difference between threshold changes at two frequencies be-
lieved mediated by the same receptor population within each

finger, i.e., �TCf1
��t�−TCf2

��t��, has been used to rank order
the outliers in Figs. 2 and 3. The correlation between the
remaining pairs of threshold changes has been calculated re-
peatedly as the most extreme remaining outlier is succes-
sively excluded. The results of this calculation are shown in
Fig. 4 for the removal of up to nine threshold pairs. The
correlation coefficients for the threshold changes believed
mediated by the SAI receptors �at 4 and 6.3 Hz� are shown
by the closed circles, and for those believed mediated by the
FAI receptors �at 20 and 32 Hz� by the closed squares. The
corresponding modulus of the smallest difference between
threshold changes removed from the calculation, �TCf1

��t�
−TCf2

��t��min, is shown by open circles and squares, respec-
tively, and the dashed lines �right-hand scale in Fig. 4�. In-
spection of Fig. 4 reveals that the correlation between
TCf1

��t� and TCf2
��t� increases as the initial outliers are

excluded, with the rate of increase slowing as the number of
outliers removed is increased. Consistent with this trend is a
slowing in the reduction in magnitude of �TCf1

��t�
−TCf2

��t��min, until a value of threshold change approaching
approximately four times the standard deviation for the test/
retest repeatability of a threshold measurement is reached
�8.3 dB� �Brammer et al., 1992�. The influence of outliers
exceeding this value of �TCf1

��t�−TCf2
��t��min can be seen

in Figs. 2 and 3, where open circles identify six outliers
excluded from the calculation. Linear regression fits to the
remaining data are shown by the dotted lines. Comparison
between the dashed lines and dotted lines in Figs. 2 and 3
confirms that the regression fits to the data are now closer to
the continuous lines expressing the relationship expected be-
tween TCf1

��t� and TCf2
��t� if the assumption of the appli-

cability of the adaptation property of receptor populations to
persistent changes in threshold is valid.

Now the 95% confidence interval for the mean differ-
ence between threshold changes recorded at 4 and 6.3 Hz is
−2.15�TC4��t�−TC6.3��t��0.57, and for threshold
changes recorded at 20 and 32 Hz is −1.0�TC20��t�
−TC32��t��2.06, for all the threshold changes obtained
from these subjects. Thus the magnitudes of the threshold
changes recorded at the two frequencies believed mediated
by the same receptor population are not demonstrably differ-
ent, as would be expected from the acute adaptation property
of mechanoreceptors, and may be taken to confirm the valid-

FIG. 2. Scatter plot of threshold changes over 5 years in the same finger at
4 and 6.3 Hz. Data for all subjects. The solid line is the expected relation-
ship between threshold pairs at 4 and 6.3 Hz. A linear regression fit to all
data is shown by the dashed line and to data excluding outliers by the dotted
line. The outliers excluded from the analysis are shown by open circles �see
the text�.

FIG. 3. Scatter plot of threshold changes over 5 years in the same finger at
20 and 32 Hz. Data for all subjects. The solid line is the expected relation-
ship between threshold pairs at 20 and 32 Hz. A linear regression fit to all
data is shown by the dashed line and to data excluding outliers by the dotted
line. The outliers excluded from the analysis are shown by open circles �see
the text�.

FIG. 4. Pearson correlation coefficient for threshold changes believed me-
diated by a single receptor population within the same finger expressed as a
function of the number of threshold pairs excluded: closed circles—4 and
6.3 Hz, closed squares—20 and 32 Hz. The modulus of the smallest thresh-
old difference excluded is shown on the right ordinate: open circles—4 and
6.3 Hz, open squares—20 and 32 Hz.
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ity of the basic assumption underlying the method �Eq. �2��.
In addition, identifying pairs of threshold changes for which
TCf2

��t��TCf1
��t� can now be seen as a way for assessing

a subject’s performance of the psychophysical task, and
hence the presence of one, or more, erroneous thresholds.

The changes in thresholds at stimulation frequencies of
4 and 6.3 Hz are shown in columns 2 and 3 of Table II,
respectively, for digit 3 of the right hand of all subjects. For
most subjects the threshold changes recorded at the two fre-
quencies tend to be similar in magnitude. However, the mag-
nitude of �TCf1

��t�−TCf2
��t�� can be seen to range from

0.1 dB �subject 10� to 11.4 dB �subject 7� in Table II. This is
considered sufficient to warrant introducing a limit for the
maximum acceptable difference between threshold changes
recorded at frequencies believed mediated by the same re-
ceptor population, on the expectation from the preceding
analysis of outliers that one, or both, of the threshold
changes may contain errors. A limit of 8.3 dB would appear
appropriate for this purpose, i.e.,

�TCf1
��t� − TCf2

��t��max � 8.3. �7�

Application of this condition to these subjects, which from
the repeatability of threshold determinations is believed to
have a �two-sided� probability of occurrence of p=0.05,
would lead to the rejection of data from 14/140 �10%� of
the threshold pairs.

The mean change TCSAI is shown in column 4 of Table
II, and excludes data from subjects 7 and 18 �indicated by
“R”� as the threshold changes failed to satisfy the consis-
tency condition �Eq. �7��. The mean threshold changes at 20
and 32 Hz within the same fingers, TCFAI, are shown in col-
umn 5: data for subjects 10 and 13 have been rejected �R� for
the same reason. It is now evident by comparing the results
in columns 4 and 5 with those in columns 2 and 3 that the

mean threshold changes believed recorded from different re-
ceptor populations within the same finger appear to be as
consistent as the threshold changes recorded at different fre-
quencies believed mediated by the same receptor population
for these subjects.

To further explore this observation, Pearson correlation
coefficients between the changes in threshold believed medi-
ated by the SAI and FAI receptors within each finger satis-
fying the consistency condition have been calculated sepa-
rately for the right and left hands, and are given in Table III.
Examination of Table III reveals that the correlation between
TCSAI and TCFAI within the same fingertip, for digits 3 and 5
of the right hand, and digit 5 of the left hand, are 0.81, 0.78,
and 0.89, respectively. Reference to Fig. 4 reveals that such
correlations are indeed equivalent to those recorded at differ-
ent frequencies within the same receptor population. The cor-
relation between threshold changes believed mediated by the
SAI and FAI receptors within digit 3 of the left hand is,
however, much lower �0.57�. It should be noted that a corre-
lation coefficient of this magnitude was obtained between the
threshold changes recorded in each finger at 4 and 6.3 Hz
prior to excluding outliers �see the closed circle in Fig. 4 at
zero abscissa�. Accordingly, at least for these subjects, it ap-
pears reasonable to sum the mean threshold changes re-
corded within the same finger to produce a single-number
metric for that finger:

TCsum = TCSAI + TCFAI. �8�

While, as expected, the summed mean threshold
changes, TCsum, are highly correlated to the threshold
changes within the same finger from which they were calcu-
lated �see Table III�, the correlations between summed mean
threshold changes for different digits of the same hand are
lower, as are the correlations between summed threshold
changes for digits from different hands.

TABLE II. Change in thresholds believed mediated by the SAI and FAI
receptors in digit 3 of the right hand.

Subject

Change in threshold
Mean change in
SAI threshold

TCSAI�dB�

Mean change in
FAI threshold

TCFAI�dB�
TCsum

�dB�
At 4 Hz

�dB�
At 6.3 Hz

�dB�

1 9.9 15.7 12.8 8.6 21.4
2 3.3 3.6 3.5 −0.6 2.9
3 1.4 6.6 4 3.1 7.1
4 4.3 3.6 4 3.7 7.7
5 −10.3 −4.2 −7.3 −12 −19.3
6 7.9 7.1 7.5 4.5 12
7 5.1 −6.3 R −5.1 −10.2
8 4 −2.1 1 −4.8 −3.8
9 4.3 0.2 2.3 2.5 4.8
10 3.1 3 3.1 R 6.2
11 2.9 4.7 3.8 3.6 7.4
12 3.4 7.1 5.3 7.7 13
13 14.5 20.9 17.7 R 35.4
14 2.3 6.8 4.6 2.1 6.7
15 2.7 5.6 4.2 14.4 18.6
16 3.6 0.6 2.1 2.3 4.4
17 M 7.5 7.5 10.8 18.3
18 3.9 13 R 5.4 10.8

TABLE III. Correlation between changes in thresholds believed mediated
by SAI and FAI receptors, for the right and left hands, for threshold changes
satisfying the consistency condition, Eq. �7�.

Digit 3 Digit 5

TCSAI TCFAI TCsum TCSAI TCFAI TCsum

Right hand
Digit 3 TCSAI 1
Digit 3 TCFAI 0.81 1
Digit 3 TCsum 0.92 0.97 1
Digit 5 TCSAI 0.47 0.62 0.59 1
Digit 5 TCFAI 0.53 0.84 0.76 0.78 1
Digit 5 TCsum 0.53 0.78 0.73 0.93 0.95 1

Left hand
Digit 3 TCSAI 1
Digit 3 TCFAI 0.57 1
Digit 3 TCsum 0.87 0.9 1
Digit 5 TCSAI 0.75 0.56 0.73 1
Digit 5 TCFAI 0.66 0.68 0.75 0.89 1
Digit 5 TCsum 0.72 0.64 0.76 0.97 0.97 1
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C. Shifts in thresholds from expected values

The relationships between the threshold shifts recorded
in each fingertip at 4 and 6.3 Hz, and at 20 and 32 Hz, are
shown in Figs. 5 and 6, respectively, for digits 3 and 5 of all
subjects �left, and right, hands�. The results are from the
second study. The observed threshold shifts, when paired by
frequencies believed mediated by the same receptor popula-
tion �shown by closed circles�, again form a scatter plot with
the linear regression fit shown by the dotted line in each
diagram. Inspection of Fig. 5 reveals that the observed rela-
tionship between threshold shifts at 4 and 6.3 Hz in the same
finger is almost identical to the continuous line, which has
the equation: TSf2

�t2�=TSf1
�t2�. For all threshold shifts ob-

tained from these subjects, the 95% confidence interval for
the mean difference between threshold shifts recorded at 4
and 6.3 Hz is −0.36�TS4�t2�−TS6.3�t2��1.12, indicating
that the magnitudes of the threshold shifts at these frequen-
cies in a fingertip are not demonstrably different. Hence, for

thresholds believed mediated by the SAI receptor population,
Eq. �5� becomes

TSf�i+r�
�t� − TSf i

�t� � 0. �9�

The threshold shifts may thus be averaged in order to im-
prove the precision of the metric, i.e.,

TSSAI�t� = �TS4�t� + TS6.3�t��/2, �10�

where TSSAI�t� is the mean threshold shift at time t.
The observed shift in threshold is shown for each subject

in Table IV, for digit 3 of the left hand. The shifts at 4 and
6.3 Hz relative to the mean values recorded at the same fre-
quency in healthy persons are given in columns 2 and 3,
respectively. The differences between these threshold shifts
range from 0.2 to 4.1 dB �3.9 dB�, and are much smaller
than the corresponding differences between the threshold
changes at the same frequencies �see Table II�. The mean
shift for thresholds believed mediated by the SAI receptors is

FIG. 6. Scatter plot of threshold changes recorded in the same finger at 20
and 32 Hz. Data for all subjects �study 2�. The solid line is the relationship
TS32�t2�=TS20�t2�. A linear regression fit to all data is shown by the dotted
line.

FIG. 5. Scatter plot of threshold shifts from mean normative values recorded
in the same finger at 4 and 6.3 Hz. Data for all subjects �study 2�. The solid
line is the relationship TS6.3�t2�=TS4�t2�. A linear regression fit to all data is
shown by the dotted line.

TABLE IV. Shifts re normal values of thresholds believed mediated by the SAI and FAI receptors in digit 3 of
the left hand �data for study 2�.

Subject

Threshold shift
Mean threshold

shift for SAI
�dB�

Mean SAI shift/
s.d. of normals

TSSAI�s.d.�

Mean FAI shift/
s.d. of normals

TSFAI�s.d.�

4 Hz
�dB�

6.3 Hz
�dB�

1 19.2 19.6 19.4 3.66 3.45
2 9.2 5.8 7.5 1.42 2.04
3 8.3 6 7.15 1.35 1.54
4 6.9 9 7.95 1.5 2.34
5 8.8 8.5 8.65 1.63 1.3
6 5.5 3.6 4.55 0.86 0.4
7 7.6 8.1 7.85 1.48 0.83
8 11.1 11.4 11.25 2.12 1.27
9 −0.2 −2.6 −1.4 −0.26 −0.08
10 6.4 4.1 5.25 0.99 1.55
11 6.1 7.7 6.9 1.3 1.3
12 −4.7 −0.6 −2.65 −0.5 −0.01
13 14.5 14.8 14.65 2.76 3.35
14 13.2 9.9 11.55 2.18 2.22
15 7 6.8 6.9 1.3 1.66
16 5 3 4 0.75 1.06
17 16.6 13.8 15.2 2.87 2.36
18 10 8.4 9.2 1.74 2.75

1244 J. Acoust. Soc. Am., Vol. 121, No. 2, February 2007 Brammer et al.: Detecting changes in vibrotactile threshold



given in column 4, and the normalized mean threshold shift
for this receptor population in column 5, where

TSSAI�s.d� = TSSAI�t�/s.d.SAI �11�

and s.d.SAI is the corresponding standard deviation of the
threshold distribution in healthy persons from Table I. It
can be seen by reference to column 5 that, for example,
the threshold shift of subject 1 was found to be elevated,
that is reduced in sensitivity, by 3.66 s.d. from the mean
value recorded in the hands of healthy persons. In con-
trast, the threshold shifts of subjects 9 and 12 were found
to be slightly more sensitive than the mean normal value
�by 0.26 and 0.5 s.d., respectively�.

Reference to Fig. 6 reveals that the threshold shifts at
20 Hz tend to be greater than those at 32 Hz in the same
fingertip, with the deviation apparently increasing in magni-
tude with increasing threshold shift. The 95% confidence in-
terval for the mean difference between the threshold shifts
recorded at 20 and 32 Hz is 0.83�TS20�t2�−TS32�t2�
�2.69, which does not include the condition expressed by
Eq. �9�. A more appropriate relationship for these threshold
shifts would appear to be

TSf2
�t2� = �TSf1

�t2� + � , �12�

where f1=20 Hz, f2=32 Hz, and � and � are constants. For
these data, the 95% confidence interval for � is 0.77��
�1.01 and for � is −2.22���0.74. Thus, although the
mean difference between the threshold shifts recorded at the
two frequencies differs from zero, the 95% confidence inter-
val for the relationship between the threshold shifts at these
frequencies includes the values �=1 and �=0, for which
values Eq. �12� becomes identical to Eq. �9�. Hence, in view
of the relationship found for the SAI receptors �Eq. �9��, it
appears appropriate to apply this form of Eq. �12� to the FAI
receptors, so that the magnitudes of the threshold shifts re-
corded at 20 and 32 Hz may also be averaged to improve
the precision of the metric.

The normalized mean threshold shift for the FAI recep-
tor population in the same finger, TSFAI�s.d.�, estimated in an
equivalent manner to TSSAI�s.d.� �see Eq. �11��, is shown in
column 6 of Table IV. Note by comparing columns 5 and 6
that, for each subject, the magnitudes of the normalized
threshold shifts tend to be similar for thresholds believed
mediated by the two receptor populations. Results equivalent
to those shown in Table IV have been found in these subjects
for digit 5 of the left hand, and digits 3 and 5 of the right
hand.

The correlations between the threshold shifts believed
mediated by different receptor populations within the same
fingertip, and between those in digits 3 and 5 of the same
hand, are listed in Table V. Inspection of Table V reveals that
the threshold shifts within the same fingertip are closely re-
lated, with Pearson correlation coefficients of 0.94, 0.87,
0.87, and 0.97 for digits 3 and 5 of the right and left hands,
respectively. Accordingly, at least for our subjects, it appears
reasonable to combine the threshold shift recorded at the four
frequencies within the same finger �i.e., 4, 6.3, 20, and
32 Hz�, to produce a second, single-number metric for that
finger. For this reason the summed normalized threshold shift
is formed:

TSsum�s.d.� = TSSAI�s.d.� + TSFAI�s.d.�. �13�

As expected, the summed normalized threshold shifts,
TSsum�s.d.�, are highly correlated to the normalized receptor-
specific threshold shifts within the same finger from which
they were calculated �see Table V�. The summed normalized
threshold shifts in digits 3 and 5 of the same hand are also
highly correlated in these workers.

IV. DISCUSSION

A. Threshold changes between studies

The variability of the threshold changes recorded at the
two frequencies mediated by the same receptor population is
worthy of further consideration. The consistency condition

TABLE V. Correlation between threshold shifts believed mediated by SAI and FAI receptors, for the right and
left hands �study 2�.

Digit 3 Digit 5

TSSAI�s.d.� TSFAI�s.d.� TSsum�s.d.� TSSAI�s.d.� TSFAI�s.d.� TSsum�s.d.�

Right hand
Digit 3 TSSAI�s.d.� 1
Digit 3 TSFAI�s.d.� 0.94 1
Digit 3 TSsum�s.d.� 0.98 0.99 1
Digit 5 TSSAI�s.d.� 0.89 0.85 0.88 1
Digit 5 TSFAI�s.d.� 0.93 0.93 0.94 0.87 1
Digit 5 TSsum�s.d.� 0.94 0.92 0.94 0.97 0.97 1

Left hand
Digit 3 TSSAI�s.d.� 1
Digit 3 TSFAI�s.d.� 0.87 1
Digit 3 TSsum�s.d.� 0.97 0.97 1
Digit 5 TSSAI�s.d.� 0.87 0.91 0.92 1
Digit 5 TSFAI�s.d.� 0.85 0.95 0.93 0.97 1
Digit 5 TSsum�s.d.� 0.87 0.94 0.93 0.99 0.99 1
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�Eq. �7�� has been introduced to identify, and hence reject,
the most inconsistent threshold changes. However, it is worth
noting that the 95% confidence interval for the mean differ-
ence between the remaining threshold changes at 4 and
6.3 Hz after application of the consistency condition of Eq.
�7� is −2.16�TC4��t�−TC6.3��t��−0.14. This suggests
that a small bias in the threshold changes may have been
introduced by the rejection in this case of 6/72 threshold
pairs �8.3%�. Accordingly, a future analysis may wish to re-
examine this approach.

The observation that the threshold changes in this group
of subjects appeared to be of similar magnitude at frequen-
cies believed mediated by the SAI and FAI receptor popula-
tions within one fingertip could be interpreted that the thresh-
olds were all mediated by the same receptor population, as
could occur in hands containing pathological changes. How-
ever, recent experiments with healthy subjects using the
same apparatus and measurement procedure as in this study
have shown that acute threshold changes at 4 and 32 Hz in
response to exposure to a pure-tone, or damped sinsusoidal
conditioning vibration differ substantially, which implies that
the thresholds at these frequencies were mediated by differ-
ent mechanoreceptor populations �Brammer et al., 2006�.
Thus, while the formation of an overall metric, the summed
mean threshold change, TCsum, would appear justified for the
neurologic disturbances experienced by the subjects in this
study, it cannot be presumed to apply generally. For our sub-
jects, interpretation of the change in threshold can be based
on the statistical significance of the magnitude of TCsum as
derived from published values for the repeatability of thresh-
old determinations using the same apparatus and measure-
ment procedure.

B. Threshold shifts from expected values

Close inspection of the threshold shifts in Table IV re-
veals that 9/18 of the differences are less than 2 dB �the
smallest step in stimulus magnitude�, and 15/18 were less
than 3 dB. The consistent resolution of threshold shifts of the
order of 2 dB is obtained by averaging repeated determina-
tions of ascending and descending thresholds. A source of
error will, however, be introduced by inaccuracies in the val-
ues for the thresholds of healthy persons. Such errors would
lead to systematic differences between TSf1

�t2� and TSf2
�t2�.

Clearly, from the analysis of the data in Fig. 5, any error in
the normative values for thresholds at frequencies of 4 and
6.3 Hz must be less than 0.5 dB, which is within the uncer-
tainty of the psychophysical measurements. The data of Fig.
6 suggest that somewhat larger errors may be present in the
normative values for thresholds at 20 and/or 32 Hz. A sys-
tematic difference between the threshold shifts recorded at
these frequencies would require, however, a nonzero value of
� and ��1 �Eq. �12��. While these values cannot be ex-
cluded and, by inspection of Fig. 6 with ��1, could lead to
��−1, neither can the values �=0,�=1, which correspond
to TSf2

�t2�=TSf1
�t2�, as already noted. Values of threshold

shift at each frequency were in fact calculated during the

threshold measurements performed in study 2, and employed
as an indicator of inconsistent subject performance, using
Eq. �9� �Brammer and Piercy, 1995�.

The influence of the magnitude of the threshold shift
recorded in a finger on its detection may be inferred from the
results in Figs. 5 and 6. For the data in Fig. 5, the scatter of
the measured values from the values if TSf2

�t2�=TSf1
�t2�,

that is, the deviations from the continuous line, can be seen
to be similar in magnitude irrespective of whether the thresh-
old shift being measured is close to zero or not �with the
exception of one or two outliers�. This suggests that both
large and small threshold shifts are being detected in the
fingers of these subjects with approximately equal precision.
For the data in Fig. 6, the scatter of the measured values
displays a tendency to increase with increasing magnitude of
the threshold shift, possibly suggesting that smaller threshold
shifts are detected more precisely. The effect, if any, is, how-
ever, small.

As already described, the metric of threshold shift may
be improved for our subjects by forming the summed nor-
malized threshold shift, TSsum�s.d.�, and may be interpreted in
terms of probability values for the distributions of thresholds
obtained from healthy persons.

C. Implications for tactile function

Clearly, whatever is causing the threshold shifts, and
threshold changes, appears to be affecting similarly the re-
ceptor populations in each digit of our subjects. The sensory
and neuromuscular symptoms in these forest workers associ-
ated with the threshold shifts and threshold changes will be
published elsewhere.

Alterations in receptor-specific vibrotactile thresholds,
either over a period of time or with respect to the values
found in healthy persons, will reflect changes in the acuity of
specific mechanoreceptor populations. The SAI and FAI
populations perform well-defined roles in tactile function, as
already described, and alterations in their acuity at the fin-
gertips can be expected to impede perception of the surface
features of objects, as well as the gripping and holding of
small objects. The threshold changes observed are consider-
ably in excess of those due to aging. Uncertainties in esti-
mates of “normal” thresholds for healthy persons introduce
errors into threshold shifts, which have been shown to be
negligible for the SAI receptors but cannot be completely
discounted for the FAI receptors. Threshold changes avoid
this bias by employing the individual as his/her own refer-
ence. They involve, however, two measurements, and so are
subject to two measurement errors, each of which will be
defined by the test/retest repeatibility. Thus the two metrics
provide related, but different, information with which to as-
sess vibrotactile thresholds, and are subject to somewhat dif-
ferent errors.

V. CONCLUSIONS

Threshold changes, and threshold shifts, have been con-
structed from thresholds measured at the fingertips. Both
metrics require that thresholds be determined at at least two
frequencies mediated by the same mechanoreceptor popula-
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tion. The metrics assume the applicability of the adaptation
property of mechanoreceptors, which has been confirmed by
thresholds obtained from 18 forest workers. Hence, when
expressed in dB, both threshold changes and threshold shifts
may be averaged at frequencies mediated by the same
mechanoreceptor population to improve the precision of the
metric for individual fingers. Differences between threshold
changes observed at frequencies mediated by the same recep-
tor population may be used to identify inconsistent subject
performance, and hence potentially erroneous results.

In this group of subjects, the threshold changes, and
threshold shifts, at frequencies believed mediated by the SAI
and FAI receptors within each finger were correlated. In
these circumstances, which may be expected to occur for
some work-induced and systemic peripheral neuropathies,
both threshold changes and threshold shifts may be summed
over SAI and FAI receptors to improve precision, and hence
the potential for interpretation.
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There is an error in one of the coefficients in Table I, corrected in the revised table below.

Alternatively, a slightly different polynomial approximation based on more data can be used. The coefficients of the
alternative polynomial approximation are given in Table II.
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TABLE I. Coefficients of the polynomial approximation of the acoustic center.

LS1 Coeff. LS2

10.8 a0 4.6
−2.32 a1 −0.13
0.317 a2 −0.052

−0.0268 a3 0.0055
0.0011 a4 −0.000224

−1.64e–5 a5 3.993e–6
- - - a6 −2.573e–8

TABLE II. Alternative coefficients of the polynomial approximation of the acoustic center.

LS1 Coeff. LS2

10.08 a0 4.59
−1.302 a1 −0.115

−0.0375 a2 −0.0542
0.02676 a3 0.005678

−0.002792 a4 −0.0002327
0.00011735 a5 4.215e–6
−1.744e–6 a6 −2.78e–8
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